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'PREFACE

This handbook has been prepared to provide a comprehensive grouping of
technical literature covering Intel’s memory products, with special emphasis
on microprocessor applications. In addition, a brief summary of current
memory technologies and basic segmentation of product lines is provided.

!
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CHAPTER I: MEMORY OVERVIEW

Joe Altnether

MEMORY BACKGROUND
AND DEVELOPMENT

Only ten years ago MOS LS| memories were little more
than laboratory curiosities. Any engineer brave enough
to design with semiconductor memories had a simple
choice of which memory type to use. The 2102 Static
RAM for ease of use or the 1103 Dynamic RAM for low
power were the only two devices available. Since then,
the memory market has come a long way, the types of

memory devices have proliferated, and more than 3,000

different memory devices are now available. Conse-

_quently, the designer has a lot to choose from but the
choice is more difficult, and therefore, effective memory
selection is based on matching memory characteristics
to the application.

Memory devices can be divided into two main cate-
gories: volatile and non-volatile. Volatile memories re-
tain their data only as long as power is applied. In a great
many applications this limitation presents no problem.
The generic term random access memory (RAM) has
come to be almost synonymous with a volatile memory
in which there is a constant rewriting of stored data.

“In other situations, however, it is imperative that anon-

volatile device be used because it retains:its data
whether or not power is applied. An example of this re-
quirement would be retaining data during a power
failure. (Tape and disk storage are also non-volatile
memories but are not included within the scope of this
-book which confines itself to solid-state technologies in
an |C form factor.)

Thus, when considering memory devices, it's helpful to

see how the memory in computer systems is segmented.

by applications and then look at the state-of-the-art in
these cases. .

Read/Write Memofy '

First examine read/write memory (RAM), which permits
the access of stored memory (reading) and the ability
to alter the stored data (writing). '

Before the ‘advent of solid-state read/write memory,
active data (data being processed) was stored and re-
trieved from non-volatile core memory (a magnetic-
storage technology). Solid-state RAMs solved the size
and power consumption problems associated with core,
but added the element of volatility. Because RAMs lose
their memory when you turn off their power, you must
leave systems on all the time, add battery backup or

~ RAMs are noted for high capacity, moderate speeds,

store important data on a non-volatile medium before
the power goes down.

Despite their volatility, RAMs have become very popu-
lar, and an industry was born that primarily fed computer
systems’ insatiable appetites for higher bit capacities
and faster access speeds.

RAM Types
Two basic RAM types have evolved since 1970. Dynamic

and low power consumption. Their memory cells are
basically charge-storage capacitors with driver tran-
sistors. The presence or absence of charge in a capac-
itor is interpreted by the RAM’s sense line as a logical

1 or 0. Because of the charge’s natural tendency to dis-

tribute itself into a lower energy-state configuration,
however, dynamic RAMs require periodic charge re-
freshing to maintain data storage.

Traditionally, this requirement has meant that system
designers had to implement added circuitry to handle
dynamic RAM subsystem refresh. And at certain times,
refresh procedures made the RAM unavailable for writ-
ing or reading; the memory’s control circuitry had toar-
bitrate access. However, there are now two available
alternatives that largely offset this disadvantage. For
relatively small memories in microprocessor en-
vironments, the integrated RAM or iRAM provides all
of the complex refresh circuitry on chip, thus, greatly
simplifying the system design. For larger storage re-
quirements, LS| dynamic memory controllers reduce

" the refresh requirement to a minimal design by offer-

ing a monolithic controller solution.

Where users are less concerned with space and cost
than with speed and reduced complexity, the second
RAM type — static RAMs — generally prove best.
Unlike their dynamic counterparts, static RAMs store
ones and zeros using traditional flip-flop logic-gate con-
figurations. They are faster and require no refresh. A

- user simply addresses the static RAM, and after a very

brief delay, obtains the bit stored in that location. Static

"devices are also simpler to design with than dynamic

RAMs, but the static cell’s complexity puts these non-
volatile chips far behind dynamics in bit capacity per
square mil of silicon. . )

The iRAM

There is a way, however, to gain the static RAM’s
design-in simplicity but with the dynamic RAM’s higher
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‘ capacity and other advantages. An integrated RAM or
iRAM integrates a dynamic RAM and its control and

refresh circuitry on one substrate, creating a chip that -

has dynamic RAM density characteristics, but looks like
astatic RAM to users. You simply address it and collect
your data without worrying about refresh and arbitration.

Before iRAM’s introduction, users who builf memory -
blocks smaller than 8K bytes typically used static

RAMs because the device’s higher price was offset by
the support-circuit simplicity. On the other hand, users
building blocks larger than 64K bytes usually opted for
dynamic RAMs because density and power considera-

tions began to take precedence over circuit complexi-

ty issues.

For the application area between these two limits, deci-
sions had to depend on less straightforward tradeoffs.
But iRAMs could meet this middle area’s needs (See
Figure 1). .

Read-Only Memory

Another memory class, read-only memory (ROM), is

similar to RAM in that a computer addresses it and then

retrieves data stored at that address. However, ROM in-
~ cludes no mechanism for altering the data stored at that

address — hence, the term read only.

- ROM is basically used for storing information that isn’t

“subject to change — at least not frequently. Unlike:

RAM, when system power goes down, ROM retains its
contents.

ROM devices became very popular with the advent of :

microprocessors. Most early microprocessor applica-
tions were dedicated systems; the system’s program
was fixed and stored in ROM. Manipulated data could
vary and was therefore stored in RAM. This application
split caused ROM to be.commonly called program
storage, and RAM, data storage.

The first ROMs contained cell arrays in which the se-
quence of ones and zeros was established by a metali-
zation interconnect mask step during fabrication. Thus,
users had to supply a ROM vendor with an interconnect
program so the vendor could complete the mask and
build the ROMs. Set-up charges were quite high — in
fact, even prohibitive unless users planned for large
volumes of the same ROM.

To offset this high set-up charge, manufacturers devel-
oped a user-programmable ROM (or PROM). The first
such devices used fusible links that could be melted or
“‘burned”” with a special programmer system.

Once burned, a PROM was just like a ROM. If the burn
program was faulty, the chip had to be discarded. But,

.PROMs furnished a more cost-effective way to develop

program memory or firmware for low-volume purposes -
than dld ROMs. :

As one alternative to fusable-link programming, Intel
pioneered an erasable MOS-technology PROM (termed

~ an EPROM) that used charge-storage programming. It

came in a standard ceramic DIP package but had a win-
dow that permitted die exposure to light. When the chip
was exposed to ultraviolet light, high energy photons
could collide with the EPROM’s electrons and scatter
them at random, thus erasing the memory.

The EPROM was obviously not intended for use in

read/write applications, but it proved very useful in-
research and development for prototypes, where the

need to alter the program several times is quite com-

mon. Indeed, the EPROM market consisted almost ex-

clusively of development labs. As the fabrication pro-

cess became mature; however, and volumes increased,

EPROM'’s lower prices made them attractive even for

medium-volume production-system applications.

TOTAL SYSTEM COST (RELATIVE)

| I |
—

8K -

>

16K 64K
SYSTEM RAM BLOCK SIZE (BYTES)

A966

Figure 1. System Cost Graph
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Another ROM technology advance occurred in 1980
with the introduction of Intel’'s 2816 — a 16K ROM that’s
user programmable and electrically erasable. Thus, in-
stead of removing it from its host system and placing it
under ultraviolet light to erase its program, the 2816 can
be reprogrammed in its socket. Moreover, single bits or
entire bytes can be erased in one operation instead of
erasing the entire chip.

Such E2PROMs (for electrically erasable program-
mable ROM) are opening up new applications. In point-
of-sale terminals, for example, each terminal connects
to a central computer but each can also handle moder-
ate amounts of local processing. An E2PROM can store
discount information to be automatically figured in dur-
ing a sales transaction. Should the discount change, the
central computer can update each terminal via telephone
lines by reprogramming that portion of the E2PROM
(Figure 2).

In digital instrumentation, an instrument could become
self-calibrating using an E2PROM. Should the instru-
ment’s calibration drift outside specification limits, the
system could employ a built-in diagnostic to reprogram
a parametric setting in an E2PROM and bring the
calibration back within limits.

E2PROMs contain floating-gate tunnel-oxide (Flotox)

cell structure. Based on electron tunneling through a

thin (less than 200 Angstroms) layer of silicon dioxide,
these cells permit writing and erasing with 21 Volt pulses.

During a read operation, the chips use conventional +5

Volt power. .

Bubble Memory

A very different device type, bubble memory was once
considered the technology that would obsolete RAM
components. This view failed to consider the inherent
features and benefits of each technology. There is no
question that RAMs have staked out a read/write appli-
cations area that is vast. Nevertheless, their volatility

presents severe problems in more than a few applica- .

tions. Remote systems, for example, might be unable
to accept a memory that is subject to being wiped out
should a power failure occur.

Bubble memories use a magnetic storage technique,
roughly similar to the core memory concept but on a
much smaller size and power-consumption scale. They
are non-volatile and physically rugged. Thus, their first
clear applications target has been in severe-environment
and remote system sites. Portable terminals represent
another applications area in which bubbles provide unique
benefits.

Considering bubble products, Intel’s latest design pro-
vides 1,048,576 bits of data storage via a defect-tolerant
technique that makes use of 1,310,720 total bits (Figure
3). Internally, the product consists of 256 storage loops
of 4,086 bits each. Coupled with available control
devices, this single chip can implement a 128K byte
memory subsystem.

10-DIGIT  UNIT PRODUCT

OUTPUT

PRINTER. DISPLAY.

UNIVERSAL PRICE DESCRIPTION

ﬁ

PRODUCT (2 bytes) (15 bytes)
CODE
(5 bytes) l
N

_— - N

KEYBOARD )

RAM

* CODE
A CPU
SCANNER EZ PROM
LOOK-UP TABLE
“ 22 byte |
e ytes >
SERIAL 110 :
COMMUNICATION . )
F
INTERFACE PROGRAM MISC!
STORE

TO INVENTORY
RECORD

Figure 2. Typical E2PROM Application
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memory. Each of these factors plays a important role in

the final selection process.

SEGMENTATION OF MEMORY DEVICES

Besides the particular characteristics of each device
* that has been discussed, there are a number of other

Performance

factors to consider when choosing a memory product,

Generally, the term performance relates to how fast the

such as cost, power consumption, performance, mem-
ory architecture and organization, and size of the

device can operate in a given system environment. This
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parameter is usually rated in terms of the access time.
Fast SRAMs can provide access times as fast 20 ns,
while the fastest DRAM cannot go much beyond the 100
ns mark. A bipolar PROM has an access time of 35 ns.

RAM and PROM access is usually controlled by-a signal.

most often referred to as Chip Select (CS). CS often ap-
pears in device specifications. In discussing access
times, it is important to remember that in SRAMs and
PROMs, the access time equals the cycle time of the
system whereas in DRAMs, the access time is always
less than the cycle time. .

Cost

There are many ramifications to consider when eval-
uating cost. Cost can be spread over factors such as
design-in time, cost per device, cost per bit, size of
memory, power consumption, etc.

Cost of design time is directly proportional to design .

complexity. For example, SRAMs generally require less
design-in time than DRAMs because there is no refresh
circuitry to consider. Conversely, the DRAM provides
the lowest cost per bit because of its higher packing
density.

Memory Size

Memory size is generally specified in the number of
bytes (a byte is a group of eight bits). The memory size
of a system is usually segmented depending upon the
general equipment category. Computer mainframes
and most of today’s minicomputers use blocks of RAM
substantially beyond 64K bytes — usually in the hun-
dreds of thousands of bytes. For this size of memory,
the DRAM has a significantly lower cost per bit. The ad-
ditional costs of providing the refresh and tlmmg cir-
cuitry are spread over many.bits.

"The microprocessor user generally requires memory
sizes ranging from 2K bytes up to 64K bytes. In mem-
ories of this size, the universal site concept allows max-
imum flexibility in memory design.

Power Consumption

- Power consumption is important because the total

power required for a system directly affects overall cost.
Higher power consumption requires bigger power sup-
plies, more cooling, and reduced device density per
board — all affecting cost and reliability. All things con-
sidered, the usual goal is to minimize power. Many
memories now provide automatic power-down. With to-
day’s emphasis on saving energy and reducing cost,
the memories that provide these features will gain an in-
creasingly larger share of the market.

In some applications, extremely low power consumption
is required, such as battery operation. For these appli-

cations, the use of devices made by the CMOS tech-
nology have a distinct advantage over the NMOS pro-

- ducts. CMOS devices offer power savings of several

magnitudes over NMOS. Non-volatile devices such as
E2PROMs are usually independent of power problems
in these applications.

Power consumption also depends upon the organiza-
tion of the device in the system. Organization usually
refers to the width of the memory word. At the time of
their inception, memory devices were organized as
nK x 1 bits. Today, they are available in various config-
urations such as 4Kx 1, 16Kx 1, 64Kx 1, 1Kx 4, 2Kx8,
etc. As the device width increases, fewer devices are re-
quired to configure a given memory word — although
the total number of bits remains constant. The wider
organization can provide significant savings in power
consumption, because a fewer number of devices are
required to be powered up for access to a given memory
word. In addition, the board layout design is simpler due
to fewer traces and better layout advantages. The wider
width is of particular advantage in microprocessors and
bit-slice processors because most microprocessors are
organized in 8-bit or 16-bit architectures. A memory chip
configured in the nKx 8 organization can confer a definite
advantage — especially in universal site applications.

_All non-volatile memories other than bubble memories

are organized nKx8 for this very reason.

Types of Memories

The first step to narrowing down your choice is to deter-
mine the type of memory you are designing — data

store or program store. After this has been done, the

next step is to prioritize the followingfactors:

Performance -
Power Consumption
" Density

Cost

Global Memory

Generally, a global memory is greater than 64K bytes
and serves as a main memory for a microprocessor
system. Here, the use of dynamic RAMs for read/write
memory is dictated to provide the highest density and
lowest cost per bit. The cost of providing refresh circuitry
for the dynamic RAMs is spread over a large number of
memory bits, thus minimizing the cost impact. Bubbles
would also be an excellent choice for global memory
where high performance is not required. In addition,
bubbles offer low cost per bit and non-volatility.

Local Memory

Local memories are usually less than 64K bytes and
reside in the proximity of the processor itself — usually
on the same PC board. Two types of memories are
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often used in local memory applications: RAMs and
E2PROMs/EPROMs. These devices all offer universal
site c‘ompatipility and density upgrade.

Synchronous and Asynchronous Memories

Historically, there have been several definitions of con-
venience when describing synchronous and asyn-
chronous memory devices. The question of which
definition is the more appropriate boils down to a
philosophical decision, and depends on whether the
definition is narrowed to.component operating param-
eters or expanded to system operating parameters.

One popular and accepted definition defines the two
types of memories by relying on the most apparent dif-
ference. The synchronous memory possesses an inter-
nal address register which latches the current device
address, but the asynchronous device lacks this capa-
bility. The logic of this definition'is easy to follow: Register
transfer or sequential logic is considered synchronous
because it is clocked by a common periodic signal —

the system clock. Memories with internal address regis- :

ters are also internally sequential logic arrays clocked
by a signal, common throughout the memory system,
and are, therefore, synchronous. ,

By the foregoing definition, asynchronous memories
would require the device address be held valid on the
bus throughout the memory cycle. Static RAMs fall in-
to this category. In contrast, synchronous memories re-
quire the address to be valid only for a very short period
of time just before, during, and just after the arrival of
the address register clock. DRAMs and clocked static
RAMs fall into this category.

With the introduction of the 2186 and 2187 iRAMs, the
preceding definition no longer fits, because both de-

vices have on chip address latches. Yet with respect to
the system, one device operates synchronously and the
other asynchronously.

Therefore, in considering memory devices or systems
that operate within a specified cycle time, Intel defines
a synchronous memory as one that responds in a pre-
dictable and sequential fashion, always providing data
within the same time frame from the clock input. This
allows a system designer to take advantage of the
predictable access time and maximize his system per-
formance by reducing or eliminating WAIT states.

Intel defines an asynchronous memory as one that
(within the framework of the memory cycle specifica-
tions) does not output data in a predictable and repeat-
able time frame with respect to system timing. This is
generally true of DRAM systems, where a refresh cycle,
which occurs randomly skewed to the balance of the
system timing, may be in progress at the time of a
memory cycle request by the CPU. In this case, provi-
sion must be made to re-synchronize the system to the
memory — usually with-a READY signal. The 2186
iRAMs fit into this category, while the 2187 iRAMs are
considered synchronous devices.

These definitions are somewhat broader in scope than

those chosen in the past; however, as systems become

implemented in silicon, a more global definition is re-

quired to encompass those former systems that are now
- silicon devices.

SUMMARY

Table 1 provides a summary of the various memory
devices that have been discussed.

Table 1. Segmema'tion of Memory Devices

Operating Read Speed Write Speed Down Size Removable ‘| System

From Fast Slow Fast Slow Load Small  Large (Archive) Level

Mass Bubbles Bubbles | N/A Bubbles Bubbles Add on RAM

|} Disk Disk . Disk Disk Bubbles

Boot EPROM N/A N/A N/A Al N/A

Monitor EPROM N/A N/A N/A All [\I/A

Buffer Bytewide |Bubbles | Bytewide | Bubbles | N/A Al Bubbles Add in RAM

: . X1 ’ Bubbles

Diagnostics | E2/EPROM/ Bytewide | E2PROM | 'Disk All Al Bubbles N/A

o RAM Bubbles ’ Disk

Operating ) N/A N/A 1Disk Ali X1 Bubbles Add in/

System - Bubbles - | Disk Add on RAM

APP/PGM/ | E2/EPROM/ Bytewide | E2PROM | 'Disk All X1 Bubbles Addin/

Data Store RAM X1 Bubbles ) Disk Add on RAM
1Down Loaded From Add on/Add in Bubbles
2E2/EPROM Bytewides
3X 1 Dram Bubbles Disk
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CHAPTER 2: INTEL MEMORY TECHNOLOGIES

Larry Brigham, Jr. _ ~

Most of this handbook is devoted to techniques and in-
formation to help you design and implement semicon-

ductor memory in your application or system. In this sec- -

tion, however, the memory chip itself will be examined
and the processing technology required to turn a bare
slice of silicon into high performance memory devices
is described. The discussion has been limited to the
basics of MOS (Metal Oxide Semiconductor) technolo-
gies as they are responsible for the overwhelming ma-
jority of memory devices manufactured at Intel.

There are three major MOS technology families —
PMOS, NMOS, and CMOS (Figure 1). They refer to the
channel type of the MOS transistors made with the
technology. PMOS technologies implement p-channel
transistors by diffusing p-type dopants (usually Boron)
into an n-type silicon substrate to form the source and
drain. P-channel is so named because the channel is

comprised of positively charged carriers. NMOS tech-

nologies are similar, but use n-type dopants (normally
phosphorus or arsenic) to make n-channel transistors
in p-type silicon substrates. N-channel is so named
because the channel is comprised of negatively charged
carriers. CMOS or Complementary MOS technologies

- combine both p-channel and n-channel devices on the

same silicon. Either p- or n-type silicon substrates can
be used, however, deep areas of the opposite doping
type (called wells) must be defined to allow fabrication
of the' complementary transistor type. '

Most of the early semiconductor memory devices, like
Intel’s pioneering 1103 dynamic RAM and 1702 EPROM
were made with PMOS technologies. As higher speeds
and greater densities were needed, most new devices
were implemented with NMOS. This was due to the in-

herently higher speed of n-channel charge carriers.
" (electrons) in silicon along with improved process

margins. The majority of MOS memory devices in pro-
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Figure 1. MOS Process Cross-sections
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duction-today are fabricated with NMOS technologies.
CMOS technology has begun to see widespread com-
mercial use in memory devices. It allows for very low
power devices and these have been used for battery
operated or battery back-up applications. Historically,
CMOS has been slower than any NMOS device. Re-
cently, however, CMOS technology has been improved
to produce higher speed devices. Up to now, the extra
cost processing required to make both transistor types
has kept CMOS memories limited to those areas where
the technology’s special characteristics would justify the
extra cost. In the future, the learning curve for high per-
formance CMOS costs will make a larger and larger
number of memory devices practical in CMOS.

In the following section, the basic fabrication sequence
for an HMOS circuit will be described. HMOS is a high
performance n-channel MOS process developed by
Intel for 5 Volt single supply circuits. HMOS, along with
its evolutionary counterparts HMOS Il and HMOS IlI,
CHMOS and CHMOS Il (and their variants), comprise
the process family responsible for most of the memory
components produced by Intel today.

The MOS IC fabrication process begins with a slice (or
wafer) of single crystal silicon. Typically, it's 100 or 125
millimeter in diameter, about a half millimeter thick, and
uniformly doped p-type. The wafer is then oxidized in a
furnace at around 1000°C to grow a thin layer of silicon
dioxide (SiO2) on the surface. Silicon nitride is then
deposited on the oxidized wafer in a gas phase chemi-
cal reactor. The wafer is now ready to receive the first
pattern of what is to become a many layered complex
circuit. The pattern is etched into the silicon nitride using
a process known as photolithography, which will be
described in a later section. This first pattern (Figure 2)
defines the boundaries of the active regions of the IC,
where transistors, capacitors, diffused resistors, and
first level interconnects will be made. '

")

ETCHED
AREAS
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. OXIDE

P-SUBSTRATE

| |
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Figure 2. First Mask

The patterned and etched wafer is then implanted with
additional boron atoms accelerated at high energy. The
boron will only reach the silicon substrate where the

nitride and oxide was etched away, providing areas
doped strongly p-type that will electrically separate ac-
tive areas. After implanting, the wafers are oxidized
again and this time a thick oxide is grown. The oxide
only grows in the etched areas due to silicon nitride’s
properties as an oxidation barrier. When the oxide is
grown, some of the silicon substrate is consumed and
this gives a physical as well as electrical isolation for ad-
jacent devices as can be seen in Figure 3.

\—P+

P-SUBSTRATE P+

Az

Figure 3. Post Field Oxidation

Having fulfilled its purpose, the remaining silicon nitride
layer is removed. A light oxide etch follows taking with
it the underlying first oxide but leaving the thick (field)
oxide. ‘

Now that the areas for active transistors have been de-
fined and isolated, the transistor types needed can be
determined. The wafer is again patterned and then if
special characteristics (such as depletion mode opera-
tion) are required, it is implanted with dopant atoms. The
energy and dose at which the dopant atoms are im-
planted determines much of the transistor’s character-
istics. The type of the dopant provides for depletion
mode (n-type) or enhancement mode (p-type) operation.

The transistor types defined, the gate oxide of the ac-

"‘tive transistors are grown in a high temperature furnace.
- Special care must be taken to prevent contamination or

2-2

inclusion of defects in the oxide and to ensure uniform
consistent thickness. This is important to provide pre-
cise, reliable device characteristics. The gate oxide layer
is then masked and holes are etched to provide for direct
gate to diffusion (‘'buried’’) contacts where needed.

The wafers are now deposited with a layer of gate
material. This is typically poly crystaline silicon (‘‘poly’")
which is deposited in a gas phase chemical reactor
similar to that used for silicon nitride. The poly is then
doped (usually with phosphorus) to bring the sheet re-
sistance down to 10-20 ohms/square. This layer is also
used for circuit interconnects and if a lower resistance
is required, a refractory metal/polysilicon composite or
refractory metal silicide can.be used instead. The gate
layer is then patterned to define the actual transistor
gates and interconnect paths (Figure 4). )
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Figure 4. Post Gate Mask

The wafer is pext diffused with n-type dopant (typically
arsenic or phosphorus) to form the source.and drain
junctions. The transistor gate material acts as a barrier
to the dopant providing an undiffused channel self-
aligned to the two junctions. The wafer is then oxidized
to seal the junctions from contamination with a layer of
SiO, (Figure 5).

BURIED . ox
CONTACT POLYSILICON

OXIDE

P+ P-SUBSTRATE P+

a2

Figure 5. Post Oxidation

A thick layer glass is then deposited over the wafer-to
provide for insulation and sufficiently low capacitance
between the underlying layers and the metal intercon-
nect signals. (The lower the capacitance, the higher the
inherent speed of the device.) The glass layer is then
patterned with contact holes and placed in a high
temperature furnace. This furnace step smooths the
glass surface and rounds the contact edges to provide
uniform metal coverage. Metal (usually aluminum or
aluminum/silicon) is then deposited on the wafer and the
interconnect patterns and external bonding pads are
defined and etched (Figure 6). The wafers then receive
a low temperature (approximately 500°C) alloy thatin-
sures good ohmic contact between the Al and diffusion
or poly. :

) METAL
/ GLASS :
GATE  CONTACT

|

' )

FIELD
OXIDE

A123s.

Figure 6. Completed Circuit (without passivation)

s
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At this point the circuit is fully operational, however, the
top metal layer is very soft and easily damaged by
handling. The device is also susceptible to contamina-
tion or attack from moisture. To prevent this the wafers
are sealed with a passivation layer of silicon nitride or
a silicon and phosphorus oxide composite. Patterning
is done for the last time opening up windows only over
the bond pads where external connections will be made.

This completes basic fabrication sequence for a single
poly layer process. Double poly processes such as
those used for high density Dynamic RAMs, EPROMs,
and E2PROMs follow the same general process flow
with the addition of gate, poly deposition, doping, and
interlayer dielectric process modules required for the
additional poly layer (Figure 7). These steps are per-
formed right after the active areas have been defined
(Figure 3) providing the capacitor or floatmg gate
storage nodes on those devices.

FIRST-LEVEL  , y_
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TUNNEL
OXIDE
h .
-
! cate Nt
P-SUBSTRATE  OXIDE
E2PROM CELL ..
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Figure 7. Double Poly Structure

After fabrication is complete, the wafers.are sent for
testing. Each circuit is tested individually under condi-
tions designed to determine which circuits will operate
properly both at low temperature and at conditions
found in actual operation. Circuits that fail these tests
are inked to distinguish them from good circuits. From
here the wafers are sent for assembly where they are
sawed into individual circuits with a paper-thin diamond

blade. The inked circuits are then separated out and the -

good circuits are sent on for packaging.
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Packages fall into two categories — hermetic and non-
hermetic. Hermetic packages are Cerdip, where two
ceramic halves are sealed with a glass fritt, or ceramic
with soldered metal lids. An example of hermetic
package assembly is shown in Table 1. Non-hermetic
" packages are molded plastics.

The ceramic package has two parts, the base, which
has the leads and die (or circuit) cavity, and the metal
lid. The base is placed on a heater block and a metal
alloy preform is inserted. The die‘is placed on top of the
preform which bonds it to the package. Once attached,
wires are bonded to the circuit and then connected to
the leads. Finally the package is placed in a dry inert at-
mosphere and the lid is soldered on.

The cerdip package consiéts of abase, lead frame, and.

lid. The base is placed on a heater block and the lead

.

frame placed on top. This sets the lead frame in glass
attached to the base. The die is then attached and
bonded to the leads. Finally the lid is placed on the
package and it is inserted in a seal furnace where the
glass on the two halves melt together making a hermetic
package.

In a plastic package, the key component is the lead
frame. The die is attached to a pad on the lead frame
and bonded out to the leads with gold wires. The frame
then goes to an iinjection molding machine and the

- package is formed around the lead frame. After mold

the excess plastic is removed and the leads trimmed.

After assembly, the individual circuits are retésted at an
elevated operating temperature to assure critical oper-
ating parameters and separated according to speed and
power consumption into individual specification groups.

Table 1. 2164A Hermetic Package Assembly

Flow - Process/Materials

Typical Itém

Frequency

Criteria

Wafer

Die saw, wafer break
Die wash and plate
Die visual inspection
QA gate

Die attach
(Process monitor)

Post die attach visual

Wire bond
(Process monitor)

Post bond inspection
QA gate

Seal and Mark
(Process monitor)

Temp cycle

Hermeticity check
(Process monitor)

Lead Trim
(Process monitor)

External visual

QA gate

- Class test

1., -—t—0
r (Process monitor)

Mark and Pack
- Final QA

. <

Passivation, metal

"Wet out

.Orientation, lead

dressing, etc.

All previous items
Cap align, glass

' integrity, moisture

F/G leak

Burrs, etc. (visual)
Fine leak

Solder voids, cap
alignment, etc.

All previous items
Run standards
(good and reject)
Calibrate every

system using
*‘autover” program

(See attached)

100% of die
Every lot
4x /oberatorlshiﬂ

100% of devices

4 x loperator/
machine/shift

- 100% devices

every lot
4 x [furnace/shift

10 x to mil std.
883 cond. C

100% devices
4 x /station/shift
2 x /station/shift

100% devices

All lots

" Every 48 hrs.

0/76, LTPD =5%

0/11 LTPD =20%

1129, LTPD =3%
0/15, LTPD =15%

111, LTPD=20%

0/15, LTPD =15%
1/129, LTPD =3%

Vo

1/129, LTPD =3% -

1. Units for assembly réliability monitor. 2. ‘Units for product reliability monitor.
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The finisﬁed circuits are marked and then readied for
shipment. :

The basic process flow described above may make
VLSI device fabrication sound straightforward, however,
there are actually hundreds of individual operations that
must be performed correctly to complete a working cir-

cuit. It usually takes well over two months to complete -

“all these operations and the many tests and measure-
ments involved throughout the manufacturing process.
Many of these details are responsible for ensuring the
performance, quality, .and reliability you expect from
Intel products. The following sections will discuss the
technology underlying each of the major process
elements mentioned in the basic process flow.

PHOTOLITHOGRAPHY

The photo or masking technology is the most important
- part of the manufacturing flow if for no other reason than
the number of times it is applied to each wafer. The
manufacturing process gets more complex in order to
make smaller and higher performance circuits. As this
happens the number of masking steps increases, the
features get smaller, and the tolerance required becomes
tighter. This is largely because the minimum size of
individual pattern elements determine the size of the
whole circuit, effecting its cost and limiting its potential
complexity. Early MOS IC’s used minimum geometries
(lines or spaces) of 8-10 microns (1 micron=10-© meter
=1/25,000 inch). The n-channel processes of the mid
1970’s brought this down to approximately 5 microns,

and today minimum geometries are less than 2 microns
in production. This dramatic reduction in feature size

was achieved using the newer high resolution photo
resists and optimizing their processing to match im-
proved optical printing systems.

A second major factor in determining the size of the cir-
cuit‘ is the registration or oyerlay error. This is how ac*
curately one pattern can be aligned to a previous one.
Design rules require that space be left in all directions
according to the overlay error so that unrelated patterns
do not overlap or interfere with one another. As the error
space increases the circuit size increases dramatically.
Only a few years ago standard alignment tolerances
were = +2 microns; now advanced Intel processes
have reduced this dramatically due mostly to the use of
advanced projection and step and repeat exposure
equipment.

The wafer that is ready for patterning must go through
many individual steps before that pattern is complete.
First the wafer is baked to remove moisture from its sur-
face and is then treated with chemicals that ensure good
resist adhesion. The thick photoresist liquid is then ap-
plied and the wafer is spun flat to give a uniform coating,

\

critical for high resolution. The wafer is baked at a low
temperature to solidify the resist into gel. It is then ex-
posed with a machine that aligns a mask with the new
pattern on it to a previously defined layer. The photo-
resist will.replicate this pattern on the wafer.

Negative working resists are polymerized by the light
and the unexposed resist can be rinsed off with sol-
vents. Positive working resists use photosensitive
polymerization inhibitors that allow a chemically reac-
tive developer to remove the exposed areas. The posi-
tive resists require much tighter control of exposure and
development but yield higher resolution patterns than
negative resistance systems.

" The wafer is now ready to have its pattern etched. The

etch procedure is specialized for each layer to be
etched. Wet chemical etchants such as hydrofluoric
acid for silicon oxide or phosphoric acid for aluminum
are often used for this. The need for smaller features
and tighter control of etched dimensions is increasing
the use of plasma etching in fabrication. Here a reac-
tor is run with a partial vacuum into which etchant gases
are introduced and an electrical field is applied. This
yields a reactive plasma which etches the required
layer. .

The wafer is now ready for the next process step. Its
single journey through the masking process required
the careful engineering of mechanics, optics, organic
chemistry, inorganic chemistry, plasma chemistry,
physics, and electronics:

'

DIFFUSION

The picture of cleah room garbed operators tending fur-,

nace tubes glowing cherry red is the one most often

- associated with IC fabrication. These furnace opera-

tions are referred to collectively as diffusion because
they employ the principle of solid state diffusion of mat-
ter to accomplish their results. In MOS processing, there
are three main types of diffusion operations: predeps,
drives, and oxidations.

Predeposition, or “predep,” is an operation where a

dopant is introduced into the furnace from a solid, liquid,

or gaseous source and at the furnace temperature

" (usually 900-1200°C) a saturated solution is formed at
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the silicon surface. The temperature of the furnace, the
dopant atom, and rate of introduction are all engineered
to give a specific dose of the dopant on the wafer. Once
this is completed the wafer is given a drive cycle where
the dopant left at the surface by the predep is driven into
the wafer by high temperatures. These are generally at
different temperatures than the predeps and are de-
signed to give the required junction depth and concen-
tration profile. )
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Oxidation, the third category, is used at many steps of
the process as was shown in the process flow. The tem-
perature and oxidizing ambient can range from 800 to
1200°C and from pure oxygen to mixtures of oxygen
and other gases to steam depending on the type of ox-
ide required. Gate oxides require high dielectric break-
down strength for thin layers (between .01 and .1 micron)
and very tight control over thickness (typically +.005
micron or less than + 1/5,000,000 inch), while isolation
oxides need to be quite thick and because of this their
dielectric breakdown strength per unit thickness is much
less important.

The properties of the diffused junctions and oxides are
key to the performance and reliability of the finished
device so the diffusion operations must be extremely
well controlled for accuracy, consistency and purity.

ION IMPLANT

Intel’s high performance products require such high ac-
curacy and repeatability of dopant control that even the
high degree of control provided by diffusion operations
is inadequate. However, this limitation has been over-
come by replacing critical predeps with ion implantation.
In ion implantation, ionized.dopant atoms are acceler-
ated by an electric field and implanted directly into the
wafer. The acceleration potentiai determines the depth
‘to which the dopant is implanted..

The charged ions can be counted electrically during im-
plantation giving very tight control over dose. The ion
implanters used to perform this are a combination of
high vacuum system, ion source, mass spectrometer,
linear accelerator, ultra high resolution current integra-
tor, and ion beam scanner. You can see that this impor-
tant technique requires a host of sophlstlcated technolo—
gies to support it:

THIN FILMS

Thin film depositions make up most of the features on
the completed circuit. They include the silicon nitride for_
defining isolation, polysilicon for the gate and intercon-"
nections, the glass for interlayer dielectric, metal for in-
terconnection and external connections, and passiva-

tion layers. Thin film depositions are done by two main

methods: physical deposition and chemical vapor depo-
- sition. Physical deposition is most common for deposit-
ing metal. Physical depositions are performed in a

vacuum and are accomplished by vaporizing the metal
with a high energy electron beam and redepositing it on
the wafer or by sputtering it from a target to the wafer
under an electric field.

Chemical vapor deposition can be done at atmospheric
pressure or under a moderate vacuum. This type of
deposition is performed when chemical gases react at

the wafer surface and deposit a solid film of the reac-

tion product. These reactors, unlike their general in-
dustrial counterparts, must be controlled on a micro-
scale to provide exact chemical and physical properties
for thin films such as silicon dioxide, silicon nitride, and
polysilicon.

The fabrication of modern memory devices is a long,
complex process where each step must be monitored,
measured and verified. Developing a totally new
manufacturing process for each new product or even
product line takes a long time and involves significant
risk. Because of this, Intel has developed process
families, such as HMOS on which a wide variety of
devices can be made. These families are scalable so
that circuits need not be totally redesigned to meet your
needs for higher performance.! They are evolutionary
(HMOS I, HMOS II, HMOS lil, CHMQS) so that develop-
ment time of new processes and products can be re-
duced without compromising Intel’s commitment to con-
sistency, quality, and reliability.

The manufacture of today’s MOS memory devices re-
quires a tremendous variety of teChnoIogies and manu-
facturing techniques, many more than could be mentioned
here. Each requires a team of experts to design, opti-
mize, control and maintain it. All these people and thou-
sands of others involved in engineering, design, testing
and production stand behind Intel’s products.

Because of these extensive requirements, most manu-
facturers have not been able to realize their needs for
custom circuits on high performance, high reliability pro-
cesses. To address this Intel’s expertise in this area is
now available to industry through the silicon foundry.
Intel supplies design rules and support to design and
debug circuits. This includes access to Intel’s n-well
CHMOS technology. Users of the foundry can now
benefit from advanced technology without developing
processes and IC manufacturing capability themselves.

1R. Pashley, K. Kokkonen, E. Boleky, R. Jecmen, S. Liu, and W.
Owen, ““H-MOS Scales Traditional Devices to ngher Performance
Level,” Electronics, August 18, 1977.
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INTRODUCTION -

The Intel® 2147H is a 4096-word by 1-bit Random
Access Memory, fabricated using Intel’s reliable
HMOS II technology. HMOS II, the second

generation HMOS, is Intel’s high performance n--

channel silicon gate technology, making simple,
high speed memory systems areality. The purpose
of this application note is to describe the 2147H
operation and discuss design criteria for high
speed memory systems. :

TECHNOLOGY

When Intel introduced the HMOS 2147, MOS
static RAM performance took a quantum leap by
combining scaling, internal substrate bias
generation, and automatic powerdown. As a
result, the 2147 has an access time of 55ns, density
of 4096 bits, and power consumption of .99W
active and .165W standby. !

The high performance of the 2147 is further
enhanced by the 2147H using HMOS II, a scaled
HMOS process increasing the speed at the same
power level which involves more .than scaling
dimensions. :

Figure 1 shows the cross section of an HMOS
device and lists the parameters of scaling, one of
which is high device gain. The slew rate of an
amplifier or device is proportional to the gain.

Because faster switching speeds occur with high

gain the gain is maximized for high speed. Device
gain is inversely proportional to the oxide
thickness (Ty,x) and device length ),
consequently, scaling these dimensions increases
the gain. :

' Another factor which influences performance is
unwanted capacitance which appears in two
forms - - diffusion and Miller. ‘Diffusion
capacitance is directly proportional to the
diffusion depth (Xj) into the silicon, thus Xj must
be reduced. Miller capacitance, the same phenom-

enon that occurs in the macro world of discrete

devices, is proportional to the overlap length of the
gate and the source( £ p)- Capacitance on theinput
shunts the high frequency portion of the input
signal so that the device can only respond to low
frequencies. Secondly, capacitance from the drain
to the gate forms a feedback path creating an
integrator or low pass filter which degrades the
high frequency performance. This effect is
minimized by reducing / ,.

One of the limits on scaling is punch through
voltage, which occurs when the field strength is
too high, causing current to flow when the device
is “turned off”. Punch through voltage is a

function of channel length ( f) and doping
concentration (Cg), thus channel shortening can
be compensated by increasing the doping

Tox ‘
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{
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GAIN a1/(Tox£)

PERFORMANCE FACTORS
® HIGH DEVICE GAIN

® LOW DIFFUSION CAPACITANCE CpaX
© LOW MILLER CAPACITANCE Cmalp .

® LOW BODY EFFECT AVra VCg Tox
LIMITS

¢ PUNCH THROUGH VOLTAGE Ver a Cg £2

® THRESHOLD VOLTAGE _ Vra Cs Tox

£ = CHANNEL LENGTH

' Tox = OXIDE THICKNESS
RESULT Xj = DIFFUSION DEPTH
® DECREASE /, Tox, Xi, /p /b = GATE OVERLAP

© INCREASE Cg Cg = CONCENTRATION

Figure 1. HMOS Scaling

concentration. This has the additional advantage
of balancing the threshold voltage which was
decreased by scaling the oxide thickness for gain.

Companson

Comparing scahng theory to HMOS II scahng in
Table I, note that HMOS II agrees with scaling
theory except for the supply voltage. It is. left
constant at +5V to maintain TTL compatibility. -
Had the voltage been scaled, the power would
have been reduced by 1/K3 rather than 1/K, but
the device would not have been TTL compatlble

Table I. Scaling

Theory HMOS n

Dimensions 1/K 1/K
Substrate Doping K K
Voltage 1/K 1
Device Current 1/K 1
Capacitance A/T 1/K /K
~Time Delay VC/I 1/K 1/K
Power Dissipation VI 1/K? 1
Power Delay Product 1/K3 1/K

THE DEVICE

The 2147H is TTL compatible, operates from a
single +5 volt supply, and is easy to use.

Figure 2 shows the pin configuration and the logic
symbol. The 2147H is compatible with the 2147
allowing easy system upgrade Contained in an
mdustry standard 18-pin dual in-line package the
2147H is organized as 4096 words of 1 bit. To
access each of these words, twelve address lines

- are required. In addition, there are two control

signals: CS, which activates the RAM; and WE,
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which controls the write function. Separate data
input and output are available. Logical operation
of the 2147H is shown in the truth table. The
output is in the high impedance or three-state
mode unless the RAM is being read. Power
consumption switches .from standby to active
under control of CS.

4096 x 1 BIT
2147H
PIN CONFIGURATION LOGIC SYMBOL PIN NAMES
At wfAve :‘: Ao-At) ADDRESS INPUTS | Ve POWER (+5V)
a2z vHha — A WRITE ENABLE | GND_GROUND
— A3 CS  CHIP SELECT
16 A;
=N P& A Dw__ DATAINPUT
amQe spPa —f A Oour  DATA OUTPUT
alds wPa —:"OW—
as [ e 13 [ A A
oour 7 12 [0 An : :’ TRUTH TABLE .
— —1 An L
we Qe nvpBow _],0 [csTwe MODE OUTPUT [ POWER
eno s w0 [pcs oin WE CS| H [x [NOT SELECTED HIGH Z |STANDBY
(S HIGHZ | ACTIVE
‘ T L [u |ReaD Dour  |ACTIVE

Figure 2. 2147H Logic Diagram

In’ternal structure of the 2147H is shown in the

block diagram of Figure 3. The major portions of

the device are: addresses, control (CS and WE), the
memory array and a substrate bias generator,
which is not shown.

The memory is organized into a two-dimensional
array of 64 rows and 64 columns of memory cells.
The lower-order six addresses decode one of 64 to
select the row while the upper-order six addresses
decode to select one column. The intersection of
the selected row and the selected column locate the
desired memory cell. Additional logic in the
column selection circuit controls the flow of data
to the array and as stated in the truth table, WE
controls the output buffer.

As shown in Figure 4, the first three stages of the
address buffer are designed with an additional
transistor. In each stage, the lowest transistors
are the active devices, the middle transistors are
load devices, while the upper transistors, con-
trolled by ®;, are the key to low standby power.
. Forming an AND function with the active devices,
the upper transistors are turned off when the
"2147H is not active, minimizing power
consumption. Without them, at least one stage-of
these cascaded amplifiers would always be
consuming power. .

The signal ®,, and its inverse ®,, are generated
from CS. They are part of an innovative design not
found in the earlier 2147. Their function is to mini-
mize the effects at short deselect times on the Chip
Select access time, tacs.

ADDRESS
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Ay @_m ~—Vcc
® ~€——GND
Ay ___z ®
A, % MEMORY ARRAY
@ ROW 64 ROWS
As —W SELECT 64 COLUMNS
\
AA%
Ag @l? -
Din ® '\Pr COLUMN 1/0 CIRCUITS pQ Dour
COLUMN SELECT
1] B

e[ @i!;g !®F£i!®f!®
s— b2 Ag Ay Ay Rg Ay Ay

P1 SLOW DESELECT, FAST SELECT

1 SLOW DESELECT, FAST SELECT

?f? FAST DESELECT, FAST SELECT

$2 FAST DESELECT, FAST SELECT

Figure 3. 2147H Block Diagram
~T

ADDRESS

L
i
_l

W

ADDRESS

-

]

Figure 4. Address Buffer.

For both the 2147 and the 2147H, access is delayed
until the address buffers are activated by chip
selection. In the standard 2147, priming during
deselection compensates for this delay by
speeding up the access elsewhere in the circuitry.
For short deselect times, however, full compensa-
tion does not occur because priming is incomplete.
The result is a pushout in tacs for short deselect
times.
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In the 2147H, the address buffers are controlled by
®,, which is shaped as shown in Figure 5. &, acti-
vates rapidly for fast select. time. However, &,
deactivates slowly, keeping the address buffers
active during short deselect times to speed access.
Asshown in Figure 6, this design innovation keeps
tacs pushout to less than 1 ns.

" Figure 7 shows the standard six-transistor cell.

/. cHe |
DESELECTED |
cHIP

_ | y SELECTED
CSIN 1

=

SLowW
DESELECT |

| FAST

|
|
-
|
|-
3, }
|
[
|
!
|

Figure 5. CS Buffer Signals

Voo =55V

Tacs (SHORT 105 - TACS 1 ONG 1081
(NS) -

70

Tos s

Figure 6. CS Access Vs. Deselect Time

X SELECT

COLUMN COLUMN

Figure 7. 2147H Memory Cell
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Configured as a bi-stable flip-flop, the memory cell
uses two transistors for loads and two for active
devices so that the data is stored twice as true and
compliment. The two remaining - transistors
enable data onto the internal I/0 bus.. Unlike the
periphery, the cell is not powered down during
deselect time to sustain data indefinitely.

The 2147H has an internal bias generator. Bias
voltage allows the use of high resistivity substrate
by adjusting the threshold voltages. In addition, it
reduces the effect of bulk silicon capacitance. As a
result, performance is enhanced. Bias voltage is
generated by capacitively coupling the output of a
ring oscillator to a.charge pump connected to the
substrate. Internally generated bias permits the
2147H to operate from a single +5 volt supply,
maintaining ’I'I‘L\compatibility.

2147H SUBSTRATE BIAS GENERATOR

OSCILLATOR L ORIVER

cHARGE
PUMP
1€

14 1
SUBSTRATE

SUBSTRATE
Veo -2y

sl

= = =

A

!

I

eonv
Il

Figure 8. 2147H Substrate Bias Generator -

DEVICE OPERATION
READ MODE -

With power applied and CS at greater than 2V, the
2147H is in the standby mode, drawing less than
30mA. Activating CS begins access of the cell as
defined by the state of the addresses. Data is
transferred from the cell to the output buffer.
Because the cell is static, theread operation is non-
destructive. Device access and current are shown
in Figure 9. Maximum access relative to the
leading edge of CS is 35 ns for a 2147H-1. Without
clocks, data is valid as long as address and control
are maintained. .

WRITE MODE

Data is modified when the write enable WE is
activated during a cycle. At this time, data present
at the input is duplicated in the cell specified by
the address. Data is latched into the cell on the
trailing edge of WE, requiring that setup and hold
times relative to this edge be maintained.
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Two modes of operation are allowed in a write

cycle, as shown in Figure 10. In the first mode, the

" write cycle is controlled by WE, while in the other
cycle, the cycle is controlled by CS. In a WE
controlled cycle, CS is held active while addresses
change and the WE signal is pulsed to establish

“memory cycles. In the CS controlled cycle, WE is
maintained active while addresses again change
and CS changes state to define cycle length. This
flexible operation eases the use and makes the
2147H applicable to a wide variety of system
designs.

WAVEFORMS
WRITE CYCLE #1 (WE CONTROLLED)

ADDRESS,
INPUT

CHIP SELECT

DATA
‘OUTPUT

SUPPLY CURRENT
(100 mA/cm)

Figure 9. 2147H Access and Power Photo

‘
ADDRESS >(

v ADDRESS

WRITE CYCLE #2 (CS CONTROLLED)
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twe -
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f—————— — — — tew
S ; ) 4 / / 4
TANK , 1177/
t .
AW e MR .
e -
e X £
} tow — ton
1 DATA IN * DATA IN VALID
DATA OUT DATA UNDEFINED ), HIGH IMPEDANCE
twe
) AS | L tew \
cs -* . J‘
’ b [*— Wwr—

3

X

AN

fy///////‘

ow

ton

DATA IN . ‘i

+« DATA IN VALID

-

DATA OUT DATA UNDEFINED

‘—MT

HIGH IMPEDANCE

/|

Note: 1. If @ goes high simultaneously with WE high, the output remains in a high impedance state.

Figure 10. Write Cycle Modes of Operation_
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EFFECT OF POWER DOWN AT
THE SYSTEM LEVEL »
Power consumed by a memory system is the
product of the number of devices, the voltage
applied, and the average current:
Equation 1

P =NVIav

" P =Power )
N = Number of devices
- "V = Voltage applied
' Iave = Average current/device

where:

active or being accessed. For a system with power
down, the average current of a device in the
system is the sum of total active current and the
total standby current divided by the number of
devices in the system. For an X1 memory such as
the 2147H, the number of active devices in most
systems will be equal to the number of bits/word, .
m. Therefore, the number of devices in standby is
the difference between N and M. IAVE is expressed
mathematically: ’

" Equation 2
Iave= mlacr + (N-m) Iss
N
where: m = Number of active devices

Without power down, the average current is k

approximately the operating current. System
power increases linearily with the number. of
devices. With power down, power consumption
increases in proportion to the standby current
with increasing number of memory devices.
Curves in Figure 11 illustrate the difference which

results from the majority of devices being in -

standby with a very small portion of the devices

EFFECT OF POWER DOWN
AT THE SYSTEM LEVEL

SYSTEM POWER

. WITH POWER DOWN

MEMORY SIZE
Figure 11. Effect of Power Down at the System

lee -

°

100% DUTY CYCLE

50% DUTY CYCLE

NORMALIZED AVERAGE CURRENT

25% DUTY CYCLE

1 L
18K 84k

MEMORY SIZE

Figure 12. Average Current as a Function of Memory Size

Iacr = Active current
Ise = Standby current

The graph of Figure 12 shows the relation between
average device current and memory size for
automatic power down. For large memories the

~ average device current approaches the standby

3-6

current. Total system power usage, P, is calculated
by substituting Equation 2 into Equation 1.

P = V[mlacr + (N-m) Iss]
Comparison of power consumption of a system
with and without power down illustrates the
power savings. Assume a 64K by 18-bit memory
constructed with 4KX1 devices. Active current of
one device is 180mA and standby current is 30mA.
Duty cycle is assumed to be 100% and voltageis 5
volts. The number of devices in the system is:

N = 64K words x 18 bits/word
4K bit/device

N = 288 devices
WITHOUT POWER DOWN:

Prep = 288 devices x 5 volts x 180 mA/device
Puep = 259.2 watts

WITH POWER DOWN:
With power down only 18 devicés are active — 18
bits/word — and 270 are in standby.

Pwep = 5 volts [18 devices (180mA/device) +

270 devices (30 mA/device)]
Pwep = 56.7 watts

The system with power down devices uses only
22% of the power required by a non-powerdown
memory system.
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POWER-ON

When power is applied, two events occur that must
be considered: substrate bias start up and TTL
instability. Without the bias generator function-
ing (Vcc less than 1.0 volts), the depletion mode
transistors within the device draw larger than
" normal current flow. When the bias generator
begins operation (Vcc greater than 1.0 volts), the
threshold of these transistors is shifted, decreas-
ing the current flow. The effect on the device
power-on current is shown in Figure 13.

For Vcc.values greater than 1.0 v., total device
" current is a function of both the substrate bias
start-up characteristic and TTL stability. During
power-on, the TTL circuits are attempting to
operate- under conditions which violate their
specifications; consequently the CS signals can be
indeterminent. One or several may be low,
activating one or more banks of memory. The
combined effects of this and the substrate bias
start-up characteristic can exceed the power
supply rating. The V-I characteristic of a power
supply with fold back reduces the supply voltage
in this situation, inhibiting circuit operation. In
addition, the TTL drivers may not_be able to
supply the current to keep the CS signals
deactivated.

One of several design techniques available to
eliminate. the power-on problem is power supply
sequencing. Memory supply voltage and TTL
supply voltage are separated, allowing the TTL
supply to be activated first. When all the CS
signals have stabilized at 2.0V or greater, the
memory supply is activated. In this mode the

ARRAY CHARACTERISTICS

When two or more RAMs are combined, an array
is formed. Arrays and their characteristics are
controlled by the printed circuit card which is the
next most important component after the memory
device itself. In addition to physically locating the
RAMs, the p.c. board must route power and
signals to and from the RAMs.

GRIDDING

A power distribution netwotk must pr0v1de
‘required voltage, which from the 2147H data sheet

" is 5.0 volts +10% to all the RAMs. A printed circuit

memory _power-on current follows the curve '

marked CS = Vcc in Figure 13.

If power sequencing is not practical, an equally
effective method is to connect the CS signal to Vcc
through a 1KQ resistor. Although this does not

. guarantee a 2.0V CS input; emperical studies
indicate that the effect is the same.

T

Icc AND Isp (mA)

N\ TE=vec-1v
) T8 = vee

Ve (VOLTS)
Flgure 13. 2147H Power Up Characteristic
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trace, being an extremely low DC resistance,.
should easily route +5v DC to all devices. But as
the RAMs are operating, micro circuits within the-
RAMs are switching micro currents on and off,
creating high frequency current transients on the
distribution network. Because the transients are
h1gh frequency, the network no longer appears as
“pure” low resistance element but as a trans-
mission line. The RAMs and the lumped equiv-
alent circuits of the transmission line are drawnin
Figure 14. Each RAM is, separated by a small
section of transmission line both on the +voltage
and the —voltage. Associated with the trans-
mission lines is a voltage attenuation factor. In
terms of AC circuits, the voltage across the
inductor is the change in current — switching
transient — multiplied by the inductance.

VOLTAGE
bl ¢ U\_I-_, —s e
ﬁRAM ﬁﬂAM
—VOLTAGE u

T

1

Figure 14. Equivalent Circuit for Distribution

RAM
N

B

Assuming all RAMs act similarly, the first
inductor will see N current transients and the
inductor at RAM B sees N-1 tranSIents The total
differential is:

N

AV = nLdln \
2_1 at

That voltage tolerance of +10% could easily be
exceeded with excursions of %1 volt not uncommon.
Measures must be taken to prevent this. The
characteristic impedance of a transmission line is
shown in Figure 15A.
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Connecting two transmission lines in parallel will -
halve the characteristic impedance. The result is
shown in Figure 15B.

A 2 Lo INDUCTANCE/UNIT LENGTH

— T e
Zo Lo~
. co '

-

CAPACITANCE/UNIT LENGTH

Figure 15. Transmission Line Characteristic Impedance

Paralleling N traces will reduce the impedance to
Zo/N. Extrapolation of this concept to its limit
will result in an infinite number of parallel traces
such that they are physically touching, forming
an extremely wide, low impedance trace, called a
plane. Distribution of power (+ voltage) and
ground (- voltage) via separate planes provides the
best distribution.

P.C. boards with planes are manufactured as
multi-layer boards sandwiching the power and
ground planes internally. Characteristics of a
multilayer board can. be cost effectively
approximated by gridding the power and ground
distribution. Gridding surrounds each device with
a ring of power and ground distribution forming
many parallel paths with a corresponding
reduction of impedance. Gridding is easily
accomplished by placing horizontal traces of
power (and ground) on one side of the pcboard and
vertical traces on the other, connected by plated
through holes to form a grid.

Viewed from the top of the p.c. board, the gridding
as in Figure 16 surrounds each device. Pseudo-
gridding techniques such as serpentine or
interdigitated distribution, as in Figure 17, arenot
effective because there are no parallel paths to
minimize the impedance.

. DECOUPLING

One final aspect of power/ground distribution
must be considered - decoupling.

Decoupling provides localized charge to minimize
instantaneous voltage changes on the power grid
due to current changes. These transient current
changes are local and high frequency as devices
are selected and deselected. Adequate decoupling
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T

INTERDIGITATED

000

SERPENTINE

Figure 17. Pseudo-Gfidding Techniques’
.

for the 2147H is accomplished by placing a 0.1 uf
ceramic capacitor at every other device as shown
in Figure 18. Bulk decoupling is included on the
board to filter low frequency noise in the system
power distribution. One tantalum capacitor of 22
to 47 uf per 16 devices provides sufficient energy
storage. By distributing these capacitors around
the board several small currents exist rather than
one large current flowing everywhere. Smaller
voltage differentials - voltage is proportional to
current - are experienced and the voltage remains
in the specified operating range. Figure 19
demonstrates the difference with and without
gridding.

TERMINATION

Similar reasoning is applied to the a.c. signals:
address, control, and data. While they are not
gridded or decoupled, they must be kept short and
terminated. Similar to the power trace, the sigrial
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Figure 18. Decoupling
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Figure 19. Vcc Noise With & Without Gridding
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trace will have transmission line characteristics.
A simplified circuit is shown in Figure 20.

% r%’g_
— A —'-—} :
. C_ = LOAD CAPACITANCE

Co== T €L Cerr=C(+Co

R W
‘Figure 20. Signal Equivalent Circuit

MOS RAM input ‘is essentially capacitive.
Simplifying the capacitance and ‘writing the
differential equation.

9= Ldi +lfidt
dt C

The solution of this equation is:
i=KeTit4K e T2t

where: )
r;=R +4 R_1
2L 412 LC |
r,=R - R2
oL 412 LC

K, = constant:
K, = constant

CASE FACTOR GRAPH

UNDERSHOOT

. =
" R L
aL? Lc
OVERSHOOT . : /
U ot

w a2 L
a? Lc

CRITICALLY DAMPED

Figure 21. Three Cases of Equation Solution

Dependent on the values of R, L and C, .there are
three cases shown in Figure 21. In case ], rise and
fall times are excessively long. In case III, the
current smoothly and clearly changes, while in
case II, the current overshoots and.rings. If
ringing is severe enough, the voltage can cross the
threshold voltage of the device as in Figure 22.

Von \

B At

e

Y

Figure 22. Access Push-Out Due to Ringing

Effective access is stretched out until the wave
form settles. System access is the settling time
(At) plus the specified device access. CaseIll is the
ideal case but in reality a compromise between
case I and case Il is used because parameters vary
in a production environment. Enough series
resistance is inserted to prevent ringing but not
enough to significantly slow down the access. A
series resistance of 33() provides this compromise.
The exact value is determined emperically but
330 is a good first approximation. .

SERIES TERMINATION/
PARALLEL TERMINATION

Array _j

SERIES TERMINATION

Array

PARALLEL TERMINATION . =

Figure 23. Series and Parallel Termination

Series termination usés oneresistor and consumes
little power. Current through the resistor creates a
voltage differential shifting the levels of input
voltage to the devices slightly. This shift is usually
insignificant because the 2147H has an extremely
high input impedance.

Termination could also be accomplished by a
parallel termination as shown in Figure 23.

310 -
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Parallel termination has the advantage of faster
rise and fall times but the disadvantage of higher
power consumption and increased board space
usage.

SYSTEM DELAYS -

RAMs are connected to the system through an
interface, comprised of address, data and control
signals. Inherent in-the interface is propagation
delay. Added to the RAM access time, propagation
delay lengthens system access time and hence sys-
tem cycle time. Expressed as an equation:

tsa = tda + tpd
tsa = system access time

te = device access time
ted = propagation delay

Device access is a fixed vallue, guaranteed by the
data sheet. System efficiency then, is a function of
system access and can be expressed as:

Eff = tda/tsa
where: Eff = System Efficiency

where:

This can be reduced by substitution for tsa to:
Eff = 1/(1 + tpd/tda)

System efficiency is maximized when
propagation delay is minimized. With sub 100 ns
access RAMs, efficiency can be reduced to 40-60%
because delay through the signal paths is
significant when compared to RAM access. Three

TTL GATES ™

T D
RN\ S
[T

508, $11 \X \\ :D—

Figure 24B. Skew

factors contribute to the delay: logic delay, -

capacitive loading, and transit time.
LOGIC DELAY

The delay through a logic element is the time
required for the output to switch with respect to the
input. Actual delay times vary. Maximum TTL
delays are specified in catalogs, while minimum
delays are calculated as one-half of the typical

specification. As an example, a gate with a typical

delay of 6 ns has’a minimum delay of 3 ns.

A signal propagating through two logically iden-
tical paths but constructed from different inte-
grated circuits will have two different propagation
times. For example, in Figure 24A one path has
minimum delays while the other has maximum
delays. Path A-B has a delay of 3.5 ns while A-B!
has a delay of 11 ns. The time difference between

these two signals is skew, which will be important -

" later in the system design. Figure 24B shows skew
values for several TTL devices.

CAPACITIVE LOADING

Delay time is also affected by the capacitive load
on the device. Typical delay as.a function of capa-
citive load is shown in Figure 25. TTL data sheets
specify the delay for a particular capacitive load
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DELAY TIME (ns)
o
T

o ! ! 1 |
10 20 . 50 100 150

'

CAPACITIVE LOADING (pF)
TIME DELAY OF A TYPICAL SCHOTTKY TTL GATE

Figure 25. Capacitive Loading '

(typically 15pF or 50 pF). Loads greater than spe-

cified will slow the device; similarly, loads less
than specified will speed up the device.
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A value of 0.05 ns/ft is a linear approximation of
the function in Figure 25 and is used in the calcula-
tions. Loading effect is calculated by subtracting -
the actual load from the specified load. This differ-
ence is multiplied by 0.05 ns/pF and the result
algebraically subtracted from the specified delay.
As an example, adevicehas a4 nsdelay driving 50
pF, but the actual load is 25 pF. Then,

50 pF specified
-25 pF actual

25 pF difference
25 pF x 0.05 ns/pF = 1.25 ns

4 ns specified
-1.25ns difference

2.75 ns actual delay

- A device specified at 4 ns while driving 50 pF will
have a delay of only 2.75 ns when driving 25 pF.
Conversely, the same device driving 75 pF would
have a propagation time of 5.25 ns.

TRANSIT TIME

Signal transit time, the time required for the sig-
nal to travel down the P.C. trace, must also be con-
sidered. As was shown in Figure 19, these traces
are transmission lines. Classical transmission
line theory can be used to calculate the delay:

t,= JLC
t, = Travel Time
L = Inductance/unit length of trace
C = Capacitance/unit length of trace

where:

The capacitance term in the equation is modified
to include the sum of the trace capacitance and the
device capacitance. This equation approximates
in the worst case direction; a signal will never

“see” all the load capacitance simultaneously, itis

.distributed along the trace at the devices.

Substituting into the equation:

tp! = VIAC + CL)

where: tp! = Modified delay
CL = Load capacitance

Algebraically:

tpl = VLCQ + CL/C)
tp = VLC V1+CL/C
tpt =tp V1+ CL/C"

Emperically, tp is 1.8 ns/ft for G-10 epoxy and Cis
1.5 pF/in. For a 5-in. trace and a 40,pF load, the
delay is calculated to be 4.5 ns. Bécause this is
worst case, an approximated 2 ns/ft can be used.
In the following sections, however, the equation
will be used. Total delay is the summation of all
the delays. Adding the device access, TTL delays
and the trace delays result in the system access.

BOARD LAYOUT

The preceding section discussed the effects of
trace length and capacitive loading. Proper board
layout minimizes these effects.

and

As shown in Figure 26, address and control lines
are split into a right- and left-hand configuration
with these signals driving horizontally. This
configuration minimizes propagation delay.
Splitting the data lines is not necessary, as the
data loads are not as great nor are their traces as
long as address and control lines. Control and
timing fills the remaining space.

‘Twaq benefits are derived from this layout. First,

LEFT
MEMORY
ARRAY

LEFT

DRIVERS

RIGHT
MEMORY
ARRAY

CONTROL

&
TIMING

ATA
BUFFER

CARD EDGE CONNECTOR

" Figure 26. Board Layout

312
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30 ns

80 ns

ADDR X

START CYCLE ]

(REQ) | ____'_I
M X X
DATA OUT

X X

Figure 27. System Timing

MEMREQ WR

ADDRESS
BUS

CRITICAL PATH

TING CONTROL
2 ADDRESS 16| [Toata |,
DRIVER LATCH
ADDRESS : 16K x 16
LATCH ﬁ"z 77| memory array
5 BOARD 16 DATA 16
7> |sELECT —*>| surFen
,

DATA
BUS

Figure 28. System Block Diagram

" the address and control lines are perpendicular to ‘

the data lines which minimizes crosstalk. Second,
troubleshooting is simplified. A failing row of
devices indicates a defective address or control
driver; whereas a failing column indicates a faulty
data driver. .

SYSTEM DESIGN

Using previously discussed rules and guidelines,
the design of a typical high speed memory will be
reviewed to illustrate these techniques.
Configuration of the system is a series of identical
memory cards containing 16K words of 16 bits.
Timing and control logic is contained on each
board. System timing requires an 80 ns cycle as
shown in Figure 27. Cycle operation begins when
data and control signals arrive at the board. In
this design, addresses are shifted 30 ns to be valid
before the start of the cycle so that address, data,
and control arrive at the memory device at the
same time for maximum performance. Data and

control signals are coincident with the start of the
cycle. Access is not yet specified . because it is
affected by device access and the unknown
propagation delay. Access will be determined in
the design.

Figure 28 illustrates the elements of the system in
block diagram form. Addresses are buffered and
latched at the input to the printed circuit card.
Once through the latch, the addresses split to
perform_three functions: board selection, chip
select (CS) generation, and RAM addressing.
Highest order addresses decode the board select,
which enables all of the board logic including CS.

Next higher order addresses decode CS, while the
lowest order addresses select the individual RAM
cell. Data enters the board from the bidirectional
bus through a buffer/latch, while output data
returns to the bidirectional bus via buffers. Only
two control signals — cycle request (MEMREQ)
and write (WR) control the activity on the board.

Figure 29 illustrates the levels of the delay in the

3-13
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CRITICAL PATH.

BOARD

ADDRESS
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CHIP

. SELECT
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DATA -
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Figure 29. Worst Case Delay Path

system. Data and control have only one level. But
examine the address path, it has three levels.
Addresses are decoded to activate the logic on the
board, select the row of RAM to be accessed and
finally locate the specific memory cell. CSisinthis
address path and is crucial for access; w1thou_t it
RAM access cannot begin. But this path has the
most levels of decoding with associated
propagation delays. Consequently, the address
path to CS is the critical path and has the greatest
effect on system delay and hence must be
minimized.

Examination of the system begins with the CS
portion of the cnt1ca1 path, followed by addresses,
data path, and ﬁnally timing and control.

CRITICAL E’ATH

Analysis of the critical path begins with the
address latch. The first decision to be made is to
the latch type. Latches can be divided into two
types: clocked and flow-through. Clocked latches
capture the data on the leading or trailing edge of
the clock. Associated with the clock is data set-up
or hold-time that must be included in the delay
time. Accuracy of the clock affects the transit time
of the signal because any skew in the clock adds to
the delay time. As an example, a typlcal 748173
latch has a data set-up time of 5 ns and a
maximum propagation delay time from the clock
of 17 ns. Total delay tlme is 22 ns, excluding any

~ clock skew.

Flow-through latches have an enable rather than
clqck. The enable opens the address window and

allows addresses to pass independent of any clock.

Delay time is measured from the 81gnal rather
than a clock. The Intel® 3404 is a high speed, 6-bit
latch operating in a flow-through mode with 12 nis
delay. This is acceptable but-a faster latch can be
fashioned using a 2-to-1 line multiplexer, either a
745157 or a 74S158. The slower of the two is the

© 748157 with 7.5 ns delay. Although the 745158 is

faster with 6 ns delay, it requires an extrainverter
in the feedback path as shown in Figure 30. Be-

tween the 745157 and the 74S158 latches, the trade

off is speed against board space and power. Indi-
vidual desighers will choose to optimize their
designs.

.- 74504

INPUT

Ya OF 745158

MIN . MAX
tpp INPUT-OUTPUT  2ns  6ns
tpp LATCH-OUTPUT 4ns’ 12ns

Figure 30. Fast Latch
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In either case, care must be exercised in
constructing the latch. Output data must be fed
back totheinput having the shortest internal path
— the A input. If the latch is constructed with the
output strapped to the B input, the input could be
deselected and the feedback loop not yet selected
because of the delay through the internal inverter.
In this situation data-would be lost. Additional
delay through the external inverter (74S04) aids in
preventing data loss. Inverting addresses has no
system effect — except that it's faster than the
non-inverting latch. During a write cycle, data
will be stored at the compliment of the system
address. When this data is to be retrieved, the
same address will be comphmented fetchmg the
correct word

The remaining elements in the cntlcal path to be
demgned are board selection and CS decoding. To
minimize the CS, decode path, the easiest method
is to work backwards from CS. In this manner in-
put s1gnals to a stage are determined and the
output from the preceding stage is defined. This
saves inserting an inverter at the cost of 5 ns to .
generate the proper input to a stage.

Starting with the CS driver, the design analyzes
several approaches to select the fastest one. With
four rows of devices, there are four CS signals to be
generated. A 2-to-4 line decoder likethe 74S138is a
possible solution. It is compact, but has two
detriments: long propagation delay and
insufficient drive capability. Propagation delay
from enable is 11 ns. Enable is driven by board
selection which arrives later than the binary
inputs. Splitting the RAMs into two 4x8 arrays
eases the drive requirement but the demultiplexer
must still drive eight devices at 5 pF each — or 40
pF total — which adds 1.75 ns to the delay. More
importantly, signal drive is required to switch
cleanly and maintain levels in spite of crosstalk
and reflections. A 745240 buffer will solve thisbut
in the process consumes an additional 9 ns.

A second and preferred approach is to use a dis-
crete decoder to decode and drive the CS signals.

Four input NAND buffers — 74540 — fulfill this
function. Addresses A;; ‘and A;3 are inverted via
74S04, providing true and compliment signals to
the buffer for decoding. As shown in Figure 31, the
delayis11.5ns. Propagatlon delay for the 74S40is
specified into a 50 pF load, eliminating the
additional loading delay. Left and right drivers —
CSXL and CSXR — are in the same package to
minimize skew between left and right bytes of
data. All of ‘the decoders are enabled by Board
Select to prevent rows of devices on several boards
from being simultaneously active. Board Select is

-
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a switch setting shifts the 16K range of the board.

a true mput deﬁmng the output from the Board
Select decoder.

In -the Board Select decoder, the high order ad-
resses are matched to hard-wired logic levels
generated with switches for flexibility. Changing

Comparison of the switch setting and the address
can be accomplished with an exclusive-OR, a
74S86. NANDing all the exclusive-OR outputs will
generate a Board Select signal. Unfortunately,
this signal is active-low, requiring an additional
inverter as in Figure 32A, and it also consumes
225 ns to decode. An MSI solution to board
selection is a 4-bit comparator — 74S85 — which

+Vce

MAX PROP DELAY = 11.5 ns l
S
3
{ -
€S3R
{ o
=D
Az __l_D. Do—Wv— CSOR,
- { »—w—ocsa-
Atg _J-_D o
oSzt
) S04 -
TSIl
BRD . .| CSoL

SEL
S40

Figure 31. CS Decode

vll—/

804 BRD
SEL

s30
AN-1

'ses -
l MIN PROP DELAY 35+225+1.5=7.25ns
= MAXPROPDELAY 10.6+ 7 + 5 =225ns
Figure 32A.

AN

-

'$260
MIN PROP DELAY =15 + 2 = 35ns
MAX PROP DELAY = 5+ 6 = 11ns SKEW 7.5 ns

Figure 32B. Board Select
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consumes less board area and propagation delay
is improved at 16.5 ns.

_ The best solution is attained by invertingthe high
order addresses to generate true and compliment
signals. the appropriate signal is connected into a

745260, 5-input NOR. With an active-high output,

maximum delay is 11 ns as in Figure 32B.

- Critical path timing is the sum of the latch, Board
Select, and CS delay times. In this example, latch
delay is 6 ns, Board Selectis 11 ns and CS decode is
11.5 ns for a total of 28.5 ns. One additional delay
— trace delay — must be included for a complete
solution. Each 74S40 drives eight MOS inputs
having 5 pF/device for a load of 40 pF. Trace
capacitance is calculated on 5 in. of trace. At 1.5
pF/in., trace capacitance is 7.5 pF. Trace delay
calculated fron} equation 3 is 1.9 ns.

tp! =18 ns x 5in.

ft 12in/ft  ;, 40PF
tpl=19 ns : .15 pF

Total worst case maximum critical path delay has
been calculated to be 30.4 ns (28.5 ns + 1.9 ns). With
the addresses shifted in time by an amount equal
to the worst case delay, device and system cycle
start are coincident. Start of system access and
. device access differ only 0.4 ns when the addresses
are shifted 30 ns. From the system cycle start,

access is stretched by 0.4 ns as shown in Figure 33. -

Thus, with a 35 ns 2147H-1, data is valid at the

output of the device 35.4 ns after the start of the

cycle.

Y

& j\
. —> 109ns R

l——————— 30. 4ns—-)- .

L |

[<€——— 30ns ~—;-——>’

Figure 33. CS Decode Time

MEMREQ

The minimum delay also must be calculated. With

addresses valid prior to the start of the cycle, CS

decoding can start in the previous cycle. If it
occurs too soon, the previous cycle will not be
properly completed. Minimum delay time is the
sum of the minimum propagation delays plus
capacitive loading delay plus trace delay.
Capacitive loading delay is less than 0.4 ns and
ignored. Minimum delay through the TTL is 9 ns,
and added to trace delay results in a total of 10.9
ns. .

From address change, the maximum delay in the
critical path is 30.4 ns while the minimum is 10.9

‘ns. The difference between these two times is skew

and will be important in later calculations.
ADDRESSES

Lower order addresses (Ac-A11) arrive at the de-
vices earlier than CS because they are not
decoded. Consequently, the address drivers donot -
have a critical speed requirement. Once through
the 6 ns latch, addresses have24 ns to arriveatthe
devices. v

While speed is not the primary prerequisite, drive _
capability is. Address drivers are located in the
center of the board, dividing the array into two sec-
tions of 32 devices each. For the moment, assume
one driver drives 32 devices as in Figure 34A. Each
deviceis rated at 5 pF/input, resulting in a load of
160 pF. In addition, there are four 5-in. traces —
one for each row. twenty inches of trace equates to
30 pF. Total capacitivé load is 190 pF. A 74504 is

'specified at 5 ns delay into 15 pF. The.increased

capacitive load is 175 pF, which at 0.05 ns/pF in-
creases the delay by 8.75 ns. Under these condi-
tions the worst cast driver relay is 5 ns plus 8.75 ns,
totalling 13.75 ns. Itis 10 ns earlier than the 24'ns

_ available.

M CO_T_ _‘]_CL‘
‘T 1
. "’6‘ coi 1.
[ R :T]: _l:L
P11
I I+
1 1.
T I™

N Figure 34A. Address Driver -

‘The first impression is that this is sufficient, but
the effect of crosstalk must be considered. For
example, as shown in Figure 35, each trace has

“ inductance, and parallel traces take on the
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characteristics of transformers. When a signal
switches from a one level to a zero level, its driver

ICo 'LCL

. — —

I~ I

m Lo, Lo,

, ’ . I 1
—

I~ I~

Figure 34B. Address Drivers -

Lo

Figure 35. Cross Talk

can sink 20 mA, inducing a transient in an
adjacent trace. If the adjacent signal is switching
to a one level, only 400 uA of a source current from
the driver is available. The induced current will
generate a negative spike, driving the signal at a
one leval negative. Additional time of 10 to 15 nsis
required to recover and re-establish a stable one
level. This may prevent stable address at the start

" of the cycle. Recall:

.~ dv _~ dv
i=C at ordt=C T
where: i= instantaneous current
C = capacitance

d
-(-i-z- = voltage time rate of change

The term dv/dt can be maximized by increasing i
or decreasing C. Current can be doubled by using a
driver like a 74S240, but it draws 150mA supply
current. In a large system the increased power is a
disadvantage because it requires a larger power
supply and additional cooling.

A Dbetter alternative is to reduce the capacitance,
which results in a corresponding increasein dv/dt
for quick recovery. Splitting theloads to 16 devices
reduces the capacitance and allows a low power
driver, like a 74504, to be used, as in Figure 34B.
This has the double effect of decreased propaga-

tion delay and providing sharp rise and fall times.

ADDRESS X
sLow Cs — —
 FASTCS - ~\ -
FAST ADDR X
WE
ﬂ\ l/—
Figure 36A.
stow &5 T\ \ J/
© \ FAST 8 ) \
ADDR X )
WE “\ /

Figure 36B. Race Condition Between Address and WE
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Now, there are only 10in. of trace or 15 pF load and
16 devices, representing 80 pF for a total of 95 pF.
Again, the S04 delay is 5 ns into 15 pF, but the
stretched delay due to 80 pF is.only 4.0 ns for a
total of 9.0 ns. Stable addresses are guaranteed at
the start of the cycle.

DATA PATH

Next in line for analysis is the data path.
Reference to the system block diagram shows that

the data is latched into the board on a write cycle.

and buffered out during a read cycle. Data latches
are constructed from 74S158 quad two-input
multiplexers.
bidirectional, 745240 three-state drivers are used
for output buffers.

All that remains to complete the board access com- -

putation is the calculation of the output propaga-
tion delay. Output delay of the active RAM is
caused by the capacitance loading of its own out-
put plas the three idle RAMs, the input
capacitance of the 74S240 bus driver and trace
capacitance. Output capacitance of the 2147Hs is
6 pF/device for a subtotal of 24 pF; input
capacitance of the 745240 is 3 pF and trace
capacitance of a 5-in. trace is 7.5 pF. total load

Because the data bus is-
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capacitance is 84.5 pF, and access time of the-

2147H is specified driving a 30 pF load. Calculated
loading is close enough to the specified loading to
eliminate any significant effect on the access
calculations. Had there been a difference, the
effect would have been included in the calculation.
As previously calculated, transit time of the trace
is 1.6 ns. Adding this to the 7 nS'delay through the
745240 bus driver results in an 8.6 ns output
propagation deIay from the RAM output to the
bus.
Total access is 35 4 ns plus 8.6 ns output delay for a
total access of 44 ns. The efficiency of this system
is: 35 .

Eff = Eor 80%

TIMING AND CONTROL

Timing and control gating regulates actii'ity on
the board to guarantee operation in an orderly
fashion. This gating latches addresses, controls

the write pulse width and enables the three-state.

bus drivers. In addition, accurately generated
timing compensates for skew effects.

In ant1c1patlon of the next cycle, the latch must be
opened for the new address. When the current
cycle has completed 50 ns, the latches are again
opened. The next cycle might not begin 30 ns after
the latch is opened because the system may skip
one or more memory cycles. Therefore, a signal
from the next active cycle must close the latch. In
operation, a buffered Memory Request 51gnal
latches the addresses.

The write pulse is controlled to guarantee set—up
and hold times for data and address and to
prevent an overlap of CS and write enable from
different cycles. To understand the consequences,
consider the following examnle. ; ‘

Assume two memory banks, one has a minimum
CS and the other has a maximum delay path in
CS, and both have a minimum address delay.
Assume that WE is a level generated from a write
command as shown in Figure 36A. The.operation
under examination is a write cycle into the bank

with fast CS followed by a read cycleintothebank.

with slow CS. , ‘

Both the write cycle and theread cycle have device
specification violations. In the write cycle, the ad-
dresses change prior to CS and WE becoming

Figure 36B showe the proper operation controlled
with timing.
Finally, the data output buffers, controlled by.

‘timing signals, are enabled only during a read

cycle while the board is selected preventing bus
contention with two or more boards in the system.
More importantly, timing disablés the output
prior to the start of the next cycle, allowing input
data to be stabilized on the bidirectional data bus
in preparation for a write cycle.

TIMING GENERATION

Having discussed the philosophy of timing and
control, we can now focus on the specifics of
address latching, write pulse ‘generation and
output-enable timing. To perform these functions
timing can be generated from one of three sources:
clock and shift register, monostable
multivibrator, or delay line.

CLOCKED SHIFT REGISTER

‘A clocked shift register circuit is shown in Figure

37 consisting of a D-type flip flop and an 8 blt shift
register. .

L >
MEMREQ -

LATENCY

Flgure 37. D th-Flop and Shift Register

On the leading edge of MEMRERQ), the Q output of
the D flip flop is clocked to a one state, enabling a
“one” to be propagated through the shift register.
The one is clocked into the first stage of the shift

" register on the first clock edge after the A and B

inactive; that new address location may be written .

into. In the read cycle, the address change_is

correct but WE is still active and the fast CS "

begms too soon, performing a non-existent write
cycle. Clearly, controlhng the width of WE w111
solve the problems.

inputs are “ones”. After the clock, the output Qa
goes true which subsequently clears the D flip flop,
clocking zeros'into the register to creabe a pulse
one clock pemod wide.

The accuracy and repeatability depends primarily
on the accuracy and stability of the clock. Crystal
clocks can be built with +0.005% tolerance and less
than a 1% variation due to temperature.

An inherent difficulty is the synchronization of
Memory Request and the clock. At times there will
be a latency of one clock cycle between Memory
Request and the actual start of the cycle when
Memory Request becomes active just after the
clock edge. Assuming an 80 ns cycle and 20 ns
clock, the latency can be 20 ns or 25% of a cycle
stretching both access and cycle accordingly. A
second difficulty of this circuit is caused by the
asynchronous nature of the clock and the Memory
Request. The request bécomes active just prior to

318
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“the clock and the set-up time of the latch is
violated, the output QA “hangs” in a quasi-digital
state and could double or produce an invalid pulse
width; this and the latency hinder effective use in
high speed design.

MONOSTABLE MULTIVIBRATOR

The second possible timing generator is a series of
monostable multivibrators, using a device such as
the AMD Am  26S02 multivibrator. It has a
maximum delay from input to output of 20 ns and
an approximate minimum of 6 ns. However, with a
delay of 20 ns, the monostable multivibrator offers
no advantage over the clocked generator. Having
a minimum pulse width of 28 ns, the one-shot
offers no improvement over the 50 MHz clock, but
in fact the performance is worse because it is more
temperature and voltage sensitive. The pulse
width is dependent on the RC network composed
of resistors and capacitors that are temperature
sensitive. Consequently,
something to be desired.

DELAY LINE

The third and best choice is a delay line. This
design uses STTLDM-406 delay lines from EC2
with tapped outputs at 5 ns increments. In

operation, Memory Request activates an R-S flip -

flop fabricated from cross coupled NAND gates.

The output of this circuit starts the memory cycle.
Consequently, the cycle starts 5 ns after Memory
Request compared to 20 ns for the other two timing

repeatability leaves.

generators. The leading edge travels down the
delay lines. When the edge reaches the 25 ns tap,
the outputisinverted and fed back to the Rinput of
the R-S flip flop, shaping the pulse to width to 25
ns. Twenty-five nanoseconds was chosen to match
as close as possible the write pulse width. A 25 ns
pulse limits the Memory Request signal width to
less than 25 ns to insure proper operation.
Otherwise, the R-S flip flop will not clear until
Memory Request returns to a one level. As the
pulse travels down the delay lines, it acquires

‘additional skew of £1 ns per delay line package for

a total of 6 ns overall. Figure 38 shows several
timing pulses and the uncertainty of each edge cal-
culated by worst case timing analysis. The
remaining problem is selection of timing edges to
operate the device. Now that the timing chain is
completely defined, specific details of the address
latch, write 'pulse and output enable can be
completed.

ADDRESS LATCH TIMING

An R-S flip flop activated by MEMREQ latches
the addresses. A second signal which we will now
calculate is used to open the latch. This signal has
two boundaries. If the latch opens too late, the
access of the cycle will be extended; if it opens too
soon, the current cycle will be aborted. Skew
through the R-S flip flop is 1.75 ns to 5.5 ns and
skew in the latch from enable to outputis 4 nsto 12
ns for a total skew of 6 to 17.5 ns. With this skew
added to the 30 ns address set-up time, the latch
opening signal must be valid at 36 ns best case or

TTu Tin. Tso Tlo L Ti“ . ’lzo .- T|:n 74lo YTn Teo Tro Tso T |
| . .
I ADDRESS N
wewmes L— : .
ek [T T | :
TAP 10 I I l I
TAP 25 T T 1
TAP 30 — ————
TAP 35 | — I 1
TAP40 [ T C 1
TAP 45 [ | ! i
TAP 50 | I [ 1
TAP 55 [ T I - 1
\ TAP 60 [ T »
' TAP 65 [ T 1
TAP 70 [ T T . |
i — Tap7s L 1 I |

Figure 38. Timing Chain
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- 47.5 ns worst case prior to the start of the memory
cycle. Each cycle is 80 ns long, therefore, the latch
opening signal must begin 44 ns or 32.5 ns,
respectively, in .the preceding cycle. From the
delay line timing diagram, T35 will satisfy the
worst case requirements for opening the latch and
. T 25 best case. In production, each board is tuned
by selecting T25, T30, or T35 to open the latch,
guaranteeing it opens between 35 and 30 ns prior
to the start of the cycle.

WRITE PULSE TIMING

The next timing to be calculated is the write pulse.
Figure 39 shows the three parameters which
define the write pulse timing: data set-up time,
write pulse width and write recovery time. Data
set-up is assured by having data valid through
the entire cycle.

ADDRESS

T\ YA
DATA)
tpg————>
—>

Figure 39. WE Constraints

to 8 ns. Subtracting 8 ns from 50 ns sets the
termination of the write timing edge at 42 ns.

Using the inversion of T25 will end the write pulse .

at 43 ns with 7 ns to spare.

Data set-up time is guaranteed becaﬁse data is
valid 6 ns (the worst case delay through the latch)
after the start of MEMREQ.

OUTPUT ENABLE TIMING

There is a 5.5 ns delay through the address driver
providing minimum device cycle of 50 ns. As a
result the earliest data can disappear from the bus
is at 54 ns because of delay through the output cir-
cuit. To select the timing tap for the output enable,
the skew of the enable circuit is'subtracted from
the system access time.

Subtracting the 28 ns skew of the buffer enable cir-
cuit from the 44 ns access time of the system shows
that the latest the timing edge can occur is 16 ns,

.which is satisfied by edge T10. The trailing edge,

Placement of WE in the cycle is controlled by
address change to comply with twgr. From
previous calculations the earliest addresses can
change is 50 ns, which defines the end of the WE
signal. Our calculations begin at the device and

however, ends at 37 ns and with minimum propa-
gation delays the bus would become three-stated
at 44 ns, coincident with data becoming valid.
ORing T20 with T10 will guarantee the output is
valid until 54 ns, minimum. Selecting a timing gap
between T35 and T50, depending on the
propagation delay in the enable circuit, disables
the output at 70 ns, allowing input data to be valid
for 10 ns prior to start of cycle. The complete
schematic is shown in Figure 40.

SUMMARY
The 2147H is an easy-to-use, high speed RAM. The

" problems in amemory system design are the result

work back to the timing edge. Eight devices:

. constitute a 40 pF load and a 74540 is specified for
~a 50 pF load, reducing delay by 0.5 ns when
driving 40 pF. Trace delay and 74S40 delay is 3.5
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of inherent limitations in interfacing. Largest of
these is skew, which the designer must strive to
minimize. In this example, skew consumed 45 ns
of an 80 ns cycle while device access time was
extended by only 10 ns, resulting in an 80%
efficiency.
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1. INTRODUCTION

The Intel® 2164A is a high performance, 65,536-word by
1-bit dynamic RAM, fabricated on Intel’s advanced
HMOS-D IH technology. The 2164A also incorporates
redundant elements to improve reliability and yield.
Packaged in the industry standard 16-pin DIP configur-
ation, the 2164A is designed to operate with a single
+ 5V power-supply with +10% tolerances. Pin 1 is left
as a no-connect .(N/C) to allow for future system up-
grade-to 256K devices. The use of a single transistor cell
and advanced dynamic RAM circuitry enables the
2164A to achieve high speed at low power dissipation.

The 2164A is the first commercially available dynamic

RAM to be manufactured using redundant elements and

also features single + 5V operation, low input levels
allowing —2V overshoot, a wide tgcp timing window,
low power dissipation, and pinout compatibility with
future system upgrades. These features make the 2164A
easy and desirable to use.

2. DEVICE DESCRIPTION

The 2164A is the next generation high density dynamic
RAM from the 2118 +5V, 16K RAM. Pin 1 N/C pro-
vides for future system upgrade of 64K to 256K sockets.
The 2164A pin configuration and logic symbols are
shown in Figure 1. .

Sixteen bits are required to address each of the 65,536
data bits. This is accomplished by multiplexing the

16-bit address words onto eight address input pins. The
two 8-bit address words are latched into the 2164A by
the two TTL level clocks: Row Address Strobe (RAS)
and Column Address Strobe (CAS). Noncritical timing

requirements allow the use of the multiplexing tech-

nique while maintaining high performance.

Data is stored in a single transistor dynamic storage cell.
Refreshing is required for data retention and is accom-
plished automatically by performing a memory cycle
(read, write or refresh) on the 128 combinations of RA
through RAg (row addresses) during a 2-ms period. Ad-
dress input A7 is a ‘“‘don’t care’’ during refresh cycles.

3. DEVICE OPERATION

3.1 Addressing

A block diagram of the 2164A is shown in Figure 2. The
storage cells are divided into four 16,384-bit memory ar-
rays. The arrays are arranged in a 128-row by 128-
column matrix. Each array has 128 sense amplifiers con-
nected to folded bit lines. :

Figure 3 depicts a bit map of the 2164A and also shows
the Boolean equations necessary to enable sequential
addressing of the 16 required address bits (Ag-Ajs).
There is no requirement on the user to sequentially ad-
dress the 2164A; the bit map and Boolean equations are
shown for information only.

PIN LOGIC

BLOCK DIAGRAM

CONFIGURATION SYMBOL

MEMORY ARRAY MEMORY ARRAY

128 x 128 CELL o 128 x 128 CELL Voo

Vs

128 SENSE AMPLIFIERS

128 SENSE AMPLIFIERS
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5 a—s| smiT
ad out [—— ADDRESS
ar LATCH

10F e
outPUT
OF 128 [ = t—dour
COLUMN DECODERS) COLUMN DECODERS) <:> GATING BUFFER o

172 (1 OF 128 12 (1

LT
i

128 SENSE AMPLIFIERS

128 SENSE AMPLIFIERS

Ac-A7  ADDRESS INPUTS Ay —a

MEMORY ARRAY

128 » 128 CELL Toow 5128 x 128 CELL

MEMORY ARRAY

CAS COLUMN ADDRESS STROBE

o oAmAm t

Doyr  DATA OUT
WE WRITE ENABLE

Voo POWER(+5V) ARS —| i
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DATAIN
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Asos

Figures 1 & 2. Intel 2164A Pin Assignments and Block Diagram
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Figure 3. Intel® 2164A Bit Map (continued)
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3.2 Active Cycles

When RAS is activated, 512 cells.are simultaneously
sensed. A sense amplifier automatically restores the
data. When CAS goes active, Column Addresses CAg-
CAg choose one of 128 column decoders. CA; and RA4
gate data sensed from the sense amplifiers onto one of
the two separate differential I/0 lines. One I/0 pair is
then gated into the Data Out buffer and valid data ap-
pears at Doyr.

Because of independent RAS and CAS circuitry, succes-
sive CAS data cycles can be implemented for transfer-
ring blocks of data to and from memory at the maxi-
mum rate — without reapplying the RAS clock. This
procedure is called Page Mode operation and is de-
scribed in more detail in Section 4.6. If no CAS opera-
tion takes place during the active RAS cycle, a refresh-
only operation occurs: RAS-only refresh.

3.3 Storage Cell

The basic storage cell is shown in Figure 4. Note that t\he
2164A uses two dummy cells on each bit line to help
compensate for alignment effects. Data is stored in
single-transistor dynamic RAM cells. Each cell consists
of a single transistor and a storage capacitor. A cell is ac-
cessed by the occurrence of row select (RAS) clocks
Ap-A7 into the address pins, followed by column select
(CAS) multiplexing Ag-A ;s into the address pins.

ROW
SELECT 46

4 b I ] ] 4 LNe
SELECT —_—
TRANSISTOR 2

- 63 STORAGE CELLS AND

2 DUMMY CELLS
STORAGE

¥ NODE —1— B l 1

Vop ©

A839A

Figure 4. Storage Cell

3.4 Charge Storage in Data Cell

Data is stored in the 2164A memory cells as one of the
two discrete voltage levels in the storage capacitor — a
high (Vpp) and a low (Vgs). These levels are sensed by
the sense amplifiers and are transmitted to the output
buffer. Sensing of stored levels is destructive, so
_ automatic restoration (rewrmng or refreshmg) must
" also occur.

The charge storage sensing mechanism for a stored low

is described in Figure 5. The Vpp storage plate creates a .

potential well at-the storage node. For a stored low, the
charge is stored in the cell relative to the storage plate

(Figure 5b). The bit sense lme is precharged to Vpp
when RAS is high (Figure 5c). During an active cycle,
the row select line goes high, and the charge is re-
distributed (shared) with the bit sense line (Figure 5d).
The sense amplifier detects the level from the cell and
then reinstates full levels into the data cell via a capa-
citive bit line restore circuit. At the end of the active cy-
cle, the row select line goes low, trapping the data level
charge on the stored cell.

3.5 Data Sensing

The 2164A sense amplifier compares a stored level to a
reference level (Vgg) in a special, non-addressable stor-
age cell called a dummy cell.

Vpp STORAGE ROW SELECT
PLATE GATE : .
NL T '
CIRCUIT DIAGRAM OF BASIC
STORAGE CELL
> BITISENSE
" LINE
U777 CROSS SECTION OF BASIC
r T STORAGE CELL
b\ H .

BASIC CELL DURING

o PRE-CHARGE

\eeee; l |

BASIC CELL IS ROW SELECTED
CHARGE IN CELL REDISTRIBUTED
WITH BIT LINE

e) CELL CHARGE IS RESTORED

) Leeece;y e e

——— “e e ) ROW SELEC:I' GATE IS DESELECTED

ABs0A

Figure 5. Sensing

Figure 6 depicts a simplified schematic of the 2164A
sense amplifier. The sense amp contains a pair of cross-
coupled transistors (Q1 and Q2), two isolation transis-
tors (Q3 and Q4), and a common node which goes low
with SAS (Sense Amp Strobe) and activates the sense
amp. The bit-sense lines (BSL and BSL) run parallel out
from the sense amp in a folded bit line approach. Each
bit line contains 64 data cells and two dummy cells. The
double dummy cell arrangement helps limit the effect of
mask alignment on sensing margins by having a dummy
cell oriented in the same direction as the data cells. °

The folded bit line approach has several advantages,
one of which minimizes the effect of interbit line sub-
strate noise and I/0 coupling by providing common
mode noise rejection. This sense amp arrangement uses

. metal bit lines and polysilicon word lines.
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Figure 6. Sense Amp

‘To eliminate sensing problems, a three-step sensing
(Figure 7) is employed in the generation of Sense Amp
Strobe clock (SAS). Device A is triggered by the sense
strobe clock. This device pulls down slowly and when
fed back, triggers the two gates D and E. When SAS is.
low enough, device B turns on, pulling the SAS line
lower and at a later time, device C pulls SAS down hard.
If sensing occurs too quickly, the sense amp. becomes
sensitive to capacitive imbalance and sensing errors
might happen. This design eliminates excessively fast
sensing which can occur ‘when two sense strobe clocks
are being used.

4

STROBE >
Figure 7. Intel® 2164A Sense Amp Clocks

CLOCK

3.6 Precharge

A precharge period is required after any active cycle to
ready the memory device for the next cycle. This occurs
while RAS is high. The bit'lines are precharged to Vpp,
while the dummy cells are precharged to Vgg. During

precharge, the row select and dummy select lines are at
Vss, isolating the cells from the bit lines. When RAS
goes low, the precharge clock goes low, endmg the pre-
charge period.

3.7 Data Sensing Operation

The row select and dummy select gating are arranged so
the selected data and dummy cells are on alternate bit
lines of the sense amp (Figure 6). The row select and
dummy select lines go high simultaneously, resulting in
concurrent charge redistribution on the bit lines. The
relationship between the word select lines and the effect
of concurrent charge redistribution on the bit lines is
shown in Figure 8. An approximate 250 mV differential
results from this charge redistribution.

WORD SELECT LINES (DUMMY AND DATA)
Voo [~
Vss
TIME (ns)
I 250 mV
J ~. 250 mv
e e —
- DATA BIS LINE (STORED LOW)
Vss T
- TIME (ns)
BIT LINES DURING CHARGE REDISTRIBUTION poisa

Figure 8. Sensing Voltage Waveforms -

327"
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After charge redistribution, the sense amp is activated.
The sense amp amplifies the differences in the resultant
voltages on the bit lines. The line with the lower voltage
potential is driven to Vsg. The other line remains at a
relatively high level, as shown in Figure 9.

RESTORING
STORED HIGH

SENSE AMP |
ACTIVATION I

BIT LINES iVOI.TS)

RESTORING STORED LOW
Ves [— — — 4 — —

s TIME (ns)

Asas

Figure 9. Bit/Sense Line Voltage

The bit line boost circuitry is shown in Figure 10. Dur-
ing sense operations, the boost capacitors are isolated.
After sensing, the bit line with a ‘0’’ has the capacitor

turned off (Vgs=0) and, conversely, the bit line witha

““1”” has the capacitor turned on. The boost clock will
turn on and boost the 1-level up above Vpp, giving
maximum charge stored in the cell.

BSL

@
X

BIT LINE BOOST
BOOST CLOCK
ISOLATION
CLOCK

Ams

Figure 10. Bit Line Restore
3.8 Data Storage

Figure 11 shows how the I/0 lines from each quadrants’
sense amps are multiplexed onto the final pair of 1/0

lines. The 1/0 is a pair of opposite polarity data lines
(I/0 and I70) which are connected to the Data Input
(Din) and Data Output (Doyt) buffers. Data is differ-
entially placed on the I/0 lines during read operation
and multiplexed to the final I/0 lines. During a write
cycle, data is differentially placed on the final 1/0 lines
from Dy and decoded onto the internal I/0 lines.
Stored levels are determined by CA; column and RAg
row. exclusive-ORed product and then exclusive-ORed
again with Dyy (Figure 3). Stored levels are decoded’
during Doyt operation and have no effect on device
use.

3.9 Address Latches

The 8-bit row and ‘column address words are latched
into internal address buffer registers by RAS and CAS.
RAS strobes in the seven low-order addresses (Ag-A7)
both to select the appropriate data select and dummy
select lines and to begin the timing which enables the
sense amps. CAS strobes in the eight high-order ad-
dresses (Ag-Ajs) to select one of the column decoders
and enable 1/0 operation. -

Figure 12 shows a simplified 2164A address buffer. As
$1 goes low, the address input level is trapped via Q1
and similarly, Q2 traps Vgygp: Since Vggg is about
halfway between a low (0.8V) and a high (2.4V), either

., Q3 or Q4 will turn on harder than the other. Then as ¢,

becomes active, the cross-coupled -latch will change
states. As this happens, the load transistor (Q5 or Q6)
on the lower side (Vgrgr or Apn) will turn off, minimiz-
ing power. As ¢3 now becomes active, the address level
appears internally at Ax with the complement at Z;

The combination of substrate bias and high-speed input
buffers allows input overshoots of —2 volts. This is an
important specification when designing high-speed
switching circuitry driving highly capacitive address
busses. - Allowing negative overshoots on the address

D 2| ) 10 D, 2 D,
—] D 70 'ouT 'ouT
D surfer |} opriver O BUFFER |22 DRIVER > Dour
110
A —>1 pecopER
R a——
YOliIo PAIRS : | aree

Figure 11. Data I/O
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lines means- minimum termination of address drivers
and increased system performance. This is because a ter-
minated signal (Figure 13) has a slower transition and
hence a delay in access time. It is important to note the
two advantages to this type of address buffer; first, in-
creased operating speed, and second, a more generous
timing window.in the multiplexing of the address words.

* Voo 2 Voo
5 ke
— [ 9 Q ]
1 eecT |
e L
» 1

i
o‘f\i.

SIMPLIFIED 2164A ADDRESS BUFFER

; 7

AsTA

-Figure 12. 2164A Simplified Address Buffer
Circuitry

NON-TERMINATED
SIGNAL

0.8V {
Vss
06V —— ——
) T NEGATIVE OVERSHOOT
—20v — 77—
f . —>| l<— T
Vi (min)

TERMINATED
SIGNAL

ry

" Figure 13. TTL Overshoot

3.10 Data Output Buffer

As shown in Figure 14, the output buffer has a push-
pull transistor configuration in which no dc power is
dissipated when active.

o

110

' D,
BUFFER out

S

Asas

Figure 14. Simplified Output Buffer Circuit

3.11 Data Input/Output Operations

The 2164A contains a Data Input latch which is con-
trolled by the logical NAND function of RAS, CAS,
and Write Enable (WS) during the active states (Figure
2). During an early write cycle, where WE goes low
before CAS goes low, the falling edge of CAS operates
the latch. In a late write (or Read-Modify-Write) cycle,
where WE goes low after CAS, the input is latched by
the falling edge of WE.

The 2164A D([)UT has three-state capability controlled
by CAS. When CAS is at Vyy, the output is in a High
Impedance (Hi-Z) state. The Doyt states for various
operating modes are shown in Table 1. For a Read or
Read- Modify-Write cycle, Doyt Will remain in the Hi-
Z state until the data is valid, whereupon it will go to
Von or VoL, depending on the data.’

~Table 1. Intel® 2164A Data Output Operation for
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Various Types of Cycles

. Type of Cycle

Data Output State

Read Cycle

Early Write Cycle

R_A-§-Only Refresh Cycle

'EE-Only Cycle

Read/Modify/ Write
Cycle

Delayed Write Cycle

Hidden Refresh Cycle

Page Mode Read Cycle
(Entry or Internal
Cycle)*

Page Mode Write Cycle
(Entry or Internal
Cycle)*

Page Mode R/M/W
Cycle (Entry or
Internal Cycle)*

Data from Addressed
Memory Cell

Hi-Z

Hi-Z

Hi-Z

Data from Addressed
Memory Cell

Indeterminate

Data from Addressed
Memory Cell

Data from Addressed
Memory Cell
Hi-Z

Data from Addressed
Memory Cell

* The entry cycle is the first cycle of the page and the internal cycles

are the subsequent cycles of the page -operation.



intel

AP-131

For an ‘‘Early’’ Write cycle, Doyt remains in the Hi-Z
state which allows ‘‘wire-OR”’ for Dyy and Doyr.
Doyt is indeterminate for the period between an
““Early’’ Write (twcs=0) and a Read-Modify-Write
cycle (trwp>trwp min and tcwp>tcwp min). A
RAS-only refresh cycle or a CAS-only cycle will have no
effect on DOUT which will remain in the Hi-Z state.
Dour remains valid from access time until CAS goes
high. Holding CAS low and taking RAS high will not
affect the state of the Doyt. The Doyt remains valid
following a valid Read cycle regardless of the number of
subsequent RAS-only cycles performed on the device up
to the tcas max limit. These secondary RAS cycles are
RAS-only refresh cycles to the 2164A.

3.12 Power-On

An initial pause of 500 us is required after the applica-
tion of the Vpp supply, followed by a minimum of eight
(8) initialization cycles (any combination of cycles con-
taining a RAS clock such as RAS-only refresh) prior to
normal operation. Eight initialization cycles are required
after extended periods of bias (greater than 2 ms) with-
out clocks. The Vpp current (Ipp) requirement of the
2164A during power on is, however, dependent upon the
input levels of RAS and CAS and the rise time of Vpp as
shown in Figure 15.

Voo V)
w
Voo W)

N

@«

IS
fe—)

lop — SUPPLY CURRENT (mA)
o

Iop — SUPPLY CURRENT (mA)
©

RAS =Vpp [ RAS=Vpp
2 CAS = Voo — 2 CAS = Voo
1 il
B
0 50 100 150 200 0 0 20 30 4
TIME (u5) TIME (:5)

1100

Figure 15. Typical Ipp vs. Vpp During Power Up

If RAS = Vgg during power on, the device may go into

RAS and CAS have minimum pulse widths as specified
in the 2164A Data Sheet. These minimum pulse widths
and cycle times must be maintained for proper device

_operation and data integrity. A cycle, once begun, must

be within specification.

Figure 16 briefly summarizes the various active cycles
whicll are discussed in paragraphs 4.1 through 4.6.

4.1 Read Cycle - '

A Read cycle is performed by maintaining WE high dur-
ing a RAS/CAS operation. The output pin of a selected
device remains in a high impedance state until valid data
appears at the output within the specified access time.

Device access time, tAcc , is the longer of two calcu]ated
intervals:

Eq. (1) tacc=trac or
Eq. (2) tacc=

Access time from RAS (trac), and access time from
CAS (tcac), are device parameters. Row to column ad-
dress strobe delay time, tpcp, is a system-dependent
timing parameter. For example, substituting the device
parameters of the 2164A-20 yields: ’

trRcp +tcac

Eq. 3) tacc=trac =200 ns for 35 ns<tpcp=<80 ns

Eq. (4) tacc=trcp +tcac=trcp + 120 ns for
trcp >80 ns

Note that if 35 ns=<trcp =80 ns, device access time is
determined by equation 3 and is equal to tgac. If
trcp >80 ns, access time is determined by equation 4.
This 45 ns interval (shown in the trcp inequality in
equation 3), in which the falling edge of CAS can occur

- without affecting access time, allows for system timing

an active cycle and Ipp w would show spikes similar to

those shown for the RAS/CAS timings. It is recom-
mended that RAS and CAS track with Vpp during
power on'or held at a valid Viy.

4. DATA CYCLESITIMING

A memory cycle begins with a negative transition of
RAS. Both the RAS and CAS clocks are TTL compati-
ble. The 2164A input buffers convert the TTL level sig-
nals to MOS levels inside the device.

3-30

skew in the generation of CAS. This allowance for tgcp
skew is designed in at the device level to allow the fastest
access times to be utilized in practical system designs. |

4.2 Write Cycles -

4.2.1 EARLY WRITE CYCLE

An early write cycle is performed by bringing WE low
before CAS. Dyy is written into the selected b1t Dout
remains in the Hi-Z state. .

4.2.2 LATE WRITE CYCLE

A late write cycle happens after RAS and CAS go low. -
During a late write cycle, tawp and tcwp (RAS and
CAS delays to Write Enable) minimum timings are not
met. Since there is no guarantee that Doy will remain
in a Hi-Z state, the condition of Doy is indeterminate.
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4.3 Read-Modify-Write Cycle
(Delayed Write)

A Read-Modify-Write (R-M-W) cycle is performed by
bringing WE low after RAS and CAS are low. Here,
trwp and tcwp minimum timings are satisfied. Doyt

has had time to become valid and is now latched by CAS-

remaining low. As WE goes low, a write begins, trans-
ferring the data from Dyy to the cell as Doyt remains
active with the previous data.

In any type of Write cycie,_RIN must be valid at or
before the falling edge of WE or CAS, whichever is
latest. :

4.4 CAS-Only Cycle

A CAS-only cycle has no effect on the 2164A. The
2164A remains in the lowest power, standby condition.

4.5 Refresh Cycle

A cycle at each of 128 row addresses will refresh all stor-
age cells. Any memory cycle — Read, Write (Early
Write, Delayed Write, R-M-W) or RAS-only — re-
freshes the bits selected by the row address combina-
tions of Ay through Ag. Both 32K halves are refreshed,
as the state of Ay is irrelevant during refresh.

|+———— READ CYCLE ——]

T\

“EARLY"
WRITE CYCLE

ws N ./ \ /. \ /1

<——RAS ONLY CYCLE —=|

N/

VALID

|«——CAS ONLY CYCLE——

~——READ/MODIFY/WRITE CYCLE—=|
) Y N
*N_ / T /[ /T

|e——————  LATE WRITE ———]

LATE WRITE

. Dour

“( VALID FROM READ >——

1 CYCLE

HIDDEN
READ CYCLE

RAS ONLY CYCLE

Dour VALID

S Y /]
M\ T
— pu=

PAGE MODE ENTRY
READ CYCLE

=

. PAGE MODE WRITE___

CYCLE

PAGE MODE
READ/MODIFY/WRITE CYCLE

-

= \__ /

/

- T

N/

N/

Dour J\ﬂ/—‘* { VALID FROM READ )—

Figure 16. Intel® 2164A Operation of Data Output for Various Active Cycles
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read cycle without disturbing the Dgyr.

4.5.1 READ CYCLE REFRESH

Since Aj is irrelevant for refresh addressing, a row re-
freshes 512 cells. The 256 cells in a specific row ‘ad-

dressed (Ag-Ag, A7) are refreshed as are another 256

cells in the row Ag-Ag, A7. Therefore, addressing a bit.
in a row refreshes the 256 cells associated with that row
(Ag-A7). For refresh purposes, row Ag-Ag and A7 is
also addressed as another 256 cells. Therefore, suc-
cessive reads of the 128 row-combinations of Ag-Ag re-
freshes the entire array of the 2164A.

This refresh mode is useful only when the memory sys-
tem consists of a single row of devices. When used with
more than one row of devices, output bus contention
will result.

* 4.5.2 WRITE CYCLE REFRESH

A Write cycle will perform a refresh. However, the
selected cell will be modified to Dyy. This may cause a

change of state of selected cell, while the other 511 cells ‘

are refreshed.

For an Early Write refresh cycle, there will be no output
bus contention since the output remains in the Hi-Z
state. Bus contention will result for Delayed Write or
R-M-W refresh cycles involving more than one row of
devices.

4.5.3 RAS-ONLY REFRESH

A cycle with RAS active refreshes the 2164A. This is the
recommended refresh mode, especially when the mem-
ory system consists of multiple rows of memory devices.
The Doyr’s may be wired-ORed with no bus contention
when RAS-only refresh cycles are performed on all rows
of devices concurrently. The 2164A Dy will remain in
three-state.

4.5.4 HIDDEN RAS-ONLY REFRESH

The 2164A is designed for ‘‘hidden’’ refresh operation.
Hidden refresh accomplishes a refresh cycle following a
Once valid,
Doyr is controlled solely by CAS. After a Read cycle,
CAS is held low while RAS goes high for precharge. A
RAS-only cycle is then performed and Doyt remains
valid. However, for operation in this mode, CAS must
be decoded along with RAS for the Read and Write
cycles. CAS cannot be driven:as a.common clock to the
entire array since it would cause devices being only re-

“freshed to interpret this operation as a RAS/CAS cycle.

4.6 Page Mode Operation

-Page Mode operation allows additional columns of the

selected device to be accessed at a common row address

‘

‘5.1 Power Calculations

set. This is done by maintaining RAS low while suc-
cessive CAS cycles are performed.

Page Mode operatxon allows a maximum data transfer
rate as RAS addresses are maintained internally and do
not have to be reapplied. During this operation, Read,
Write and R-M-W cycles are possible. Following: the
entry cycle into Page Mode operation, access is tcac de-
pendent. The Page Mode cycle is dependent upon CAS
pulse width (tcag) and the CAS precharge period
(tceN)-

5. SYSTEM DESIGN CONSIDERATIONS

Calculating total 2164A power consumption is a simple
task. To illustrate the method of-calculating power, an
example system organized as 256K words-by. 16 bits is
assumed.

The first step is to compute the total 2164A current by
summing the three individual Vpp 2164A supply cur-
rents: (1) operating current (Ippo), (2) standby current -
(Ipps), and (3) refresh current (Ippr). The total 2164A
power consumption equals the 2164A current multiplied
by the maximum supply voltage (Vpp).  Total system
power consumption is determined by adding the support
circuitry power requirements to the total 2164A power.

Examples of these calculations, along with a power/bit
determination, are presented in following sections.
\

5.1.1 OPERATING CURRENT (Ippo)

. i
- Active operating current is determined by the following

equation:

Eq. (1) Ippo=(pp2+IppLO)K

Where: Ippg=the operating Vpp supply current.

K =the number of active devices (selected
at one time by both RAS and CAS).

IppLo =the 2164A output load current (output
leakage current -plus the load devices
input current). For example, if four
devices are dot ORed on the output
line, the output leakage current is the
sum of the input current (Iyy) for the -
load plus the three leakage currents
(ILo) for the three dev1ces standby

5.1.2 STANDBY CURRENT (lpps)

Standby current is determmed by the following equa-
tion:

Eq. @) Ipps=Ipp1 XM
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~ Where: Ippj =the Vpp supply current.

M=the number_of inactive devices (not
selected by RAS; recenvmg CAS-only
cycles).

5.1.3 REFRESH CURRENT (IppR)

Refresh current is determined by the following equa-
tion:

Eq. (3) Ippr=Upp3 X N) (trc/trer) (128)

Where: Ipp3=the Vpp supply current, RAS-only .

cycle.

N =the total number of devices in the sys-
tem.

tre =the refresh cycle time.
treF = the time between refresh cycles.
Since Ippj is not a full-time current, the fraction tgrc
over trgp represents the duty cycle for one address.

There are 128 row addresses active in generating refresh,
so the duty cycle is multlphed by 128.

Cycle time has a downward scaling effect on the average
operating current according to the following equation:

Eq. (5)
trc (spec)

IpDAve = [ Ipp2 X <m) j| .
il tomx 1- trc (spec)
-| "D trc (operating)

trc (spec)

t minimum cycle time, ————————=
At minimum cy ’ tgrc (operating)

so that worst case Ipp,yx =Ipp2, but as the cycle time
increases, Ipp,y approaches the standby current,
becoming 6.3 mA @ 10,000 ns cycle time. Figure 5 in the
2164 A data sheet depicts this scaling effect.

5.1.4 TOTAL 2164A POWER

Total 2164A power equals the sum of the three currents
multiplied by the worst case supply voltage. Thxs is ex-
pressed by the following equation:

Eq. (4) Power = (Ippo + Ipps + Ippr) Vpp(max)

5.1.5 EXAMPLE POWER CALCULATIONS

Assume that we have a 256K word by 16-bit memory
system using the 2164A-20 at minimum cycle time.
Thus, the following parameters apply:

N =64 devices in system

3-33

.

K =16 devices active at one time
. M =N-K devices in standby
=64-16
=48

Referring to the Intel 2164A Data Sheet! and the Intel
8282 Data Sheet2, we obtain the following values:
Ipp1 =5 mA, 2164A-20
Ipp2 =45 mA, 2164A-20, trc =330 ms
Ipp3 =40 MA, 2164A-20, trer =2 ms
ILo=10 pA, 2164A-20
Iin=200 yA, 8282

‘To calculate Ippg:

Eq. (1) Ippo= (IDD2 + IDDLo )X
= (45 mA +[3(10 4A) + 200 4A])16
=723.68 mA

To calculate Ippg:
Eq. (2) Ipps={Ipp1)M

=(5 mA)48
=240 mA

To calculate Ippr:

Eq. 3) Ippr=(Ipp3 X N)(trc/trer)(128)

330ns

=(40 mA X 64) 5—— > (128)

=(2560 mA)(.021)
=53.76 mA

To calculate total power:

Eq. (4) Power =(Ippo + Ipps + Ippr) Vpp(max)
=5.5V (723.7 mA +240 mA
+53.8mA)

=5.59 watts

The power/bit is equal to:
Power/Bit = (Total 2164A Power/Number of Dev1ces)
(Bits per Device)
=5.59(64 X 65,536)

=1.33 pwatts/bit

5.2 Board Layout

An important consideration in system design is the cir-
cuit board layout. A proper layout results in minimum

board area while yielding wider power supply and tim-
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ing operating margins for increased reliability and easier
manufacturability. The key areas of -consideration are:

. Ground (Vgg) and power (Vpp) gridding
. Power and ground planes )

. Memory array/control line routing

. Control logic centralization

. Power supply decoupling -

W AW N -

5.2.1 GROUND AND POWER GRIDDING |

Ground and power gridding can contribute to excess
noise and voltage drops if not properly structured. An
example of an unacceptable method is presented in
Figure 17. This type of layout results in accumulated
transient noise and voltage drops for the device located
at the end of each trace (path).

-

Lo 1 )|
’ 21648 i[ » j [ L 2164A <

' 1 1
T =T =
IR 9 g
TR b ¢ 1

T
1 v fad ) 1
2164A § é ﬁ 2164A ﬁ

Vool +5V)

Vss(GND) *

Figure 17. Unacceptable Power Distribution

Transient effects can be minimized by adding extra cir-
cuit board traces ip parallel to reduce interconnection
inductance (Figure 18).

5.2.2 POWER AND GROUND PLANE

A better alternative to power and ground gridding is
power and ground planes. Although this requires two
additional inner layers to the PC board, noise/and sup-
ply voltage fluctuations are greatly reduced. If power
and ground planes are used, gridding is optional but
typically used for increased reliability of power and
ground connections and further reduction of electro-
magnetic noise. '

It is preferable on power/ground planes to use circular
voids for device pins rather than slotted voids (Figure

\

19). This provides maximum decoupling and minimum
crosstalk between signal traces.
\
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{

Recommended Power Distribution —
Gridding '

Figure 18.

RECOMMENDED NOT RECOMMENDED

853

Figure 19. Recommended Voids for Multilayer
PC Boards . o -

5.2.3 MEMORY ARRAY/CONTROL LINE
ROUTING '

Address lines should be kept as short and direct as pos-
sible. The lone serpentine line shown in Figure 20 is to

"be avoided since the devices furthest away from'the

- driver will receive a valid address at a later time than the
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closer ones. A better way to route address lines is in a
comb-like fashion from a central location as shown in
Figure 21. Routing control and address signals together
from a centralized board area will also minimize skew.
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Figure 20. Unacceptable Address Line Routing
(Serpentipe)
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Figure 21. Recommended Address Line Routing

5.2.4 CONTROL LOGIC CENTRALIZATION

‘Memory control logic should be strategically located in
a centralized board position to reduce trace lengths to
the memory array. Long trace lines are prone to ringing
and capacitive coupling which can cause false triggering
of timing circuits. Short lines minimize this condition
and also result in less system skew.

A practical memory array layout is shown in Figure 22.
Typically, this pattern:and its ‘“‘mirror image’’ are
placed on each side of the memory control loglc for a
practical memory board design.

N

335

5.2.5 POWER SUPPLY DECOUPLING

For best results, decoupling capacitors are placed on the
memory array board at each memory location (Figure
22). High frequency 0.1 uF ceramic capacitors are the
recommended type, especially for four or more rows of
devices. In this arrangement, noise is minimized because
of the low impedance across the circuit board traces.
Typical Vpp noise levels for this arrangement are less
than 300 mV. )

A large tantalum capacitor (typically-one 100 uF per 64
devices) is required at the circuit board edge connector
power input pins to recharge the 0.1 uF capacitors be-
tween memory cycles.

\

To calculate decoupling requirements, one considers the
current switching of devices from standby to active cur-
rents. This involves 1 =Ipp; — Ipp; (active cycle) and
Ir =Ipp3 —Ipp; (refresh cycle). One can then assume
some tg bulk decoupling response time with only one
refresh during tg and minimum cycle time tc. As a fur-
ther example, assume only 1/4 of the devices are active
at any one time. The amount of charge (Q) requiring
decoupling is: -

Q=Irtc+ 71" Ia (tg—tc)-

This charge can then be used to calculate the appro-
priate decoupling capacitance per device. Using
Coulomb’s law, Q=CV, and knowing Q, one picks an
acceptable AV (<400 mV) for noise on the Vpp lines.
The capacitance required is given by C=Q/AV. It is im-
portant to recognize that C is determined by the current
changes in the devices. Minimum cycle time is used for
calculating purposes. Lengthening the cycle time will
not affect decoupling.

6. TH ERMAL CHARACTERISTICS

Thermal Characteristics are useful when designing for
thermal systems, or for any ‘application where the tem-
perature may go to extremes.

The operating ambient temperature ranges for the
2164A are guaranteed with transverse airflow that ex-
ceeds 200 linear feet per minute.

Typical thermal resistance values of the cerdip package
at maximum temperature are:

0ia (@200 fpm air flow)=47°C/W
Bjc (still air)=22°C/W
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Figure 22. 2164A Memory Array PC Board Layout

7. DESCRIPTION OF REDUNDANT
CIRCUITS

The Intel 2164A is the first commercially produced
RAM to incorporate redundant elements into the de-
sign. Redundancy allows bit-efficient use of silicon by
' maximizing bits/wafer start. By overstressing and
eliminating weak oxide at sort, prior to fusing in redun-
dant elements, long term oxide failures can be greatly
reduced. Redundancy makes possible the use of larger
die sizes allowing better use of existing fab equipment,
and a more conservative layout to utilize larger cell
(storage) areas.

In choosing how redundant elements should be organ-
ized, single bits, blocks of bits and spare rows and col-
umns were examined. For maximum efficiency, four

spare rows and four spare columns were chosen for the
2164A.

The address of a faulty element is programmed into the
spare element by electrically opening polysilicon fuses
during wafer probe. The basic circuit block diagram for

" a spare row is shown in Figure 23. The key logic node

3-36

for the spare row is marked by an (A) on the diagram.
When the spare tow is not in use, node (A) is held per-
manently low by transistor (T) whose gate is held high
by the spare row enable block. When the spare row is to
be used, a fuse is opened within the spare row enable
block and the pulldown gate is brought to ground so

‘that the programming elements are enabled. Under con-

trol of a fuse, either address true or address complement
is transmitted through each programming element.
Thus, by blowing the proper fuses, the address of a faul-
ty row in the array is programmed into the spare row.
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Figure 24 shows the basic configuration of a program-
ming element. Vg and Vpp are special high voltage sup-
plies used only during programming. They are brought
on-chip by extra pads probed at wafer sort. These pads
are not bonded out to the package but instead, Vg is
grounded and Vpp is tied to Vpp by on-chip transistors.
No inadvertent programming can occur at the package
level because P; cannot turn on and current through the
fuse is limited by the transistor connecting Vpp and

Vpp. To blow the fuse, the programming address is
brought low, which raises the gate of the programming
transistor P to-a high voltage. A high current flows
through the fuse and it opens. When programming is
complete, Vg is brought to ground. If the fuse has been
blown, current through depletion transistor D1 pulls
node (B) to ground and transfer gate T, passes X; onto

Xopi- If the fuse has not been blown, node (B) stays near
Vpp and X; is transferred onto Xpi-

Xo X
ADDRESS
BUFFER

o [+ oes
Xo  Xo X X Xn

SUPPLY
VOLTAGE
PROGRAMMING vee vee SPARE ROW
ELEMENT Vce ENABLE
Xpo Xpi Xon

~«——SPARE NOR DECODER——‘—D

o

SPARE ROW OF MEMORY CELLS

‘

2nLINESTO
NORMAL ROW
DECODER

NORMAL

ROW
DECODERS

87648

Figure 23. Block Diagram for a Spare Row

GIGIGIG

PROGRAMMING ADDHESS‘

X

As29A ~.

Figure 24. Simplified Circuitry for Programming Element
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When the spare row is enabled, one task of the circuit is
to deselect the faulty element. Figure 25 illustrates the
-technique which is used. Whenever any spare select line
rises, it causes the ‘‘normal element disable’’ line (NED)
torise as well. NED is connected to one extra input of
every normal word select decoder. Thus, when a spare
element is selected, it automatically deselects not only
the faulty element it replaced, but also every other nor-
mal element of the array. The timing of the spare select
. buffers and the NED generator are optimized to assure
that the faulty element is deselected prior to the selec-
tion of the spare element.

Another precaution is taken to avoid adverse effects

from possible breaks in the faulty select line. If the far

end of a broken line were allowed to float, it could pre-

sent a hazard to data integrity. In the case of a broken

word line in the 2164A, word line clamps protect the far
_end of each row select line from floating high.

FROM PROGRAMMING ELEMENTS -
AND SPARE NOR DECODERS

i Vel
SPARE SELECT LINES
<
SPARE SELECT
BUFFERS NED
GENERATOR

NORMAL ELEMENT

NED | pisABLE (NED)

NORMAL SELECT LINE

NORMAL
DECODER
INPUTS
FAULTY SELECT LINE q C ]

arsy

- Figure 25. Deselecting a Faulty Element

As mentioned previously, the repair of faulty elements
is done during wafer probing. As they come out of fab-
rication, all spare elements are disabled, allowing full
testing of the normal array. Bits are tested not only for
hard failures, but also for latent oxide or silicon defects

data sheet specifications in every respect. Both device
and system level characterizations have revealed no pat-
tern sensitivity related to the ‘use of redundancy, even
when spare elements are intentionally programmed to
locations expected to be most susceptible.

Analysis of 2164A devices shows that the worst case pat-
terns do not involve interactions between columns or
rows. Replacing the entire row or column introduces no
new sensitivity.

The internal delays of redundant element decoding are
buried within the internal clocks of the-2164A and have
no effect on access time. Figure 26 shows access times
for a 2164A before and after repair. »

Vee
(VOLTS)

55 -

. REPAIR
50 |

BEFORE
REPAIR

tRAC (nS)
e

SPEC VALUE

through stressing. The location of any bad bit is stored .

in the tester’s memory. This information is then pro-
cessed to determine the optimum usage of the spare ele-
ments. Then, the spare elements are programmed into
their proper logical locations. Finally, the die is tested
once more to assure that repair has occurred as planned.

The dice are then assembled as usual. Rigorous class
testing is performed to guarantee that the devices meet
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Figure 26. Intel® 2164A trac Vs Ve

‘The cencept of using redundancy for yield enhancement-
is well-established. Initially researched by IBM in 1964,
Intel has now implemented this concept with the intro-
duction of the 2164A. It is expected that others will fol-
low this lead, and that by the mid-1980’s, redundancy
will be standard in all memory devices. S

8. SUMMARY

The Intel 2164A, made possible by Intel’s HMOS-D III
technology, , introduces a new generation of denser
dynamic RAM devices, featuring redundancy, + 5V-only
TTL-compatible operation, high performance, low
power and ease of use. Additional system level design
information can be found in Intel Applications Note
AP-74, “High Speed Memory System Design Using the
2147H,”’ and AP-133, ‘‘Designing Memory Systems For
Microprocessors Using the Intel 2164A and 2118
Dynamic Rams.””
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- ADDENDUM -

A typical user qualification program of memory devices
fits into two categories: device-level qualification and
. system-level qualification. Occasionally during these

programs, failures occur that are not related to the

device under evaluation.

At the component level, devices are tested individually
for performance to specifications. These tests are usu-
ally accomplished with the use of sophisticated soft-
ware-driven memory testers and environmental hand-
lers. Due to the complexity of the test setup, several pro-
blem areas arise. Often testing (software) errors cause
failures. Omission of dummy cycles or violation of
refresh specifications makes failures invalid. Many
times the device under test is remote from the test deck
of the system. This can cause excessive power supply
noise at the end of the cables. Timing skews, glitches on
clock lines and 170 levels at the device are complicated
by testing at the end of long cables. Output loading is
also critical for the device to perform to specifications.

During system-level qualification, the problems encoun-
tered are significantly different. Here the .devices are

agéin checked for their performance to specifications.
Many devices are simultaneously evaluated whether in a

memory system test environment or in an actual system .

manufactured by the user. Problems can also occur
from improper gridding or decoupling on the memory
card itself. With the complicated signal paths in a

.memory system, and the difference between vendor

specifications, careful attention must be given to timing
and skews not to exceed data sheet values. Errors from
timing can result in bus contention or can cause many
devices to fail test. Of course, with dynamic RAMs, ar-
bitration between access and refresh modes must be reli-

able to guarantee the refresh specifications of the RAM.

' These -problems can be avoided with careful prepara-
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tion. However, if problems do arise during qualifica-
tion, don’t hesitate to call your local field applications
engineer or sales office. -

REFERENCES
1. Intel® 2164A Data Sheet, March 1982.



~ APPLICATION
NOTE

hl
= ®
| Itel ,

~ AP-132

June 1982

\ J QQ l o S
N N
Q Q S
& PR
® Q N\ QTS
Q\ ‘ I

3-40

Order Number: 210443-001 .



intel

AP-132

1 INTRODUCTION
1.1 RAM Overview

Matching the correct RAM to microprocessors is funda-
mental to effective product design. Understanding the
advantages and disadvantages of each device type
enables a microprocessor system designer to choose the
best product for his particular design objective.

Two basic types of semiconductor random access
memories (RAMs) are in use at present: static RAMs
(SRAMs) and dynamic RAMs (DRAMs). Where large
amounts of memory at the lowest cost per bit is required,
such as main computer memory, the dynamic RAM
holds a commanding position. The extra costs of
refresh, timing and arbitration overhead are spread over
a very large amount of memory. The. static RAM,
however, provides a better solution for relatively small
memory systems where high performance or simple
system design is-desired.,

A major advantage of dynamic RAMs is low memory
component cost. A DRAM uses a simple one-transistor,
one-capacitor cell for binary storage. This simple design
achieves high integration density and low cost. When a
DRAM cell is not being written, read or refreshed, it
consumes almost no current. At any given time, the ma-
jority of the cells in a DRAM array will be in this condi-
tion — yielding low overall power consumption.

One disadvantage of DRAMs are their extensive control
- and ‘interface requirements. The DRAM control cir-
cuitry must generate signals such as RAS and (ﬁ, pro-
vide refresh cycles, and handle arbitration. This adds to

the component count and overhead costs, both in design
and implementation.

Conversely, static RAMs need very little external control
circuitry and they interface easily to most microproces-
sors. An SRAM has no refresh requirement and usually
has all of its control signals generated directly by the
system microprocessor. A disadvantage of the SRAM is
its high cell complexity. A typical static RAM cell re-
quires four to six transistors — resulting in a lower cell
density and higher manufacturing cost/bit than DRAM:s.

A new type of RAM has now been developed that com-
bines the best features of the SRAM and DRAM and is
called the iRAM (integrated RAM). An iRAM is an en-
tire dynamic RAM system integrated onto a single
silicon chip, including the memory -array, refresh logic,
arbitration, and control logic. This new implementation
combines the cost, power and density advantages of a
DRAM with the ease of use of a static RAM. Because all
of the DRAM control logic is internal, the memory
system can operate autonomously, controlling its own
refresh and arbitration. This greatly simplifies
microprocessor interfacing and minimizes additional
TTL hardware support. Proper refresh is guaranteed
and overall system performance improved.

1.2 iRAM Concept Background

With the advent of VLSI technology and 64K RAM den-
sities, it became possible to further integrate and
simplify memory system design. LSI memory controllers
integrate, all of ‘these components into a single device
(such as Intel’s 8202A .and 8203 dynamic DRAM con-
trollers). Figure 1 shows the major elements of such a

‘dynamic RAM controller.

TIMER ARBITER

COUNTER

QENERATOR | ContRoL
SIGNALS

REFRESH ’
ADDRESS

ADDRESS FROM CPU

MUX MEMORY

‘ -
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Figure 1. Memory Control Block Diagram



intel

AP132

3

Figure 2 shows a simple microprocessor memory system
implemented with three major blocks: the CPU, the
memory array, and a memory controller. An example of
this configuration is-a system comprising an 8088 CPU,
and 8203 DRAM controller and a 2164A memory array.
To advance this configuration to a higher level of in-
tegration would require a decision on whether to place
the memory control inside the CPU or within the
memory itself.

\

MEMORY

MEMORY
CONTROL

_Figure 2. Separate Memory Control

Memory control incorporated within the CPU requires
CPU participation in all memory references — just to
preserve refresh. This includes DMA (direct memory ac-
“cess) which normally doesn’t require or permit CPU in-
tervention. Also, the CPU must run continuously.
Single stepping, hold operations, extended V‘{AIT states
and the special block data move instructions of some
microprocessors must all be carefully avoided to

preserve refresh and maintain data integrity -of the-

memory .system. While these constraints can be acom-
modated with careful design, the added overhead does
limit the full CPU processing capabilities and overall
system performance. )

A sensible alternative is to integrate the memory con-
troller circuits into the memory — completely freeing the

~CPU of this task. While this approach-places an addi-

tional burden on the device designer, it greatly simplifies
the task of the system designer by eliminating the design
problems associtated with i'efresh‘v and timing. This per-
mits a very simple interface to the CPU and yet provides
guaranteed refresh, optimized timing, and minimal
hardware support requirements.

A microprocessor integrates all the components of a cen-
tral processing unit into one device. An iRAM integrates
all the components of a dynamic RAM memory system
into-a single device. This is unlike the pseudostatic or
quasi-static RAM devices which only incorporate a por-
tion of thé refresh circuitry onto the memory chip and
still require much control from the CPU. The integra-
tion used in the iRAM includes the refresh timer, refresh
address control and counter, address multiplexing, and
memory cycle arbitration as well as an 8-bit wide
memory ‘array. Figure 3 is a pictorial representation of
this concept. . ‘ '

1.3 Memory 'System Size and

'Cost Constraints

Integrated RAMs are primarily intended for use in
microprocessor memories usually less than or approx-
imately équal to 64K bytes, while standard DRAMs with
a separate controller are more cost effective in larger
memories. The relative costs of systems: designed with
various device family types are shown in Figure 4. A -
range is shown for each alternative to represent the
change in cost over time. Thus, the 2K x 8 SRAM is a
good choice for very small memory systems of less than
8K bytes while DRAMs provide a clear advantage in the
region beyond 64K bytes. In the region between 8K and

MEMORY
ADDRESS INSTR.
REG.
.
(
MICRO- ALy
STATUS PROCESSOR
REG.
FILE

ARRAY ARBITER

REFRESH
TIMER

ADDRESS
MuX

'REFRESH
ADDRESS
CONTROL

ADDRESS
LATCH

Figure 3. iRAMIMicroprocessoi' Comparison
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64K, however, standard DRAMs are usualy not as cost
- effective because of the overhead involved in the design
and cost of the hardware for the controller. Based on
these comparisons, iRAMs have a clear advantage for
anything other than very small or very large memory
systems.

TOTAL SYSTEM COST (RELATIVE)

1 Il 1 | (-

C2K 4K 8K 16K 63K
SYSTEM RAM BLOCK SIZE (BYTES)

Figure 4. System Cost Graph

. 1.4 Byte-wide Universal Memory Site
The byte-wide universal memory site concept ailows a
system designer to create one or more memory sites that
can accommodate several types of x8 memories, in-
cluding RAMs, ROMs, EPROMs, and E2PROMs. The
universal site is depicted in Figure 5. Though based on a
28-pin site, the universal site also supports 24-pin

devices. For this site to be truly universal, it should con-..

tain provisions for memory densities that have not yet
been developed.

) Figure 6 shows various memory classes and how they
conform to the universal site. The universal site is partic-

~ ularly useful in development of microprocessor systems

in which the hardware design of the memory site may be

‘completed early in the design c¢ycle before the RAM/

ROM mix has been specified. For example, a RAM

might be initially used to store microprocessor instruc- -

tion code during the development and testing of the sys-
tem software. This allows code to be run and debugged
at fulf system speed. Initial prototypes and small pro-
duction runs can place EPROMs in the same sockets,
while full scale production may change to PROMs or
ROMs. The universal site flexibility also allows an easy

upgrade path to next generation (higher density) devices.

A key feature of the universal memory site is the two-line
bus control with separate CE and OE to prevent bus con-
tention in a system. This convention offers a distinct
advantage over devices with only one-line control.
(Eliminating the effects of bus contention is extremely
important and not always easy due to its subleties.
Generally, the current and voltage spiking on the power

“supply rails presents the major problem because this

type of noise can lead to a whole host of problems in-
cluding invalid data, false triggering, race conditions,
and reflections, to name a few.)

1.4.1 ONE-LINE CONTROL

With one-line control devices (Figure 7), bus contention
occurs when two devices simultaneously occupy a bus
(when CE of ‘one device goes inactive simultaneously
with another devices’ CE going active). This is the usual
situation. when chip selects are generated from a
decoder. The contention occurs because it takes more
time for the output of the deselected device to turn off
(switch to high impedence) than the short output buffer

" turn-on time of the selected device. Because the data

lines are wire-ORed to a common data bus, any data bits
of opposite polarity will cause bus contention (Figure 8).

SEE TABLE []1 281 Vec
Apd2 27DHWE
A; O3 26 [1 SEE TABLE
A CJa 25[1A,
As s 24[1A,
A, U6 2301,
A O7 ‘2200E
A, Cs 210Aq
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A, (]10 19hI0
wo o1 1800
10 012 1700
10 013 16 oo
GND UJ14 15110
PIN FUNCTIONS
PIN FUNCTION
1 [SYSTEM HIGH VOLTAGE, TYPICALLY Vpp
IOR REFRESH FOR INTEGRATED RAMS
26 |Vcc FOR 24 PIN DEVICES,
A,; FOR 128K EPROMS
nos

Figure 5. Byte-Wide UniversallMemory Site <
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Figure 8. Bus Contention

1.4.2 TWO-LINE CONTROL

Similar to one-line control, two-line control logic allows
the CE of one device to go inactive simultaneously with
another going active. However, the timing diagram in
Figure 9 shows that no bus contention occurs because
- the OF of the selected device is not enabled until the out-
puts of the deselected device have switched off the bus.

The use of an independent output enable is the best way
to eliminate bus contention in the system. The use of
"non-integrated output buffers cannot achieve the same
result; they can only confine bus contention to a mem-
ory card or memory section of a large card. In addition,
as processor speeds increase, greater demands are placed
on memory performance and the use of external non-
integrated output buffers places still more constraints on
memory system performance. In this context, the time
between addresses out and data in is a fixed interval for

any given processor. All devices inserted in the path, de-

multiplexers; transceivers, decoders, etc., must be com-
pensated for by a higher speed memory. '

2 DEVICE DESCRIPTION

2.1 Overview r

The 2186 and 2187 iRAMs are S-volt only, dynamic
RAM 8K x 8 systems integrated on a single chip (Figure
10). The memory devices have been designed for easy
use with microcontrollers, multiplexed address/data bus
microprocessors, and processors with separate address
and data paths. These memories are referred to as inte-
grated RAMs or “‘iRAMs”’ because they contain refresh
timing and control logic. The 2186/87 iRAMs include
the following major features:
e Easy to use on-chip self-refresh, including:
— Internal refresh timer )
 — Refresh address counter

— High speed arbiter (2186 only)

— Refresh address multiplexer

— Complete internal timing control

e External refresh.control option (2187 only)
e Microprocessor handshake signal (2186 only)

e Outputs drive two low power Schottky TTL
loads and 100 pF

The 2186/87 iRAMs are fabricated using an N-channel
double layer polysilicon gate process with depletion
loads. The four-quadrant memory array is built with
conventional one transistor DRAM cells, polysilicon
word lines and folded metal bit lines. Each of the four
quadrants contains 128 rows and columns. In addition,
four redundant columns and four redundant rows are
provided. Two pairs of 1/0 lines from each of the quad-

TACC
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ADDRESSES >< ADDRESS 1 X ADDRESS 2
TDECODE |«—|«——TCE——>| . o v
3 /
|€———TRD——3| :
COMMON N .
OE (RD) N
TOE, )
“HIZ
DATA BUS DATA 1 VALID
ACTIVE E
CE2 \

NO OVERLAP

a9m2

Figure 9. Two-line Control
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rants provide a total of eight bits to the data bus. An ac-
tive restore circuit boosts the bit lines back to a full V¢
level after every read or refresh cycle. Boosted word
lines and column select lines are used to write a full Ve
level into the memory cells. Wide internal operating
margins provide a high degree of reliability.

2.2 Device Pinout

The pinout of the 2186 and 2187 is shown in Figure 11.
The industry standard 28-pin package conforms to

Intel’s byte-wide universal memory site (Section 1.4).
Pin 1 (labeled *“CNTRL”’) is the only external difference
between the 2186 and 2187. On the 2186, Pin 1 is a RDY
output — a signal to the system indicating memory
status. Pin 1 on the 2187 is a “‘refresh’” strobe (REFEN),
an input signal for external refresh requests.

Pins 2 thru 10, 21, and 23 thru 25 are the 12 address in-
puts required to select each of the 8192 bytes. Pins 11
through 13 and 15 through 19 are the eight bits of the bi-
directional data bus.

SEESRLLRE

VR

Figure 10. 2186 Die Photo
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Pin 27 is the write pulse input strobe (WE) for data store
during Write cycles. Pin 20 is Chip Enable (CE), which
latches addresses and begins the internal memory cycle.
Pin 22 is Output Enable (OE), normally connected to a
CPU READ (RD) line. OE enables the iRAM output
buffers during a Read cycle.

2186/87
8K x 8 iRAM

1
2
3
4
N 5
6
7
8
9

%69

Figure 11. 2186/87 Pinout

2.3 Internal Description

" 2.3.1 ASYNCHRONOUS AND SYNCHRONOUS
REFRESH

The 2186 iRAM contains automatic internal refresh cir-
cuitry. making it an ideal choice for asynchronous appli-
cations. The 2187 does not have the internal arbitration

capability as it has been designed for use in synchronous

applications.

Pin 1 on the 2186 is the RDY output which serves as the
handshake signal (required in asynchronous systems)
and is usually bussed to the RDY input circuit of the pro-
cessor. The RDY output is an open drain device, requir-
ing a 510 ohm pull-up resistor which allows ‘‘wire-OR”’
connections of other device RDY outputs without the
need for extra gates.

The 2187 receives external refresh requests via Pin 1
(REFEN). This input must be strobed 128 times within 2
milliseconds to perserve refresh in the dynamic RAM ar-
ray. The 2187 iRAM is designed for use in synchronous
systems where the user wants, control of the refresh
cycles. Hence, the designer must provide refresh re-
quests to the iRAM. The 2187 has neither a RDY signal

nor any access cycle deferment and because it has.no

built-in arbitration capabilities, the user must also
guarantee that access cycles are not requested during
refresh cycles.

Refresh addresses are generated internally in both
devices by an onboard refresh address counter. In addi-
tion, both devices have an internal refresh timer which,
for the 2187, becomes active in a power-down mode.

2.3.2 FUNCTIONAL BLOCK DIAGRAM

Figure 12 shows a functional block diagram of the
iRAM. ’ ’

REiEN .
REFRESH
REFRESH REQUEST
TIMER SEQUENCER : RDY *
AND | BUSY D
— ARBITER .
CE
ACCESS REQUEST
ACCESS
COMMAND REFRESH COMMAND

COLUMN ROW |,
AgAyz ADDRESS ADDRESS
BUFFER BUFFER

ROW REFRESH
ADDRESS
COUNTER

~ COLUMN

8K x 8 DRAM ARRAY

8-BIT
ifDATA BUS

DATA
vogir (M oot Cﬂ

REFEN

OE . CYCLE
READ, WRITE TERMINATION AND
WE DATA CONTROL PRECHARGE
* RDY OUTPUT ONLY ON 2186 A973

INPUT ONLY ON 2187

Figure 12. iRAM Block Diagram
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2.3.2.1 Refresh Timer

The refresh timer requests refresh cycles as required.
The refresh timer has been designed to track with tem-
perature and process variations. The design optimizes
the rate at which refreshes occur while still guaranteeing
data integrity.

2.3.2.2 Sequencer and Arbiter Circuits

The sequencer and arbiter circuits accept refresh requests
from the refresh timer and memory cycle requests from
the CE input. The internal refresh command and the ex-
ternal memory accesses are asynchronous and either
may occur at any time with respect to the other. If one
does occur while the other is in progress, the request is
queued and the cycle performed after the existing cycle
has completed. If a refresh cycle is already in progress at

' 3 DEVICE DESCRIPTION

" the time an access request occurs, the RDY signal on pin -

- 11is pulled to Vo informing the system that the access
cycle is being deferred. In this instance, the normal cycle
will be delayed until after the refresh cycle has been com-

pleted. RDY will remain low until shortly before valid -
data becomes available, after which the cycle is com- _

pleted in a normal manner. The internal high speed ar-

“biter resolves any conflict wherein an internal refresh
command and an external access occur simultaneously.
This circuit also generates the RDY handshake signal in
the 2186. The sequencer/arbiter circuit also decides
which type of memory cycle is to occur and controls the
operation.

2.3.2.3 Address-Buffers and Relresh Address
Counter

External addresses Ag-A 5 are directed to internal row
and column address buffers to generate internal byte ad-
dresses. Refresh addresses are generated by an internal
refresh address counter and are multiplexed internally
with the external row addresses.

,2.3.2.4 Data Buffers
Controlled by signals from the read/write data control
- circuit, the three-state bidirectional data buffers receive
or transmit eight data bits.
2.3.2.5 Read, Write Data Control

The read/write data control cifcuit controls and directs

All timing signals used throughout this-document are
denoted by various alpha character strings to indicate
certain basic conditions or parameters. Understanding
signal name derivation will enable the reader to arrive at
a correct interpretation of any signal name encountered.
Figure 13 illustrates the meaning of various letters used
in a signal name.

SIGNAL TERMINOLOGY

CONDITION CYCLE TYPE (OPTIONAL)
H — HIGH R — REF
L—Low - F— FALSE
V — VALID
X — INVALID

TELQXR
L SIGNAL OF INTEREST
E — ENABLE (CHIP)

) G—OE
REFERENCE w—WE
E — ENABLE (CHIP) A — ADDRESS
G —OE Q— DATA

~WE. R — READY (RDY)
A — ADDRESS
Q— DATA

R — READY (RDY)

At108

Figure 13. Timing Signal Terminology

Each control signal is glven a one—letter deslgner, i.e.,
CE is represented by E, OE by G, etc. Each of these let-
ters is followed by another letter describing the state of
the foregoing. In addition, a timing descriptor may have
a letter added to the end to describe a special case. For
example, TELGL is the time from CE low to OE low,
while TEHELF is the time from CE high to the next CE
low during a false memory cycle; TELQVR is the time
from CE low to data valid for a not ready condition.

The 2186 and 2187 are edge-triggered devices that recog-
nize a timing edge as a signal to start an operation.
Because of this, CE must be allowed to make only one

. transition per cycle, otherwise the device cycle time

the flow of data between the 8K x 8 DRAM memory ar-

_ ray and the data buffers.

2.3.2.6 Cycle Terminatorand Precharge

The éycle terminator and precharge circuits ensure proper
termination of all memory cycles and precharge the dy-
namic circuitry in preparation for the next cycle.
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(TELEL) will be violated. The 2186 and 2187 latch all
external addresses on the leading edge of CE. Data i is
latched into the device on the leading edge of WE as op-
posed to the trailing edge write requirement which is
common among static RAMs.

The 2186 provides four major types of cycles: read,
write, false memory, and refresh.

Two major modes of operation exist for both read and
write cycles; CE pulsed mode and CE E long mode. For
pulsed mode CE operation, the low CE time (TELEH)
must be less than or equal to TELGL(TELWL)pax +
TGLEH(TWLEH)in, while long CE mode requires a
longer CE. (For more detailed timing information, con-
sult the 2186 and 2187 data sheets.)
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3.1 Read Cycle

A read cycle (Figure 14) is initiated by both CE and OF
going low during the same cycle. Depending on the low
time of CE, either a pulsed or long CE mode will occur.

- TELEL

TEHEL
|t——TELEH —pn]

TGLEH

TELGL

- le— TGLGH
- j —»| |4-TAVEL by
- — le—TELAX
WE
ADDRESS Y vaup - X
TGLQV TGHOX —|
1o VALID
le—TELQV
READ
TELELR
_ TELEH
TE
TELGL [ |«——TGLEH —>] \
oF  —t
WE <
t—|
RDY —————
I:TRHOV
1o VALID
k-nsmvn—%_/

DEFERRED READ

976

Figure 14. Read Cycle Timing

3.1.1 PULSED MODE CE READ

For pulsed mode, a CE read cycle is initiated on the fall-
ing edge of CE at which time either a refresh is or is not
in progress.

Refresh cycle not in progress

With a refresh cycle not in progress, the memory cycle
can immediately commence (non-deferred read cygle).
After the falling edge of CE, OF must go low within a
specified period of time (TELGL). If this latter condi-
tion is not met, a false memory cycle (FMC) will occur
(see Section 3.3). At some point after OE goes low, data

will become valid and remain so for as long as OE is ac-
tive, independent of CE.

Refresh cycle is in progress

If a refresh cycle is in progress at the time CE goes low,
the read cycle will be delayed (deferred read cycle) until
after the refresh cycle has completed. In this event, the
2186 will respond very quickly with a RDY low output
(TELRL). After the refresh cycle is completed, the read
cycle will commence and data will be available at a given
time after RDY returns high (TRHQV). As was the case
with the non-deferred read cycle, TELGL must be met
or an FMC will occur. ‘

3.1.2 LONG CE MODE READ

For long CE, a read cycle mode is initiated on the falling
edge of CE. Similarly to pulsed mode CE, both deferred
and non-deferred write cycles may occur where a de-
ferred cycle causes RDY to be pulled low.

In the long CE mode of operatio_r_l,_ CE must be held low

" for a given period of time after OE goes low (TGLEH).

Violation of this specification will cause an FMC to oc-
cur. At a given time after OE goes low, valid data will
become and remain available throughout the duration
of OE’s active period, independent of CE.

Note that deferred access cycles are not allowed for the
2187.

3.2 Write Cycle
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A write cycle (Figure 15) occurs when both CE and WE
go low during the same cycle. As is the case for the read
cycle, either a pulsed or a long CE mode can occur.

3.21 PULSED MODE CE WRITE

In the pulsed mode, a CE write cycle is initiated on the
falling edge of CE. At this time, a refresh cycle may or

may not be in progress.

Refresh cycle not in progress

With a refresh cycle not in progress, the memory cycle
can immediately commence (non-deferred write cycle).
After the falling edge of CE, WE must go low within a
specified period of time. If this latter condition is not
met, a false memory cycle (FMC) will occur (see Section
3.3). On the falling edge of WE, data is latched into the
device.

Refresh cycle is in progress

If a refresh cycle is in progress at the time CE goes low,
the write cycle will be delayed (deferred write cycle) until
after the refresh cycle has completed. In this event, RDY
is brought low and held there until the refresh cycle has
completed. Note that-data is still latched into the 2186 on
the falling edge of WE.
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TELEL
TEHEL
le—TELEH
- \_
OE
|| TWLEH \rWHEL
TELWL | [—n]
le— TWLWH —>]
WE / 'nwsf'l T
WE e
—
I?i-:ux
ADDRESS VALID x . X:
. TovwWL = Mg rwiox -
1o { vaup )
WRITE
TELELR
TELEH
_ T
CE e | TWLEH—»] ——
OE -
|<¢— TRHEL —
WE ! /_—
TELRL _
READY 4I—TRLBH >
TovwL —| . H=
—] e~ TWLDX
io { vaup
——/
DEFERRED WRITE

Figure 15. Write Cycle Timing

' 32.2 LONG CE MODE WRITE

A long mode CE write cycle is initiated on the falling
edge of CE. As is the case for a pulsed mode CE, both
deferred and non-deferred write cycles may occur with
RDY being pulled low in the deferred cycle.

For the long CE mode of operation, CE must be held
low for a given period of time after WE goes low
(TWLEH). Violation of this specification will cause an
‘FMC to occur. On the falling edge of WE, data is latched
into the device.

3.3 False Memory Cycle (FMC).

A false memory cycle (Flgure 16) occurs when CE is ac-
tive and neither OE or WE go low. In this case, the cycle
will automatically be terminated on the trailing edge of
CE. This is a valid mode of operation in which precharge
and data integrity are guaranteed.

As an added feature of the false memory cycle, a refresﬁ

cycle is performed on the row.which is selected by the’

seven external row addresses.

Note that the CE high time (TEHELF) required after an
FMC is somewhat longer than the corresponding period
required for a read or write cycle (TEHEL).

As is the case with a read or write cycle, FMC cycles can
be deferred. RDY response time (TELRL) and recovery
time (TRHEL) are the same as -for the read and write
cycles.

€— TELEH —pt—TEHELF

al

|<— TELAX
ALI '

FMC

']

* j«—TRHEL—>]

TRLRH

B

DEFERRED FMC

as78
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Figure 16. False Memory Cycle Timing

3.4 Refresh Modes

Both the 2186 and 2187 can be refreshed by reading or
writing all 128 rows (A through Ag) within a two milli-
second period. Several specific modes of refresh opera-
tion exist for each part as outlined below.

3.4.1 2186 AUTOMATIC INTERNAL REFRESH

Refresh is totally automatic and requires'no external
control. In addition, the refresh address is computed in-
ternally and does not have to be supplied externally. A
high speed arbitration circuit resolves any potential con-
flict arising between simultaneous access and refresh cy-
cle requests. If a refresh cycle is in progress at the time
CE becomes active (low), the 2186 will respond with a
RDY low output. If, on the other hand, an access or
false memory cycle is in progress at the time the internal
refresh timer times out, the refresh request will be
queued and then performed after the present cycle is
complete. Note that RDY will not go, low during a re-
fresh unless the RAM is selected by CE.
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3.4.2 2187 EXTERNAL REFRESH

A high-to-low transition on the REFEN input will cause .

a refresh cycle to be initiated (Figure 17). In this mode
REFEN must always be strobed 128 times.in a two milli-
second period. The REFEN input may be strobed in dis-
tributed or burst mode. Refresh addresses are supplied
by an internal refresh address counter.

_ TELEH
CE
e TRFLRFH
REFEN |
. l—— TELRFL——>[€——TELEL —>| .
EXTERNAL REFRESH :
T LT
REFEN - —t—
£¢ :
55
TELRFL TRFHEL
TRFLRFH 5§

POWER DOWN REFRESH

a1

Figure 17. External Refresh Timing

3.4.3 2187 POWER-DOWN AUTOMATIC
INTERNAL REFRESH

If REFEN is kept low for greater than one timer period,
the internal refresh timer will be activated. Refresh in
this mode is totally automatic and requires no external
stimulus. REFEN must return high within a specified in-
terval prior to the next memory access cycle (TRFHEL).
Attempting to access the 2187 during a refresh cycle is
not a valid mode of operation.

3.5 Single-step Operation

Both the 2186 and 2187 can support ‘‘single-step’’ oper-
. ation for microprocessor system diagnostics. Single-step
operation is defined as inserting an unspecified number
of WAIT states in the middle of a normal RAM access.

3.5.1 2186 '

The 2186 Supports single-step _operation in micropro-
cessor applications which hold OE or WE valid (low) for

indefinite_periods. Data will remain valid on the bus as .

long as OE is valid. WE latches data on its falling edge.
Automatic refreshes will continue to be performed as
needed, even while OE, or WE is held low. During this
extended cycle, the internal array is free to be refreshed
with no threat of access/refresh cycle conflicts. Because

of this, RDY will not respond to these extended cycle

refreshes.

3.5.2 2187

The 2187 supports single-step operatfon by f()liowing the
beginning of a memory cycle with REFEN going and re-
maining low. Refresh cycles continue to occur periodi-

cally as long as REFEN is held low, even if OE or WE re-

main low indefinitely. Data remains valid on the bus as
long as OE is valid. WE latches data on its falling edge.’
Again, after REFEN returns to a high state, a minimum

amount of time (TRFHEL) must be allowed before the' :

next high-to-low transition of CE.

3.6 Power-up

3.6.1 2186

+ To guarantee power-up, all control inputs must be inac-
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tive (high) for a 100 microsecond period after Vcé is within
specification. No dummy cycles are required.

3.6.2 2187

The 2187 power-up is accomplished by holding REFEN
active low for 100 microseconds after V¢ is within speci-
fication. All inputs must be stable and within specifica-
tion. CE, WE, and OF must remain inactive (high) during
user power-up.

4 INTERFACE CIRCUITRY
There are three key 1nterface circuit cons1derat10ns when
designing with iRAMs.

1. The first consideration is the need for a single edge
(““glitchless’’) transition of chip enable (CE) per cycle

— because the leading edge transition (active low) of °

CE latches addresses into the iRAMs and initiates
several internal device’ clocks Also, there is a mini-
mum specification for CE inactivé time (to allow for
proper precharge of internal dynamic circuitry).

2. The second consideration concerns write cycles. Be-
cause iRAMs write data on the leading edge of WE,
there is the need for valid data at the memory device
before the WE line is activated. |

3. The third consideration is the value of same site com-

patibility with byte-wide SRAMs, EPROMs, ROMs,

and E2PROMs. In particular, allowance for the trail-
- ing edge write requlrements of SRAMs should be
made.

Modest additional circuitry permits compatibility with .

SRAMs as second sources or allows the iRAM to substi-
tute for ROM or EPROM during debug stages. Several
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circuit examples to meet the various requirements of in-
terfacing microprocessors to iRAMs will be described.

Figure 18 shows circuitry for generation of a ““glitchless’’
CE from standard 8086 bus signals. Figure 19 shows the
circuit timing. This dual J-K flip-flop arrangement guar-
antees a number of operating conditions. The flip-flops
generate a stable CE for the iRAMs by enabling the 8205
decoder only after valid addresses have arrived, but
early enough to allow the 2186 iRAMs’ RDY signal to

. respond in time to insert a WAIT-state (if required). The
circuit also ensures that a minimum CE high time is pro-
vided. (This is especially important during false memory
cycles (FMC) where the CE high time specification
stretches beyond that of normal cycles). )

Also of significance is the compatibilityv of this circuit_rg
with SRAMs and EPROMs. This includes requiring CE
to remain valid throughout the cycle.

The interface circuit is simply a two-bit counter designed
to start a count sequence when flip-flop A is preset by
ALE going high. The Q output of flip-flop B along with
M/IO (52 for max mode) is used to enable the CE de-
coder to provide a CE to the desired iRAM. .

The READY signal is ANDed with the Q output of flip-flop
A and input into flip-flop B. As long as READY is low,
the K input of the fhp-ﬂop driving B will stay low, keepmg
it from being reset. This in turn acts to keep CE active.
This input allows CE to stretch during a WAIT state to"
meet the requirements or SRAMs or EPROMs that may
occupy the same memory site. However, the iRAMs do
not require that C_'E be held low for extended cycles.

The circuit in Figure 20 (only for the 8088 — enclosed in
dashed lines) offers an alternative. This circuit provides
an Enable signal (E) for the CE decoder which is syn-
chronized with ALE. This Enable signal along with

CLK ,_-L J_-I
) -4»

22

>
—

— —>|e—2
i ~
e |a—18 5 .
CEX — p ’—.
|3 :

Figure 19. lnterface Circuit No. 1 Timing

M/IO (82 for max mode), is used to enable and address
decoder to provide CE’s to the iRAMs.

A certain amount. of skew can occur between the falling
edge of ALE and the falling edge of the clock. Two sit-
uations can occur: (1) ALE goes low befdre the falling
edge of the clock, the E enable line to the decoder re-
mains high until the falling edge of the clock, and (2)
ALE goes low at or after the falling edge of the clock, in
which case the E enable line is immediately activated and
-“enables the decoder. Note that the RESET line is used to
clear the M/IO flip-flop. This causes the 745138 to be
disabled, satisfying the power-up requirements of the
2186 (CE remains high). Also, a pull-up resistor is con-
nected to the RD line. This ensures that O remains high
during RESET (the 8086 three states: RD during
RESET). .

N ' READY

FROM
8284A

\ b— CE,

' b— CE,

: . o—c_Ez

8205 ff’

ALE b—CE,

. 741500 4 A . 7E,

4 Q J a —

L P—CEs

T —a 7as112 748112 E P8

B
c K Q K Q

74LS00

74L800 l

SYSTEM RESET
CLK

a9794

Figure 18. Interface Circuit No. 1
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Either circuit will provide all of the interface needed for
a 5 MHz 8086 or 8088 max mode system, because
MWTC can be used to provide both leading and trailing
edge writes. For a min mode system, the circuit in Figure
21 can be used to provide a leading edge write, and the
circuit in Figure 22 can be used to provide both a leading
and trailing edge write.

otk —>—p ik
- 74LS04

74574 ¢

- Figure 21. Leading Edge Write

741804
WR —p Q WE
CLK
74LS04 CLx
S
74574

CLK | | I I l I l |
\ | N
L . 68 |w— -
WR_ ]
= 60 j=— ~ 38 a—
DATA
(WRITE)
- [e—14 —>| (14
WE ) | m—

Figure 22. Leading and Trailing Edge Write

A simple, one-gate alternative to the preceding example
along with the ‘appropriate timings is shown in Figure
23. This cross-coupled NAND arrangement operates in
much the same way as the CE generation circuit pre-
sented earlier, acting to synchronize the WR pulse with
the clock. This circuit will provide for both leading and
trailing edge writes. .

5 SPECIFIC APPLICATION EXAMPLES

This section describes some typical memory interface
designs using three types of CPUs: an 8-bit microcon-
troller, an 8-bit microprocessor, and a 16-bit micropro-
cessor. Design examiples are included for both the 2186
and the 2187.

5 1 8-Bit Microcontroller

Figure 24 shows a two-chip microcomputer system using
the 8751/8051. This system features 4K bytes of
EPROM/PROM and 8K bytes of data storage using the
2186 iRAM. Interface to the multiplexed bus is simpli-
fied because the 2186 latches addresses from its external
bus on the falling edge of CE, eliminating the need for
latches. In this configuration, the ALE output from the
microcontroller is gated with P2.7, and used to generate
CE of the 2186. The gating of ALE with P2.7 is impor-
tant for the following reasons: when the 8051 does any
type of memory operation, it outputs ALE onto its ex-
ternal bus. This includes internal program memory
fetches, in which the ALE cycle time (Figure 25) is only
half of what it would be for an external data memory
fetch. During these “short’_’__cycles, ALE must be in-
hibited from generating a CE to the 2186, or else the
2186 cycle time with WAIT specification (TELELR)
would be violated. To carry this out, P2.7 is initially set
toa ““‘1’’ which is done automatically upon RESET. This
“‘1”” will be present on the output during all times except
external data memory fetches from addresses below
8000H, at which time P2.7 will go low, allowing ALE to

74LS00

. I<-—200—>l ) . ’
S I e S R S B
l<_ .

= 1

DATA VALID
‘ —{ 110 |- > |
= | I
| . {8 | —>{30]=

At014

Fig‘ure 23. Simplified Write Enable Circuitry
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provide a CE to the 2186. After completion of the exter-
nal data memory fetch, P2.7 will revert to its preset
value of “‘1”°.

EE]

ases

Figure 24. Asynchronous 8051 System

Note that a pull-up resistor is used to ensure that P2.7
will return to a ““1”’ before the next trailing edge of
ALE. Timings on the ALE are specified so that all CE-
relatéd parameters on the 2186 are guaranteed, includ-
ing address setup (TAVEL) and hold times (TELAX),
and CE high time (TEHEL). The RD and WR outputs of

the 8051 are tied directly to the WE and OE inputs to the

iRAM. Data to be written is guaranteed to be valid
before the leading edge of WR for the 8051. This pro-
vides the leading edge write needed by the 2186/87.

Although a RDY input does not exist ‘for the 8051, a »

2186 can still be used for data memory. At 8 MHz the
8051 does not require data back from the data memory
until 800 ns after the trailing edge of ALE. The 2186-25
specifies worst case access time at 675 ns from the trail-
ing edge of CE, which in this system, corresponds to
ALE. Even if the 2186 is just starting a refresh cycle
when the 8051 requests an access, it will still have time to
complete the refresh cycle, and access valid data by the
time the 8051 requires it. Note that during RESET, CE is
kept high to satisfy the power-up requirements of the
2186.

The access time required of program memory is some-

what faster than that needed for data memory. Because

- of this, the 2186 cannot be used in an asynchronous re-

fresh mode as program memory for a full speed system.
However, operation could be guaranteed if the system
clock were slowed down. )

The synchronous 2187 iRAM can be used as program
storage for an 8051 running at 10 MHz by utilizing a
method known as clock stretching. The circuitry, as
shown in Figure 26, allows the 8051 clock to be stopped
in a high state whenever the 2187 requires a refresh cycle.
This stretched period is performed at the beginning of a
cycle while ALE is high.

ALE ——I ’ — I l—

” |

o |e———a55——>

WR

90 l
{100 f«— .
PORT 0 VALID VALID ] . l
(READ) ADDRESS DATA
' . | 75 |- —>{160 |«

PORT 0 VALID :
WRITE) ‘ ADDRERS VALID DATA
PORT 2 | VALID ADDRESS

8 MHz
805112186

Ases

7

Figure 25.- Asynchronous 8051 System Timing
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Operation of the clock stretching circuitry is straightfor-
ward (Figure 27). Under normal operation, U2 acts as a
frequency divider for the clock. U3 and U4 count clock
pulses, and when a full count occurs, a refresh cycle re-
quest is issued (RFRQ). This request sets UlA. On the
next high transition of ALE, this request is clocked into
UlB, where it causes REFEN to become active. A
refresh cycle within the 2187 begins at this time.

At the same time that REFEN becomes active, U5 is re-
leased from a clear state to start counting clocks, acting
as an interval timer to allow time for the refresh cycle to
occur.

On the first high transition of the system clock after U1B
is set, U2 will be preset, maintaining the alréady high
state of the clock. This high level is maintained until U5
has counted 10 clock cycles, at which point it acts to
reset the clock stretching circuitry and allow the clock to
return to a toggling condition.

The clock stretching circuitry used in this system could be
utilized to a greater extent than just handling iRAM
refresh cycles. For example, it might be useful for some
type of DMA operation, or for use with slow peripherals:
Also note that no address latches are needed with this
system. To satisfy the power-up requirements of the 2187,
REFEN must be held low for 100 usec aftér Ve is within
its specified value. This is accomplishéd by driving REFEN
low during RESET.

In a typical operation, a' down-loader program would
reside onboard the 8051 in PROM. This program would
write program instructions into data memory. These in-
structions -could then be ‘‘fetched”’ out of the same
memory which would now be acting as program storage.
This overlaying of program and data store is accom-

plished by allowing either PSEN or RD to enable the
2187 for a READ. Thus, it is possible to create a inter-
mixed data and instruction field.

5.2 8088/2186 8-Bit Microprocessor
Design Example

An example of an 8088/2186 iRAM design is shown in
Figure 28. The 8088 is connected in a straightforward
manner to the 2186 iRAM array. The low order addresses
are latched from the multiplexed address/data bus of the
CPU by ALE and are connected to the array. The CPU
RD provides OE for the iRAMs while the MWTC from
the 8288 bus controller serves as the WE for the mem-
ory. A stable chip select is generated by circuitry en-
closed within the dashed lines. This circuit runs without
WAIT states at 5 MHz using the 250 ns 2186-25.

5.3 8086/2186 16-Bit Microprocessor
Design Example

The 5 MHz min mode system shown in Figures 29 and 30
depicts a typical interface of 2186 iRAMs with an 8086
16-bit microprocessor. With this arrangement, up to
128K words can be addressed.

To guarantee a stable CE, the first interface circuit de-
scribed in Section 4 is used. The output of this dual J-K
flip-flop arrangement is used to enable the 8205 CE de-
coder.

A False Memory Cycle (FMC) is generated by this circuit -

during byte write cycles because both devices in the
16-bit word receive CE, but only one device (or byte)
receives a WE. The other device enters an FMC without
any consequences at the system level.
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Figure 27. Synchronous 8051 System Timing
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In min mode, the 8086 does not guarantee that valid data  cross coupled NAND arrangement described in Section
is present before the leading edge of WR. A technique to 4 is used to provide both leading and trailing edge write

delay this edge _in order to provide the iRAMs with a compatibility.
‘properly timed WE must be included in the system. The
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If an 8086 max mode system is to be used, the WE delay
circuitry is not needed. In this case, the normal WR pro-
vided by the 8288 bus controller meets the leading edge
write requirement. A diagram is shown in Figure 31.
Note that a D-type flip-flop is used to latch S2. This is
important, because during certain 8086 operations, such
as execution of a software HALT, S2 is not guaranteed

Figure 30. 8086 Min Mode System Timing

to remain valid up to the trailing edge of ALE. To over-

come this, S2 is latched on the leading edge of ALE, as
done here.

5.4 Graphics Example

All of the applications examples presented thus far are
non-specific; that is, all demonstrate how to connect the
iRAMs to various microprocessors in the most general
terms without regard to the total application. The design
that follows shows the 2186/2187 iRAM in a specific ap-
plication: a color graphics display memory.

In this example (Figure 32), the color display resolution
is 65,536 (256 x 256 pixels) x 4 bits. The four bits select
the color of the pixel by addressing a color lookup and

video priority table. This programmable table permits
up to 16 colors (out of 256 possible) per display frame. It
also assigns priority. For example, a red disk crosses a -
green on the display. Does the red cross in front of the
green disc, the green in front of the red, or does the area
of the overlap become yellow? The priority encoding
assigns answers to these questions.

By industry standards, this 256 X 256 pixel display has
low-end to medium display resolution. For those unfa-
miliar with the capabilities at this level, visit a local video
game parlor and examine some of the dazzling displays
on the state-of-the-art video games such as Williams
Electronics Defender. Advanced machines such as this
are only beginning to approach this display density.

The iRAM used in this example is the synchronous 2187.

‘Due to the sequential addressing scheme of video dis-
. plays, video memory typically requires no additional cir-
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cuitry for refresh. The 2187 is no exception, and in this
design the REFEN pin is tied high. The sequential scan-
ning by the video address generator automatically re-
freshes the internal array of the iRAM.
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Figure 32.is a simplified diagram. A detailed analysis of
the circuit and timing will not be discussed. Briefly, the
circuit functions as follows:

CPU addresses A4 and A5 are decoded to generate one
of four iRAM chip selects so that the (assumed 8-bit)
CPU can read or write information to the individual
memory planes (IRAMs). These chip selects are gated so
that all four iRAMs can be simultaneously enabled by
the Vg signal from the video timing circuitry. A similar
circuit (not shown) would allow OE for the iRAMs to be

generated by either the CPU or the video timing genera- |

tor. The iRAM addresses are generated by multiplexing
the CPU addresses with video timing addresses. The
32-bit output from the iRAMs (s loaded into four 8-bit
shift registers and are serially shifted out as four bits of
video information used to address the color lookup
table. The four lines (Vid;-Vids) are multiplexed with
CPU addresses Ag-Aj to create the actual addresses of

the lookup table. Comprised of two 2148H RAMs, the ' -

eight data lines of the lookup table are directed to three
digital-to-analog converters for generating 16 of 256 dif-
ferent display colors.

Due to the byte-wide organization of the iRAMs, there is
plenty of time between video read cycles to allow CPU
access to the memory. With a pixel rate of 6 MHz, the
byte-wide iRAM has a video read rate of 6/8 MHz or
once every 1.33 microseconds. Only 350 ns of this time is
needed for a video read cycle. The balance of the time
(approximately 1 usec) can be used by the CPU to access
the memory. This interleaving of CPU cycles with video
timing cycles, combined with allowing the CPU unre-
stricted access to the memory during both horizontal

. _ ‘
and vertical blanking (retrace) periods permits the real
time screen update required in an animated display.

5.5 External Refresh Systems

5.5.1 BURST REFRESH

Figure 33 shows an example of a burst mode refresh con-
troller. Timings for this system are shown in Figure 34.
To ensure data integrity for a 2187, REFEN must be
strobed at least 128 times in each 2 ms period. After each
high-to-low transition of REFEN, one cycle time must
be allowed before REFEN (or CE) again becomes active.

The system.shown in Figure 33 accomplishes refresh by
interrupting the processor once each 1.63 ms (200 ns
clock period divided by 8192). Upon acknowledgment
of this interrupt, TEST is driven high, allowing REFEN
to be generated once every three clock cycles. TEST is
also routed back to the TEST pin of the 8086 to indicate
that a burst is in progress. The 8086 samples the state of
the TEST pin and loops in an idle state until the TEST
goes low. This is accomplished using the WAIT instruc-
tion.

Twe 4-bit counters are used to count the REFEN pulses.
After 128 pulses, the count goes high. On the next rising
edge of the system clock, TEST is reset to a zero, block-
ing any further REFEN pulses, clearing the counters,
and signaling to the processor that the burst is complete.
Note that one non-access cycle should be inserted after
TEST is set low to ensure that sufficient time has been
allowed for the last refresh cycle to complete.

15 Mhz 74508
—":"j_ D oo
T 74574 | - 74574
= slaz
c Q m D Q
8284A
PCLK CLK
CLK INTA
8086 TEST —REFEN
Q
745112
L. b A —a> A
€D4040 1% ¢ 9 74393 | 74393
Q,}— INTR TEST ¢ Qp c Qp|
1 ] _l
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SYSTEM RESET .
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Figure 33. Burst Refresh Circuit
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Figure 34. Burst Refresh Timing

5.5.2 SYNC REFRESH SYSTEM

The system in Figure 35 represents one way in which syn-

chronous refresh could be employed using the 2187. In °

this configuration, memory is divided into four banks,
selected via the two least significant addresses. To ensure
data integrity, each of the four banks must receive 128
REFEN pulses every 2 ms. In this system if any one bank
is accessed, each of the other three banks receives a re-
fresh pulse. Minimum cycle time cannot quite be attained
because the cycle time for the refresh cycle is the same as

nature of bank selection used (A0:A1l decoding), more
thdn a couple of consecutive accesses to any one bank
are highly unlikely.

One caution to note, however, has té do with power-
down refresh. If REFEN is kept low for longer than one

" timer period, the timer will begin to time out. In this
- event, a period of time (RFHEL) must be allowed before

that for an access cycle, and the fact that a one-gate

delay exists'between CE to one device and the REFEN to
the others. At least 16 ns must be added to the minimum
cycle time of 425 ns. This number is derived by taking
the propagation delay difference between a “‘fast’
74155 and a ‘‘slow’’ 74155, and adding the maximum
delay through a 74S11. This gives the CE to REFEN
delay time. This extra delay is not really critical in most
systems; the minimum cycle time for a 5 MHz 8086 is
800 ns.

With the circuitry described, data integrity would be
jeopardized if one bank were accessed consecutively too
many times, since the accessed bank would receive no
REFEN pulses. Assuming a 500 ns cycle time, one bank
would have to be accessed at least 30 consecutive times
to jeopardize data. This is the worst case. In actual oper-
-ation, consecutive accesses to one bank could be many
more than this, as long as operation during any 2 ms pe-
riod provides 128 REFEN pulses to all banks. Due to the
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CE can go low again after REFEN returns high. This is
to ensure, that if a timer initiated refresh cycle started
just as REFEN returned to a high state, it will have time
to complete before an access cycle is started.

6 SYSTEM CONCEPTS

6.1 System»’ReIiability\

New applications for microprocessor systems appear
almost every day. They appear in microwavé ovens, au-
tomobiles, word processors, home computers, video
games, vending machines, lighting controls, medical
equipment, etc. The list goes on and on. Failures on
these systems cover equally broad ranges: acute annoy- .
ance (such as losing your last quarter to the.coffee ma-
chine), financial loss (a double debj; is added to your
bank statement by an electric teller machine), and life
threatenmg system failures (the electronic carburator
control on your car falls, opening the throttle wide
open).
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In many applications, reliability is important enough to

. / be designed into the system. The computer memory sys-

tem is one of the system components for which reliabil-
ity is important. Also it is one of the few system elements

which can be easily designed to enhance its reliability.

Since memory system reliability is inversely proportional
to the number of devices in the system, a system of a
given size should be designed with as few components as
possible. For example, a 32K byte system could be de-
signed with sixteen 16K 2118 DRAMs. The system
MTBF (Mean Time Between Failures — the ‘‘up’’ time
of a system) could be calculated from the combined de-
vice soft and hard error rates (See Intel Application Note
AP-73 “ECC #2 Memory System Reliability With

ECC” for a model tq calculate system MTBEF’s). The

point is that, whatever the calculated system MTBF, the

'2186 will be several times more reliable in a system due
to the lower devig:e count. '

A few example calculations are tabulated in Table 1.
Essentially what is shown is what the maximum acceptable

device soft error rate is for a specified system MTBF. For

example, if a design using 8K X8 RAMs requires a
memory system MTBF for two years, and the system size
is 16K bytes, then the design allows a device with a soft
error rate of 3.1%/1K-hrs. The 2186/87 soft error rate
goal is more than an order of magnitude better than that!
From the chart it can be seen that a 64K byte extra-reliable
memory system with a 10 year MTBF requires a device
with a soft error rate or 0.15%/1K-hrs. Clearly the
2186/87 family of iRAM:s is reliable over the entire spec-
trum of typical application memory sizes.
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Figure 35. Synchronous Refresh Scheme
Table 1. 2186/87 SER Data

No. of No. " Eff. Maximum Allowable SER (%/K-Hrs.)
Syst. of Sys. Cycle 1Yr. MTBF 2 Yrs. MTBF 5Yrs. MTBF | 10 Yrs. MTBF
Rows Dev. | Size Time* (8800 Hrs.) (17600 Hrs.) (44000 Hrs.) (88000 Hrs.)

1 1 8K 7.00 11.34 5.66 2.25 ‘ 1.12

2 2 16K 9.66 . 623 3.10 1.22 .60

3 3 24K . 11.06 4.29 2.13 .84 N ' 41

4 4 32K 11.93 3.27 l_.62 .64 .31

8 8 64K 11.52 1.67 .82 .31 . .15

* All times in microseconds
System has a 7usec device cycle time. )
Hard error rate =0.02%/1K-Hrs.
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6.2 Circuit Design Considerations

Integrating components into systems requires a keen
awareness of basic concepts on the part of the designer.

Techniques for designing optimal performance memory
systems have been thoroughly covered in other litera-
ture. Two useful documents that cover these procedures
are AP-74 “‘High Speed Memory System Design Using
the 2147H’’ and AP-133 entitled ‘“Designing Memory
Systems for Microprocessors Using the Intel 2164A and
2118 Dynamic RAMs. ”’ There are essentially three areas
of major concern in a memory system design: .

e Timing delay calculations in the critical path

(worst case timing analysis)
© Memory circuit trace layout .
e Power distribution and decoupling

'The following sections summarize these techniques as
they apply to the 2186 and 2187 iRAMs.
6.2.1 DELAY CALCULATIONS:

All memory designs reqmr; a timing analysis to ensure
proper operation and compatibility of the memory and
the processor. Timing skews, capacmve delays and

propagation delays all /have to be accounted for in a -

proper analysis. Propagation delay design rules for TTL
are furnished in the’manufacturer’s data book. The
maximum delay is the data book maximum and the
typical delay (usually useless for design) is the data book
typical. Intel has determined in work with TTL device
manufacturers that the minimum propagatlon delay is
'/z the data book typxcal value

Skew is defined as simply the difference between the
maximum' and minimum propagation delays through
devices in a parallel path. Figure 36 is a simple example.
Best case propagation of signal A is 6 nanoseconds ver-
sus worst case delay of signal B which is 16 nanoseconds.
This condition equates to 10 nanoseconds of skew
(Figure 37) which adds directly to system access or cycle
time. The worst case number of 16 ns would be used for
timing analysis in this type of delay calculation;

" however, often the best case is the most important. For

example, as in Figure 38, the skew of concern deals with .
the best case arrival of a write pulse versus worst case ar-
rival of data to a memory device.

' SKEW—- DIFFERENCE BETWEEN MAXIMUM AND
MINIMUM PROPAGATION DELAY THROUGH
DEVICES IN A PARALLEL PATH

—

. - SIGNAL “A™
SIGNAL “A | > | > DELAYED

B,

2ns
6ns

DELAY MIN — 2ns
DELAY MAX — 5 ns

2ns .
5ns

g ) _ SIGNAL “B"
SIGNAL “B —|>o—:l )o——-|>o——- SEED
DELAY MIN — 2ns
DELAY MAX — 5 ns

2ns
5ns

- 2ns
6ns

Figure 36. Skew
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Figure 37. Skew Timing
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WE TO DATA SKEWS PROHIBIT USE OF COMMANDS
DIRECTLY FROM 8086 PROCESSOR

CASE 1 — DATA NOT VALID AT WRITE
WORST CASE DATA FROM 8086 VALID

BEST CASE CAS/WE FROM 8203

tos

CASE 2 — NOT ENOUGH TIME TO WRITE
BEST CASE CAS FROM 8203

WORST CASE COMMAND

- FROM 8086 (MWTC) — towL

a%s0 -

\

Figure 38. Worst Case Timing

Unbalanced capacitive loading on address or control
line drivers also contribute to skew. Capacitance con-
tributes to risetime degradation on these signals. The un-
balanced loading causes differing rise times as shown in
Figure 39. The different rise times reach a logic thresh-
hold at different times, contributing to skew. In all of

these examples, skew contributes to the overall delay,-

and the goal of the designer is to minimize these skews.
A.few simple rules will help to achieve this in 2186/87
memory system design:

e Select logic gates for minimum delay per function

® Place parallel paths in the same package (device to
device skew is much less within same package - 0.5
ns max for STTL)

e Balance the output loading of device drivers to
equalize capacitive delays.

SCHOTTKY TTL CAPACATIVE LOADING EFFECTS

. 74S00 SERIES
4.0 - NO TERMINATION

TTL INPUT

TTL INPUT -

LOAD
30 CAPACITANCE

20 |-

VOLTS

0.0 L 1 (- 11 L L |

Figure 39. Capacitive Loading Effects

As previously stated, capacitance contributes to signal
risetime degradation. To determine the delay due to

capacitance, use the following standard derating fac-
tors: )

Schottky TTL =0.05 ns/pF
Low Power Schottky TTL =0.1 ns/pF
Standard TTL =0.75 ns/pF

Add up all of the capacitance connected to a driver, in-
cluding the circuit-printed trace capacitance of 2 pF per
inch, subtract out the manufacturer’s capacitance drive
specification, (typically 15 pF) then multiply this capaci-
tance by the derating factor for the driver. This net result
is the additional delay due to capacitance. The equation
is:
Dc=[ECj0+ECpcp—CspeclTD
where: D¢ = delay due to capacitance
XCip = sum of all input/output connections
attached to driver
ZCpcp = 2 pF xnumber of inches of circuit
trace attached to driver ;
Cspec = specified drive capacitance of driver
Tp - = capacitive derating factor

6.2.2 TRACE LAYOUT

Address lines need to be kept as short and direct as possi-
ble. Route address lines in a comb-like fashion from a
central location. Routing control and address signals
together from a centralized board area will also
minimize skew.

Allow for proper termination of all address and control
lines because these circuit traces are actually transmis-
sion lines. A series resistor close to the driver is the
recommended termination technique. Thirty-three ohms
is a good typical value, although actual values are usual-
ly determined empirically. Figure 40 shows P.C.B. art-
work that embodies these rules as well as proper power
and ground gridding with decoupling as described inthe
following section.

6.2.3 POWER SUPPLY DISTRIBUTION
AND DECOUPLING .

Ground and power busses can contribute to excess noise
and voltage drops if not properly structured. The power
and ground network do not appear as a pure low
resistance element but rather as a transmission line,
because the current transients created by the RAMs are
high frequency in nature ‘

Transient effects can be minimized by adding extra cir-
cuit board traces in parallel to reduce interconnection in-
ductance. Extrapolation of this concept to its limits will
result in an infinite number of parallel traces, or an ex-

-tremely wide low impedance trace, called a plane. Ar-

ranging power and ground voltages by plane provides
the best distribution; h{owever, correct gridding can cost
effectively approximate the benefits of planar distribu-



intel

AP-132

tlon by surrounding each device with a ring of power and
ground traces (Figure 40).

Consider two aspects of the memory device that con-
tribute to power system noise: the active/standby power
modes of the RAMs, and the drive requirements of the
data 1/0 buffers. In a typical microprocessor-based
system, address space is divided into blocks of RAM,
ROM/EPROM, and I/0. When the microprocessor is
not accessing a given RAM, the RAM is usually dese-
lected and in a power standby mode. When a previously
unselected RAM is selected, a large current surge is ex-
perienced. Because the connections supplying power to
the device will involve resistance and inductance, a
voltage variation will occur in association with the cur-
rent surge in accordance with the equation:

V =Ri+Ldi/dt, -
where V = instantaneous voltage,

L = inductance,
R = resistance;

and i - = instantaneous current

Because a RAM may be selected and deselected hun-
dreds of thousands of times a second, the transient noise

generatlon is sxgmflcant and must be dealt with during
design.

Another factor that contributes to current surges are the
drive requirements of the memory devices data 1/0 buf--
fers. Consider first an I7/0 buffer outputting a logic one.
To accomplish this, the buffer must supply a current to
charge the capacitance of the line that it’s driving to a
logic one level. This operation places a higher current re-
quirement than normal on the V¢c bus. Conversely, if
the 1/0 buffer is outputting a logic zero, it must dis-
charge all of the capacitance on the line to ground. This

‘produces a current surge to the ground bus, possibly

raising the local Vsg potential above ground during the
transient.

The solution to this problem is to use a solid plane VCC‘
and ground bus on a P.C. board or use a proper power
and ground grid combined with adequate decoupling.

Adequate decoupling is also 1mportant in circuit design
to minimize transient effects on the power supply

" system. For best results with the 2186/87,. decoupling

capacitors are placed on the memory array board at
every device location (Figure 40). High frequency 0.1 uF
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ceramic capacitors are the recommended type. Also in-
cluded should be a large bulk decoupling capacitor in the
50 to 100 uF range, placed where power is supplied to the
memory system grid. In this arrangement, each memory
is effectively decoupled and the noise is minimized
because of the low impedance across the circuit board
traces. :

7 SUMMARY |

Intel’s iRAMs provide a new approach to memory
design that allows the system designer to take advantage
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of DRAM density, power consumption, and price
without the added cost of designing the refresh control
circuitry. The 2186 and 2187 are the premier members of
this new byte-wide product family, designed for flexible
operation in virtually any microprocessor memory
system. By comforming to Intel’s universal memory site
concept, these iIRAMs are compatible with a wide variety
of byte-wide memory devices including SRAMs,
EPROMs, and EZ2PROMSs.

In summary, Intel provides another innovative memory
product, the 2186/87 iRAMs — basic building blocks
for microprocessor memory solutions.
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PREFACE

This application note has been developed to provide the memory system designer
with a detailed description of microprocessor memory ‘system design using Intel
Dynamic RAMs, the 16K 2118, 64K 2164A, and the 8203 Dynamic RAM Controller.
The 8086 bus interface to memory components is described and three major ex-
amples are presented and analyzed — ranging from simple to complex: the simple
solution, the 5 MHz No-WAIT State and the 10 MHz No-WAIT State systems. To
assist the designer, complete logic schematics, timing diagrams and system design
considerations are also included in this application note:
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1 INTRODUCTION

Matching the correct RAM to microprocessor applica-
tion requirements is fundamental to effective product
design. A good understanding of the advantages and dis-
advantages of each technological approach and device
type will enable a memory system designer to best
choose the product that provides the optimal benefit for
his particular design objective.

Two basic types of random access memories (RAMs)
have existed since the inception of MOS miemories: static

RAMs (SRAMs) and dynamic RAMs (DRAMs). Where

highest performance and simplest system design is
desired, the static RAM can provide the optimum solu-

" tion for smaller memory systems. However, the dynamic

RAM holds a commanding position where large
amounts of memory and the lowest cost per bit are the
major criteria. .

The major attributes of dynami¢c RAMs are low power
and low cost — a direct result of the simplicity of the

" storage cell. This is achieved through the use of a single

transistor and a capacitor to store a single data bit
(Figure 1).

“BIT SENSE LINE

ROW SELECT
TRANSISTOR —]
(WORD LINE)

STORAGE

I CAPACITOR

930

Figure 1. Dynamic RAM Memory Cell

The absence or presence of charge stored in the capaci-
tor equates to a one or a zero respectively. The capacitor
is in series with the transistor eliminating the need for a
‘continuous current flow to store data. In addition, the
input buffers, the output driver and all the circuitry in
‘the RAM have been designed to operate in a sequentially
clocked mode, thus consuming power only when being
accessed. The net result is low power consumption.

" Also, a single transistor dynamic cell as compared to a

four or six-transistor cell of a static RAM, o/ccupies less
die area. This results in more die per wafer.

Because the manufacturing cost of a wafer is fixed, more
die per wafer translate into lower cost. For example,
assume a wafer costs $250 to manufacture. Yielding 250
die per wafer means each die costs one dollar. But, if only
~125 die are yielded, the cost per die is two dollars. The

rationale of the quest for smaller die size is obvious; th‘ef' .

simple dynamic memory cell fulfills this quest.

. | % )

Unfortunately, the simple cell has a drawback: the
capacitor is not a pure element and it has leakage. If left
alone, leakage current would cause the loss of data. The
solution is to refresh the charge periodically. A refresh
cycle.reads the data before it degrades too far and then
rewrites the data back into the cell. RAM organization is
tailored to aid the refresh function. As an example, the
Intel® 2164A 64K RAM is organized internally as four
16K RAM arrays, each comprised of 128 rows by 128
columns. Consequently the row address accesses 128
columns in each of the four quadrants. However, let’s
concern ourselves with only one quadrant. Prior to
selection, the. bit sense line was charged to a high -
voltage. Via selection of the word line (row addresses)
128 bits are transferred onto their respective bit lines.
Electrons will migrate from the cell onto the bit line
destroying the stored charge. Each one of the 128 bit
lines has a separate sense amplifier associated with it.
Charge on the bit line is sensed, amplified and returned
to the cell. Each time the RAM clocks in a row address,
one row of the memory is refreshed. Sequencing through
all the row addresses within 2 ms will keep the memory
refreshed. !

In spite of the advantages of minimal cost per bit and
low power, the dynamic RAM has often been shunned in
microprocessor systems. Up until now, dynamic RAMs
have required a good deal of complicated circuitry to
support the refresh requirements, and associated timing
and interfacing needs. Circuitry for arbitration of
simultaneous data and refresh requests, for example,

~has posed significant design problems. These require-

ments all add to the component count and system -
overhead costs, both in design and implementation.

The development of the Intel family of dynamic RAM
controllers has brought a new level of design simplicity
to dynamic RAM memory systems. These new devices
include the solutions to the problems of arbitration, tim-
ing, and address multiplexing assoc1ated with dynamic
RAMs. .

This application note describes two basic memory
systems employing tlie use of the Intel® 2164A and 2118
dynamic RAM:s in conjunction with the Intel® 8203 Dy-
namic RAM Controller and the Intel 2164A, 64K dy-]
namic RAM with a high speed TTL controller.

1.1 2118 16K RAM

The Intel 2118 is a high performance 16,384 word by 1
bit dynamic -RAM, fabricated on Intel’s n-channel
HMOS technology. The Intel 2118 is packaged in the in-
dustry standard 16-pin DIP configuration, and only re-
quires a single +5V power supply (with +10%
tolerances) and ground for operation, i.e., Vpp (+5V)
and Vss (GND). The substrate bias voltage, usually
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designated Vpp, is internally produced by a back bias
generator. The single + 5V power supply and reduced
HMOS geometries result in lower power dissipation and
higher performance.

1.1.1 2118 DEVICE DESCRIPTION

The 2118 pin configuration and performance ratings are
shown in Figure 2. Note that pins 1 and 9 are N/C (no-
connects). This allows for future expansion up to 256K
bits in the same device (package). For a rigorous device
description, refer to AP-75, ‘‘Application of the Intel
2118 16K Dynamic RAM.”’

2118-10 211812 2118-15

Access Time (ns) 100 120 150
Cycle Time (ns) 235 270 320
Operating Current (mA) 27 25 |- 23
Standby Current (mA) 2 2 2

a931

Figure 2. Intel® 2118 Pinout

1.2.2 2118 ADDRESSING

Fourteen addresses are required to access each of the
16,384 data bits. This.is accomplished by multiplexing
the addresses onto seven address inputlpins‘. The two
7-bit address words are sequentially latched into the 2118
by the two TTL level clocks: Row Address Strobe (RAS)
.and Column Address Strobe (CAS). Noncritical timing
requirements allow the use of the multiplexing technique
while maintaining high performance. For example, a

" operate with a single +5V power supply with +10%

tolerences. Pin 1 is left as a no-connect (N/C) to allow
for future system upgrade to 256K devices. The use of a
single transistor cell and advanced dynamic RAM cir-
cuitry enables the 2164A to achieve high speed at low
power dissipation.

1.2.1 2164A DEVICE DESCRIPTION

The 2164A is the next generation high density dynamic
RAM from the 2118 +5V, 16K RAM. The 2164A pin
configuration and performance ratings are shown in
Figure 3. For a detailed device description, -refer to
AP-131, “Intel 2164A 64K Dynamic RAM Device De-

“scription.””

1
2
3
4
5
6
N7
8

2164A-15 2164A-20

Access Time (ns) 150 200
. .| Cycle Time (ns) 260 330
Operating Current (mA) 55 45
Standby Current (mA) 5 5

as32

Figure 3. Intel® 2164A Pinout

1.2.2 2164A ADDRESSING ’

Sixteen address lines are required to access each of the
65,536 data bits. This is accomplished by multiplexing
the 16-bit address words onto eight address input pins.
The two 8-bit address words are latched into the 2164A
by the two TTL level clocks: Row Address Strobe (RAS)

~and Column Address Strobe (CAS). Noncritical timing

wide tgcp window (RAS to CAS delay) allows relaxa- .

tion of the timing sequence for RAS, address change,
and CAS while still permitting a fast tgac (Row Access
Time). -

Data is stored in a single transistor dynamic storage cell:
Refreshing is required for data retention and i$ ac-
complished automatically by performing a memory cy-
cle (read, write or refresh) at all row addresses every 2
milliseconds.

1.2 2164A 64K RAM

The Intel 2164A is a high performance 65,536 word by
1 bit dynamic RAM, fabricated on Intel’s advanced
HMOS-D III technology. The 2164A also incorporates
redundant elements. Packaged in the industry standard
16-pin DIP configuration, the 2164A is designed to
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requirements allow the use of the multiplexing technique
while maintaining high performance.

Data is stored in a single transistor dynamic storage cell.
Refreshing is required for data retention and is accom-
plished automatically by performing a memory cycle
(read, write or refresh) on the 128 combinations of Ag
through Ag (row addresses) during a 2 ms period. Ad-
dress input Ay is a “‘don’t care’” during refresh cycles.
Thus, designing a system for 256 cycle refresh at 4 ms in
a distributed mode automatically provides 128 cycle
refresh at 2 ms and a more universal system design.

1.3 Compatibility of the 2118
and the 2164A -

In 2118 memory systems designed fpr upgradability, it is
now possible to take advantage of the direct upgrade-

1
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path to the 2164A. The common pinout and similarities
in A.C. and D.C. operating characteristics of most
systems make this upgrade easy and straightforward. A
simple jumper change to bring the additional multi-

plexed address into the memory array, a check for pro-'
per decoupling, and the replacement of the 2118’s with’

2164A’s usually completes the job. In the two sections
that follow, both device and system level compatibility

issues are examined, key parameters are compared, and

implications discussed. A data sheet for each device .

should be handy to aid in understanding the following
material. ‘

~-1.3.1 DEVICE COMPATIBILITY

Both the 2118 and 2164A are packaged in the industry
standard 16-pin DIP. Observation of the device’s pinout
configurations shows that the only difference is the addi-
tional multiplexed address address input on pin 9 of the
2164A. This extra input is required to address the addi-
- tional memory within. Notice the N/C (no connect) on
pin 1 of the 2164A. This allows for another direct up-
grade path to the 256K DRAM device, with pin 1 used as
the next address input. The first and most obvious
specifications to compare are the speed and cycle times.
Clearly, when discussing compatibility and upgradabil-
ity the same speed devices must be examined. A glance at
the respective data sheets shows that the 2118-15 and the
2164A-15 arethe current devices available that are speed

and cycle time compatible, and further discussion will -

center on these two specific device types.

1.3.1.1 D.C. and Operating Characteristics

Both the 2164A and the 2118 function in the same tem-

perature environment (0-70°C) with a single 5 volt
" +10% power supply. All signal input voltage level
specifications are identical. The input load currents and
the output leakage currents are also the same. The
_ operating currents (Ipp1, Ipp2, Ipp3, Ipp4) of the
2164A are greater than the 2118 because of the increased
density of the 2164A. One other parametric difference

2164A exceed those of the 2118-15, as well as those tim-
ings specific to the read and refresh h cycles. Noteworthy
are the trwp (write command to RAS lead time) and
tcwL (write command to CAS lead time) specifications
of the 2164A. These are 60 ns less than those of the 21 18,
allowing more flexibility in timing generation of the
write cycle. One other improvement is tpc (page mode
read or write cycle) which is 125 ns. This parameter
allows, for the first time, a two-fold performance advan-
tage for page mode called extended page mode. This is
offered as an option to read or write an entire page (row)
of data during a single RAS cycle. By providing a fast
tpc and long RAS pulse width (trpmz), the 2164A-15
86493 permits high-speed. transfers of large blocks of
data, such as requlred in bit-mapped graphics applica-
tions.

There are a few of the 2164A timing specifications
however, that exceed those of the 2118. These are:

tcac (access from CAS) = 85 ns, 5 ns greater

than 2118"

trag (row address hold time) = 20 ns, 5 ns greater
than 2118 ‘ _ o
tcal (col address hold time) = 25 ns, 5'ns greater
than 2118 ) ) .
trep (RAS to CAS delay time) = 30 to 65 ns,
" versus the 2118, 25 to 70 ns ‘
Usually only the tpay specification has significance in
system applications. This and all other system level com-
patibility issues are discussed in the following section.

1.3.2 SYSTEM LEVEL COMPATIBILITY

When designing a new system, the current (Ipp) re-
quirements of the 2164A do not present any particular
problems. Simply proceed with the normal power re-
quirement analysis, and specify the power supply ac-

. cordingly. (A method for determining memory system

worth pointing out is the maximum capacitive load of .

the control lines on the the 2164A. The maximum specifica-
tion is 8 pF-on the RAS and CAS lines, each respectlvely
1 pF greater than the 2118.

1.3.1.2 A.C. Characteristics

As mentioned above, the txac (access time from RAS)
spec of the 2164A-15 .is a perfect match to the 2118- 15.

Generally, the other A.C. timing specs of the 2164A
meet or exceed those of the 2118. Both the read and
“write cycle times (tgc) of the 2164A-15 are 60 ns less
than the 2118. The read-modify-write cycle of the 2164A

power requirements is detailed in Intel application note
AP-131 titled: Intel 2164A 64K Dynamic RAM Device
Description.) In a system being upgraded with 2164A
devices, check the new power supply reqirements against
the current power supply specifications to insure com-
patibility. Worth pointing out is the fact that in a 2118
systern arranged as 64K by 16-bit word (32 devices) the

‘power/bit of the 2118-15 is 2.6 microwatts/bit (see

runs 130 ns faster than the 2118. All parameters in the

write cycle (refe;ence 2164A data sheet page 3) of the

(

374

AP-75, pp. 11-12). Replacing the 2118’s with 2164A
DRAMS creates a 256K by 16-bit word (again, 32
devices) and the power per bit is 1.33 microwatts/bit (see
AP-131, pp. 11-12). The quadrupling in memory size
does not quadruple power supply requirements.

For a 64K by 16-bit to 256K by 16-bit convérsion, the
additional power required is 2.89 watts. (5.59.watts for
the 2164A system — 2.7 watts for the 2118 system). On
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-.the other hand, to build-a 64K by 16-bit system with
2118 requires 2.7 watts versus only 1.4 watts for the
2164A, meaning that for a given sysfem size, there is a
significant system power system savings by implement-
ing the design with the 2164A.

The difference in current (Ipp) specifications leads to
another system consideration, that of decoupling. The
larger current transients.generated as a dynamic RAM
internally powers up as a response to refresh cycles or ac-
tive cycles requires decoupling to keep noise off the
power grid and to prevent a transitory local voltage drop
across devices. Specifics of calculating local and bulk
decoupling requirements are presented in Section 6.3.4,
but in general Intel recommends .1 pF high frequency
ceramic capacitors for every 2164A device, and 100 uF

bulk decoupling for every 32 devices.
)

In comparison to the 2118, the RAS, CAS lines of the
2164A RAM have 1 pF additional load. This seems triv-
ial on a device level, but in a system the extra capacitance
adds approximately .1 ns/pF propagation delay (assum-
ing low power Schottky drivers) to the overall system ac-
cess path. With 16 devices per driver, this extra load
adds up to a measurable increase in propagation delay.
Determining additional delay due to capacitance is
standard engineering practice in a new design. When
upgrading a current memory system with 2164A
DRAMs, the additional delay also has to be considered.
Refer to section 6.2 for the formula to determine if the
additional loading is a concern in any specific applica-
tion.

Of the four timing specifications where the 2164A-15 ex-
ceeds the 2118-15 usually only tgay specification is of
concern. If, however, the system being upgraded is CAS
access limited rather than RAS access, then check the
timing to determine if the extra 5 ns on t cac will require
system re-tuning. The column address hold specification
(tcan) needs also be checked in this case. In the majori-
ty of DRAM systems, the access speed of importance is
trac, the RAS access time. When optimizing a memory
system to achieve the design’s fastest access time, set the
trcD spec to a value less than tgcp maximum. In these
high performance systems, be sure that the tighter 5 nsin
the 2164A tgrcp spec window doesn’t push out the
system access time by that amount, or if it does, that it
still conforms to the system timing requirements.

Reliablity qualification data for the 2164A and 2118 are
identical with projections of less than .1%/1K-hrs for
soft errors caused by « particles and less than
.02%/1K-hrs for hard failures. This leads to a distinct
system reliability advantage of the 2164A over the 2118.
System reliability is qualified as MTBF (mean time be-
tween failure). This is the “up-time”’ of the system and is
defined as 1/n\ where n is the number of devices in the

system, and X is the device failure rate. This equation
(MTBF = 1/n\) says that system reliability is inversely
proportional to the number of devices in the system.
Therefore, a 1 Megabyte system (or any given system
size) built with 2164 A devices is four times more reliable
as one built with 2118s.

In summary, when upgrading a system to 64K devices,
increase the decoupling, check the power supply, and
tweak the timing only if necessary, then enjoy the im-
proved system reliability. When engineering a new
design, become familiar with and be aware of the speci-
fication differences between the 2118 and the 2164A.

2 MICROPROCESSOR SYSTEM-

To effectively design a microcomputer memory, an
understanding of both the RAM and the microprocessor
is necessary. Since Intel microprocessors have been well-
documented in other publications, this applications note
will mainly focus upon operation during bus cycles as
related to the memory interface.

2.1 iAPX 86 Bus Operation

The iAPX 86 bus is divided into two parts: control bus
and time-multiplexed address data bus. The bus is the
microprocessor’s only avenue for dialog with the
system. The processor communicates with both the
memory and I/O via the bus. As a result, it must
necessarily differentiate between a memory cycle and an
170 cycle. In the minimum mode, this differentation is
accomplished with the signal M/TO which remains valid
during the entire cycle. Therefore, this signal need not be
latched. In the maximum mode, the processor commits
to a bus cycle by means of three status bits transmitted to

" the bus controller which generates the control signals.

The bus cycle is divided into four times, referred to as
t-states, independent of the mode. Duration of this
t-time (tcpcp) is the reciprocal of the clock frequency in-
to the microprocessor. During each of these states, a
distinct suboperation occurs. In t, the address becomes
valid and the system is informed of the type of bus cycle,

memory or I/0. In addition, a clock called ALE (Ad- - 7

dress Latch Enable) is generated to enable the system to

- latch the address. This is required because the address

will disappear in anticipation of data on the bus. In-
tended to strobe a flow-through latch, ALE becomes ac-
tive after the address is valid and deactivated prior to the
address becoming invalid. At the end of t;, the Ready
input is sampled. If it is low, the processor will ‘“idle,”’

- repeating the t3 state until the Ready line is high, allow-
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ing the memory or I/0 to synchronize with the
microprocessor. In t3, the read or write operation com-
mences and the high order status bits become valid.
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Finally in t4, the machine cycle is terminated; input data
is latched into the processor in a read cycle or in a write
cycle output data disappears. The relationship of.the
signals for minimum and maximum modes are shown in
Figures 4 and 5. Exact timing relationships will be
developed throughout the text. The design problem in-
volves making the microprocessor signals intelligible to
the dynamic RAM. '

The timing analysis is to be given with a read cycle for
the minimum mode configuration of Figure 6. Unlike
static RAMs which access irom whenever every input
signal is stable, dynamic RAMs begin a cycle on a clock
edge after addresses are stable. This will introduce a cer-
~ tain amount of delay in the logic path. The exact amount
depends on the complexity of the memory controller.
Two paths to access will be considered: first, the control
signal to data input and second, address stable to' data
input. In the read cycle there are four control signals;
M/I0 used to differentiate memory and 1/0 cycles, RD
used to control the output enable, DT/R R and DEN are
controls for data flow. Of these only M/IO is a concern
to the memory design. Without WAIT states, no cycle
can be longer than four clock periods.
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Figure 4. 8086 Bus Timing — Minimum Mode and Figure 5. 8086 Bus Timing — Maximum Mode
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Referring to Figure 5, the following is obtained:
MEMCY <4 tcrcL

M/IO0 is stéble tcycery from the previous clock high
time tcycL, but;

tcucL = 1/3tcroL + 2
For the 5 MHz clock, tcrcr = 200 ns

solving for tcycr,
tcycL = 68 ns
But tcycrv is 110 ns.

As a result, M/IO is a stable worst case 32 ns after the
start of a memory cycle. For an 8086-2, tcrcr is 125 ns
and tcycrvy is 60 ns. Similarly, M/IO is stable 17 ns
after the start of the cycle.

Address calculations must include the buffer delay
(Figure 7). Stable addresses from the processor are
available tcp oy into the cycle and ALE is active tcp g
into the cycle (Table 1). Addresses are on the bus tcpav
plus tyvoy (latch delay) or tcppy plus tsgov (buffer
delay from strobe). The worst case number (t Appg) is
the greater of these two numbers.

INPUTS

ALE(STB)

OUTPUTS

‘Figure 7. 8282/8283 Latch Timing

Table 1. Address Latch Delays — Min Mode

5MHz | 8 MHz | 10 MHz
tcLav (ns) = 110 60 50 |
tvov (ns) = |+ 22 + 22 + 22|,
Flow Thru(ns) = 132 82 2
teLH(s) = g| | s 40
tsgov (ns) = + 40 + 40 + 40
Latch Delay (ns) = 120 90 80

Flow through delay is the limiting factor of the 5 MHz
system, whereas delay from the latch strobe (ALE) is the
limiting factor in the fastest processors. Finally, data
must be inputted tpycy, plus tyyoy to the data buffer
prior to the fourth t-state. Access from stable addresses
is:

tacc = 3tcrcL - tappr - (tpver + trvov)

Using this equation and the results from Table 1, tscc
can be calculated.

Table 2. taocc Calculations — Min Mode

5MHz | 8 MHz |10 MHz
3tercw (ns) = 600 375 300
tADDR (ns) =1 132 90 80.
tpvce (ns) = |+ 30 + 20 5
tivov (ns) = |+ 22 + 22 + 22
SUBTOTAL (ns) = | 184 |-184 | 132 |-132 | 107 |-107
tacc (ns) = 416 243 193

Table 3 shows the system access time from stable address
to input data required. This time is the summation of the
RAM access time plus the control logic delay time.

Table 3. Data Setup Time — Min Mode

5MHz | 8 MHz | 10 MHz
tcvery (ns) = 110 . 70 50
tcLpy (ns) = [-110 - 70 - 50
tivov (ns) = |- 22 - 22 - 22
tps (ns) = |- 22 - 22 - 22

During a write cycle, access is not the issue, but the write
pulse width, the data setup and hold time with respect to
the write pulse are of concern. The pulse width is simply
twLww, While data set-up time must be calculated from
a clock edge. Dynamic RAMs latch input data on the
falling edge of the write enable pulse, so the calculation
is critical. Data is valid tc py plus the buffer delay

tivov in t, while the write pulse begins tcycry in ty.

Worst case condition is a skew such that tcy py is a max-
imum delay while tcycry has 2 minimum delay.

tps = tcvere - (terpy + tivov)

From the calculations in Table 3, the leadiﬁg edge of the

write pulse must be delayed in the minimum mode. ‘

These calculations will be used later.

_.Having examined the major timing parameters of the

minimum mode configuration, let’s now check the max-
imum mode timings.

In the maximum mode configuration of Figure 8, the

" system has another component — an 8288 bus controller
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— which generates ALE and the read and write control

signals. In this configuration a memory read cycle is not -

committed until tcp vy into t, whereas in the minimum
mode operation, the information was known in ty. In
this respect, a maximum mode system access cycle is less
than 3tcpcL. o

f
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Table 5. tacc Calculations — Max Mode
- | 5MHz | 8 MHz |10 MHz
Wi J<— o | s2e8 . StercL(ms) =| | 600 375 300
'S0 s  }— mRoc ;
> fa — t = 132 2 72
Ss1 S1 — MWTC COMMAND BUS ADDR @s) 8
s2 s2 — AMWC tpvcL (ns) =+ 30 + 20 5
DEN \ -
TR ALE tivov (ns) + 2? + 22 + 22 ’
a086 SUBTOTAL (ns) = | 184 |—184.f 124 |-124| 99}- 99
CPU :
f— tacc (ns) = 416 251 201
E B . .
GND —>=| OF - D s Access from the read command (MRDC) must also be
ate19 L ALL—N || 92682 determined. MRDC is valid t oy pp. from.ts, causing ac-
APSADS INTT] cess (tca) from MRDC to be:
BHE »| DI 13 CA 3 )
: tca = 2tcreL - tewme - pver + tivov)
] T Usihg this equation, Table 6 shows the access calcula-
o5 tions.
1 OE 16.8IT
8286

DATA BUS

XCVR J

DSow]
L=

)

Figure 8. 8086 Maximum Mode Operation - .

To determine address delay, we will, again, examine the
data flow path and the delay from the latch opening.
The greater of these two numbers is the worst case time
delay (t ADDR)-

Flow-thru Delay = tcpay + tivov

Latch Delay = tcppy + tsgov
Using these equations and previous data, Table 4 shows
= how Flow-thru Delay can be calculated.

Table 4. Flow-through Delay — Max Mode

" 5MHz | 8 MHz | 10 MHz
tcrLav (ns) = 110 60 50
tvov (ns)- = + 22 + 22 + 22
Flow Thru Delay = 132 82 )
tcLLu@s) . = 15 15 15
tsHov (nS) = |+ 40 |+ 40 + 40|
Delay from ALE = 55 55 55

In each case in Table 4, the limiting delay is flow-thru-
time. Access time from address can now be determined.
Again, data must be valid tpycy, plus the input buffer
delay (tyyoy) before the end of t3. For maximum mode
access from the address valid time is:

tacc F 3teer - tapDR - (tpver + tivov)

Using this equation and previous data (Table 4), Table 5
shows how t5cc can be calculated. )

Table 6. Access From Memory Read-Command

5MHz | 8 MHz | 10 MHz
2tcrcL (ns) = 400 250 | 200
teLML (ns) = 35 35 35
tpvcL (ns) =1+ 30 + 20 5
trvov (ns) =1+ 22 + 22 + 22
SUBTOTAL(ms)=| 87|~ 87| 77|- 77| 62{- 6
tca (@s) = 313 173 138

Access from-the memory read command- (MRDC) is
much more stringent than address access. Consequently
both access paths must be consideed in system design.
The write cycle has the same limitation as access from
memory read command. Memory write is identified by
MWTC having the same timing as the memory read
command. Address timing is the same for both the read
and write cycles. The write pulse, twp is generated by

-MWTC with a pulse width of one clock cycle plus maxi-
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mum tcyppp plus the minimum overlap into the next cy-
cle (tcLmn)-

twp = tcLeL + teme - tomu
For the 5 MHz, 8 MHz, and 10 MHz system, twp is
calculated as shown in Table 7.

Table 7. typ Calculations — Max Mode

5MHz | 8 MHz |10 MHz
tcreLms) = | 200 125 100
tcLML (ns) = 35 35 35
tcLmH (15) =|-10 -0 - 10
‘SUBTOTAL (ns) = 25— 25 25 |- 25 251- 25 '
twp (ns) = 175 100 75
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Data setup time (tpg) to the leading edge of the write
pulse occurs approximately one tcp ¢ time later. From
tcLcL, the maximum tpycp plus the minimum tcp g
must be subtracted:

tps = tcrew - (teLov + tenmy)
- Now tpg can be computed as shown in Table 8 by using
data from previous calculations and the data sheet.

Table 8. Data Setup (tps) Calculations —

Max Mode
5MHz | 8 MHz | 10 MHz
tcLcL (ns) =| 200 125 100
tcLpy (ns) =|-110 - 60 - 50
tcLme (ns) =(- 10 - 10 - 10
‘tps () = 8 55 40

" Using MWTC as the write pulse allows sufficient data
set-up time for the dynamic RAMs. These, then, are the
basic timing equations for the system of Figures 6 and 8.
They are general in that timing requirements for dif-
ferent clock frequencies (i.e., 9 MHz) can be calculated
using them. Armed with these equations, the designer
can now shape the control and address signal in the time
domain with a memory controller to meet the dynamic
RAM requirements.

In addition to converting address, MRDC and MWTC
into RAS, CAS, WE, etc., to satisfy both the processor
and memory, another task called refresh must be per-
formed by the memory controller.

\

Performing the interface translation, providing refresh
and controlling the signal timing to the RAM requires a
controller that consists of six elements as shown in
Figure 9. Of these, the most basic is the oscillator
because it fulfills two functions: providing a time base
for refresh interval timing and establishing precise times
for RAS, CAS, etc., to the RAM. The operating fre-
quency must be high enough to provide sufficient in-
crements between timing signals. The relationship of
" timing signals will be multiple periods of the clock fre-
quency. In addition, the oscillator drives a countdown
- or divide by N circuit to measure the time between re-
fresh cycles. Refresh can be either burst or distributed.
In the burst mode, a refresh request would occur once
every two -milliseconds to meet the dynamic RAMs’
needs. For a 16K or 64K RAM with 128 refresh cycle re-
. quirement, all 128 refresh cycles would be performed
consecutively. A disadvantage of this method is that the
memory is ‘‘out of service’’ for a long period of time.
Assume a 350 ns cycle time, then the time required to
perform refresh is 350 ns multiplied by 128 cycles or 44.8
microseconds operating with a 5 MHz 8086; this
translates to 224 consecutive WAIT states.

LOW ORDER
ADDRESSES

MULTIPLEXER
AND BUFFERS
(6 TTL PKG)

T

REFRESH. '
COUNTER
(2TTL PKG)

i

MULTIPLEXED

ADDRESS
HIGH ORDER

R |— WE
REQUEST THINGAND  L—>-TAS
ACKNOWLEDGE GTILPRG) RS
— RASN
RD
WR ARBITER
S L] @rTLPKG)
REFRES
OSCILLATOR e
(1 TTL PKG) (4 TTL PG

*20 TTL PACKAGES REQUIRED TO IMPLEMENT REFRESHICONTROL

Figure 9. Refresh Timing and Control
Block Diagram

Consequently, a large delay is injected every 2 ms. On
the other hand, distributed refresh steals a single cycle,
128 times periodically throughout the 2 ms. Evenly dis-
tributed, a refresh cycle occurs once every 15 micro-
seconds. Again assume a 350 ns refresh cycle, and our 5
MHz system need only inject two WAIT states (worst
case) each time. Thus distributed refresh is preferable in
almost all microprocessor systems.

Guaranteeing that all 128 refresh addresses are exercised
is the task of the refresh address counter. It consists of
an eight-stage binary counter. After the refresh cycle has
been completed, the counter is advanced one count. In-
crementing after refresh eliminates any concern regarding

- address settling or setup time as the counter outputs are
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changing. This would be a concern if the counter were
incremented as the refresh cycle started.

Because the counter cyclés through all 128 addresses
every 2 milliseconds, it isn’t required to be in a specific
state after power on, i.e., it need not start at address 0
after power on.

Next is the arbiter — which can be the bane of every
memory design. Deciding whether a memory cycle is an
access cycle or a refresh cycle is the function of the ar-
biter. Refresh requests are derived from the oscillator
which operates asynchronously with the system clock.
The arbiter will grant the request when a refresh request
is made and no memory cycle is occuring or pending. If
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an access cycle is in progress, the arbiter must inhibit the
refresh cycle until the current cycle is completed. The
same logic process occurs if a refresh cycle is in progress
and-access is requested. This sequence flows smoothly
most of the time. The difficulty arises when refresh and
access are requested simultaneously. In every arbiter

there exists an infinitely small but very real time period.

when the arbiter cannot mal&_e‘ a decision, much less the
correct one. Consider the arbiter in Figure 10 — a simple
cross-coupled NAND or an R-S flip-flop.

If both requests are made simultaneously, both would be
granted — an impossibility! .

Effective solutions have reduced performance to max-
imize reliability. One such method is a two stage clocked
flip-flop per Figure 12.

REFR REQ REFRESH GRANT

[EE— MEM CYCLE GRANT
MEM REQ

[
asaz

HAS MULTIPLE STAGES
(MASTER/SLAVE APPROACH)

D Q D [

MASTER SLAVE

— FLIP-FLOPS HAVE HIGH GAIN/HIGH POWER/HIGH SPEED
— MASTER HAS SCHMIDT TRIGGER INPUTS

— MASTER/SLAVE HAVE DIFFERENT THRESHOLDS

‘— FLIP-FLOP D-INPUT IS INTEGRATED TO FILTER GLITCHES
— CROSS COUPLING (POSITIVE FEEDBACK) IS USED
— DATA LOCKOUT ON D-INPUT IS USED :

Asaa

Figure 10. Arbiter Cross-coupled NAND Gates

‘Another arbiter frequently used is a D-type flip-flop as
in Figure 11. Here arbitration is attempted between the
clock and the D input. Violating the setup or hold time
with respect to the clock can cause the output to énter a
quasi-stable state of non-TTL levels for as long as'75 ns.
This timing is too long for many high performance
systems. .

Figure 12. 8203 Arbitration Logic

In this configuration arbitration is performed at the sec-
cond stage so that even if the first stage ‘‘hangs’’ all will
be settled by the clocking of the second stage.

The timing and control section is the core of the control- ‘
ler. Under its guidance, addresses are switched for multi-
plexing. RAS, CAS, WE are produced and sequenced in
a fashion understandable by the RAMs. One other fea-

DATA QouTPUT
© DTYPE
LATCH
CLOCK f
DATA
|-— tsETUP —>|
CLOCK .
tHoLp
QUASI STABLE STATE
QOUTPUT
’ ‘ . o . |~—teror VIOLATING & SETUP
' . R tHoLD :
tPROP |

*CAN BE UP TO 75 nsec FOR A 74S74

asa3

Figure 11. D-type F/F Arbitration
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ture required is a handshake signal with the processor to
indicate whether or not the memory is ready to be ac-
cessed. This is usually implemented with a System Ack-
nowledge (SACK) (an early signal in the cycle) which
indicates a receipt by the controller of a memory access
request, or by a Transfer Acknowledge (XACK, a signal
occuring later in the memory cycle), indicating the valid
memory data is available. '

The final piece of the memory controller is the address
multiplexers and buffers to drive the memory addresses.
During the normal memory cycle the parallel addresses
from the bus must be reduced by one half through time
multiplexing. In addition refresh addresses must be ap-
plied to the array through this same address path. Buf-
fers are shown to drive the capacitance of the array with
signals having sharp rise and fall times.

Figure 9 also shows the quantity of TTL packages re- .

quired to implement such a controller. Tvyenty TTL
packages are usually required for a controller.

To design'a controller with discrete TTL components
can take several man months of design effort. Typically,
four weeks for design, two weeks for timing analysis,
four weeks to build and debug prototypes, six weeks for
circuit board layout, and another four weeks to add ad-
ditional features or to tweak the original design. Obvi-
ously, the Intel 8203 DRAM controller is a desirable
alternative.

2.2 8203 Dynanﬁc RAM Memory
Controller )

The Intel 8203 is a Schoftky bipolar device housed in a
40-pin dual in-line package. It provides,a complete

‘dynamic RAM controller for microprocessor systems
and expansion memories. All of the system control
signals are provided to operate and refresh the 2117,
2118 and 2164A dynamic RAMs. To accomplish this,
the 8203 provides the following features:
. e Directly addresses one-half megabyte of 2164A
(with external drivers)
® 'Provides address multlpexmg and RAS CAS WE
strobes
e Provides a refresh timer and an 8-bit refresh ad—
dress counter
¢ Refresh may be internally selected for automatic
refrest} in a distributed fashion
e Refresh may be externally requested to provide for
synchronous or transparent refresh
e Compatible with Intel 8080A, 8085A, iAPX 88
and iIAPX 86 families of microprocessors
e Provides system acknowledge and transfer ack-
nowledge signals
e Allows asynchronous memory and refresh cycle re-
quests
e Provisions for extemal clock or crystal oscillator

A blgck diagram of the 8203 is given in Figure 13 which
illustrates how these features are integrated.

2.2.1 OSCILLATOR

The Intel 8203 generates its timing from an internal shift
register which is crystal controlled. This method pro-
vides highly accurate control of the timing required for
dynamic RAMs. This method is superior to a mono-
stable mulitvibrator approach where transients and unit-
to-unit timing accuracies are difficult to control.

[

COLUMN

ADDRESS

ALD-AL7“ l OUT,-0UT, -
TIMING
GENERATOR
By —] RAS,
REFRESH f—
COUNTER B,-0P, RAS,
—= ARBITER ) RAS,
RD/S1 o
WR SYNC CA53
PCS . CAS
l WE
REFRQ/ALE p]LatcH SYNC f— SACK
XACK
REFRESH )
TIMER .
OSCILLATOR
Xo/OP, —p|
X,/CLK —p|

Figure 13. 8203 Dynamic RAM Controller Block Diagram .
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2.2.2 ARBITER

The arbiter resolves all conflicts between any cycles that
are requested simultaneously. These cycles can be
generated from one of four places:

1. Read Cycle Request — RD/S1 input
2. Write Cycle Request — WR input
3. External Refresh Request — REFRQ/ALE *

4. Internal Refresh Request — (refresh timer shown in

Figure 13) !
§

The outputs from the multiplexer are inverted from the
address inputs. This is immaterial to the dynamic RAM

“array and does not require inversion for proper system

If arefresh cycle is in progress and a'read or write cycle is

requested, the requesting device receives a ‘‘not ready’’ -

until the present cycle is completed. After completion of
the present refresh cycle a response from the 8203 called
System Acknowledge, or SACK, will notify the request-
ing device of availability for use. If a read or write re-
quest occurs simultaneously with a refresh request, the
read or write cycle will be performed first, then the re-
fresh cycle. Read and write cycle requests cannot occur
simultaneously during normal operation. If the 8203 is
deselected, only an internal or external refresh cycle re-
quest will be accepted. Once selected, it will continue
with the present memory cycle if one is being performed.
(Hence the chip select input is-called protected chip
select, PCS, because the current cycle is always com-
pleted regardless ‘of any other pending request.)

2.2.3 REFRESH TIMER AND COUNTER

The refrésh timer is a counter that increments on each
pulse from the clock input until it reaches a preset
. number causing an internal refresh request to occur.
. Note that this causes the refresh rate to be 8203 clock cy-
cle dependent. External refresh requests will cause the
refresh timer to reset, but will not disable it.

The internal address counter contains the address that
will be used during the next refresh cycle. The counter is
incremented after each refresh, counting up to 256
before resetting to zero after all RAM addresses have
been refreshed. All current generation Intel DRAM:s re-
quire-a 128-cycle refresh, hence, the most significant bit
is ignored. However, this extra bit allows use of 256 cy-
cle 4 ms refresh devices without changing the current
memory system design.

2.2.4 MULTIPLEXER
The multiplexer is controlled by the timing and control
logic. It presents to the address bus_one of the following:

1. The contents of the refresh. counter when ;heré isa
refresh cycle i

2. ALj.¢ on a RAS ‘pulse
3. AHy.¢ on a CAS pulse

operation.

2.2.5 TIMING AND CONTROL

The timing and control logic allows either a read, write
or refresh cycle to occur. After any read or write cycle
request, SACK (System ACKnowledge) goes active if
the cycle was not requested during a refresh cycle. If it
was, SACK is delayed until XACK, thereby requesting
WAIT states from the cycle requester.

Figure 14 is a diagram of the 8203 pinout. Table 9 lists

* the pin numbers, the symbols, and the function of each

pin when the 8203 is configured for the 64K option..
The 8203 has two ways of providing dynamic RAM
refresh:

1. Internal (failsafe) refresh

2. External fefresh .
Both types of 8203 refresh cycles activate all of the RAS

outputs, while CAS, WE, SACK, and XACK remain in-
active. . , :

AH, {1 Vee
s
6
Auf 3 X/CLK
AHoml 5 Xo/OP,
=2 16KI64K

_ALg g 16K/ 64K ¢—
oUT g o REFRQ/ALE - MODE SELECT
AL, PCS
ouT, 3 AD/St
AL, a WR
OUT: SACK
AL XACK
o =

4 .
ouT, RAS; (Bg) .
_ALg [ B4/OP; (AH7) | MULTIPLEXED
OUTs By (AL7) PINS

ALg/OP; RAS, (OUT,)

oUTg RAS;

RAS,

|
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Figure 14. 8203 Pinout

22,6 REFRESH CYCLES

Internal refresh is generated by the on-chip refresh
timer. The timer uses the 8203 clock to ensure that
refresh of all rows of the dynamic RAM occurs every 2
milliseconds. If REFRQ is inactive, the refresh timer will
request a refresh cycle every 10-16 microseconds.

External refresh is requested via the REFRQ input (pin
34). External refresh control is not available'when the
Advanced-Read mode is selected. External refresh re-
quests are latched, then synchronized to the 8203 clock.
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Table 9. Pin Description‘ (64K Option)

Symbol Pin No. Type Name and Function

AL, 6 Input Address Low: CPU address inputs used to generate memory row address.

AL, 8 Input ’

AL, 10 Input

AL, 12 " Input

AL, 14 Input

AL;s 16 Input

ALg 18 “Input

AL, 24 Input

AH, 5 Input Address High: CPU address inputs used to generate memory column address. .

AH, 4 Input

AH, 3 Input

AH; 2 Input

AHy 1 Input

AH; 39 Input

AHg 38 Input

AH; 25 Input

BO 26 Input Bank Select Input: Used to gate the appropriate RASO RA81 output for a
memory cycle.

PCS 33 Input Protected Chip Select: Used to enable the memory read and write inputs. Oncg a

’ cycle is started, it will not abort even if PCS goes inactive before cycle comple-
tion. ‘

WR 31 Input Memory Write Request

RD 32 Input Memory Read Request

REFRQ 34 Input External Refresh Request

OUT, ' 7 Output Output of the Multiplexer: These outputs are designed to drive the addrésses of

OUT, 9 Output " the dynamic RAM array. (Note that the OUT,; pins do not require inverters or

OUT, 11 * Output drivers for proper orientation.)

OUT; 13 Output i

OUT, 15 Output

OUTs 17 Output

OUTg¢ 19 Output

OouT, 23 Output .

WE .28 Output Write Enable: Drives the write enable inputs of the dynamic RAM array.

CAS 27 Output Column Address Strobe: This output is used to latch the column address into the

. dynamic RAM array
RAS, 21 Output Row Address Strobe: Used to latch the row address into bank of dynanuc RAMs,
- RAS; 22 Output, selected by the 8203 Bank Select Pin (Bp).
XACK v 29 Output Transfer Acknowledge: This output is a strobe indicating valid data during a read
: ) cycle or data written during a write cycle XACK can be used to latch valid data
from the RAM array.

SACK 30 Output System Acknowledge: This output indicates the Beginning of a memory access
cycle. It can be used as an advanced transfer acknowledge to eliminate WAIT
states. (Note: if a memory access request is made during a refresh cycle SACK is
delayed until XACK in the memory access cycle.)

Xo/0P;, 36 Input Crystal Inputs: These inputs are designed for a quartz crystal to control the fre-

quency of the oscillator. X1/CLK becomes a TTL input for an extemal clock if
X/OP'is tied to Vcc.
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The arbiter will allow the refresh request to start a .

refresh cycle only if the 8203 is not in a cycle.

Internally, if a memory request and a refresh request
reach the arbiter at the same time, the 8203 will honor
the refresh request first. However, the external refresh
synchronization takes longer than the memory request

synchronization so, relative to the 8203 input signals, a -

simultaneous memory request and external refresh re-
quest will result in the memory request being honored
first. This 8203 characteristic can be used to ‘‘hide”
refresh cycles during system operation. A circuit similiar
to Figure 15 can be used to decode the CPU’s instruction
fetch status to generate an external refresh request. The
refresh request is latched while the 8203 performs the in-
struction fetch: the refresh cycle will start immediately

after the memory cycle is completed, even if the RD in-

put has not gone inactive. If the CPU’s instruction

decode time is long enough, the 8203 can complete the.

refresh cycle before the next memory request is gener-
ated.

REFRQ
- 8085A

8203

535

Figure 15. Hidden Refresh Generator.

After each refresh cycle, the 8203 increments the refresh
"counter, reloads the refresh timer, and clears the exter-
nal refresh latch. If the external refresh request is held

\

The user can select the desired Read request configura-
tion via the B1/0OP1 hardware strapping option on pin
25.

Normal Reads are requested by activating the RD input,
and keepmg it actrve until the 8203 responds with an
XACK pulse. The RD input can go inactive as soon as
the command hold time (t cys) is met.

Advanced Read cycles are requested by pulsing ALE
while S1 is active; if S1 is inactive (low) ALE is ignored.
Advanced Read timing is similiar to Normal Read tim-
ing, except the falling edge of ALE is used as the cycle
start reference.

Ifa read cycle is requested while a refresh cycle is in in pro-
gress then the 8203 will set the internal delayed-SACK
latch. ‘When the Read cycle is eventually started, the
8203 will delay the active SACK transition until XACK .
goes active. This delay was designed to compensate for
the CPU’s READY setup-and hold times. The delayed-

'SACK latch is cleared after every READ cycle.

Based on system requirements, either SACK or XACK

can be used to generate the CPU READY signal. XACK

will normally be used; if the CPU can tolerate an ad-

vanced READY, then SACK can be used. If SACK ar-

rives too early to provide the appropriate number of

WALIT states, then either XACK or a delayed form of .
SACK should be used

2.2.8 WRITE CYCLES

Write cycles are similiar to Normal Read cycles, except
for the WE output. WE is held inactive for Read cycles,

. but goes active for Write cycles. All 8203 Write cycles

are “early write”’ cycles; WE goes active before CAS
goes active by an amount of time sufficient to keep the

) dynamlc RAM output buffers turned off.

active, the latch will be set again, and another refresh cy-

cle will be generated. If, however, a memory request is

pending, it will be honored before the second refresh re- -

quest. This feature prevents refresh from locking out the
memory request.

Certain system configurations require complete external
refresh control. If external refresh is requested faster

than the minimum internal refresh timer (tggp) then, in

effect, all refresh cycles will be caused by the external
refresh request, and the internal refresh timer will never
generate a refresh request.

2.2.7 READ CYCLES

The 8203 can.accept two different types of memory
Read requests: ’ .

1. Normal Read, via the RD input

2. Advanced Read, using the S1 and ALE inputs

For a more detailed analysis of the 8203, refer to Ap-
plication Note AP-97A, entitled ‘‘Interfacing Dynamic
RAMs to iAPX 86/88 Systems Using the Intel 8202A
and 8203.”

3 SIMPLE SOLUTION !

An exarrlple of the ease of interfacing DRAMs to micro-
processors with the 8203 is shown in Figure 16. This is an

. example of the 8203 and 2118’s or 2164A’s configured as
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local memory to a min mode iAPX 88 System. The CPU’s-
local bus is demultiplexed by an 8283 which latches the
addresses and presents them to the 8203. Notice the lack
of TTL support circuitry. The only additional com-
ponents are a latch for the dynamic RAM output data
and a OR gate to steer theWE signal on byte writes. The
8203 handles all the interface requirements of the
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DRAM array, rendering a very simple solution to a
dynamic memory design.

_Figure 17 is an 8203/2164A memory system configured
as a global resource-to a max-mode iAPX 86 micropro-
cessor system. Although there are several more TTL
components involved, the buffers and transceivers are a
requirement for proper system bus interface design. In
terms of controlling the memory, the 8203 and 2164A in-
terface is as simple as in the previous example. The abil-

ity of the 16 bit 8086 to perform byte operationg requires
two gates (shown on the diagram of Figure 17 between
the 8203 and the 2164A array) to steer the write pulse
output from the 8203 to either the high or low byte or
both bytes as directed by A0 and BHE (Byte High
Enable). o '

These examples balance ease of use and design through-
put time with performance. The designs shown typically
require one to two WAIT states. With one WAIT state,
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Figure 17. 8203/2164A Global Memory System "
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processor performance is reduced to 91.7%, and with
two WALIT states it drops to 83.7%. This may be accept-
able in many applications, but where it is not, a modest
additional design effort can yield zero WAIT states.

4 5 MHz NO-WAIT .STATE SYSTEM1

4.1 Circuit Description

The DRAM/8203 microprocessor memory system dis-
cussed up to this point met all of our design criteria ex-
cept one — optimum performance. In minimum mode
operation, inherent delays in the system RD and WR
commands resulted in a READY signal that was too late
to avoid processor WAIT states. Attaining zero WAIT
states requires minimizing these delays by transmitting
advanced read (RD) or write (WR) commands. This is

not a simple task in minimum mode operatlon because:

the iARX 86 processor produces the RD and WR signals
in a fixed relationship after ALE occurs. However,
operating m a max-mode, the iAPX 86 outputs three
status bits (SO Si, $2) which occur ahead of the ALE
signal. (Refer to the timing diagram shown in Figure 18.)
With proper logic circuitry, these status bits can be used
to initiate the advanced sngna]s requu'ed '

The following dlscussxon describes a 5 MHz no-WAIT
state microprocessor memory system designed for op-
timum performance. Figure 19 shows an iAPX 86 max-
imum mode system modified for zero WAIT states. The
circuitry added to the system previously described is en-
closed in the dashed lines. The 8205 decodes the three
status bits (S0, Si, S2) and outputs an advanced read or
write signal at pin 13 or 14, respectively. These signals
flow through the corresponding 74S158 (a 2:1 mux con-
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Figure 18. 8086 Bus Timing — Maximum Mode System (using 8288)
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figured as a high speed flow through latch) and are latched
on the falling edge of ALE from the 8288. Latch outputs
(ADV WRC and ADV RDC) are connected to the 8203
WR and RD inputs. The two latches are cleared by
clocking the trailing edge of either the memory read
command (MRDC) or memory write command (MWTC)
through a 74S74 flip-flop. System acknowledge (SACK

— used in place of XACK because it occurs sooner) is
returned to the 8284A which provides a synchronous
ready signal to the iAPX 86. The advanced memory
write command, AMWC, clocked to provide ap-
propriate timing with CAS, is ORed with WE to obtain

~ the WR for the 2118’s. The S2 status bit is latched by the

745158 on the trailing edge of ALE.

Asag

2118
MEMORY
ARRAY

HIGH BYTE WE
D015 Doyi0-15.

il

XACH
S

A
K
1
LaTCH|

8203

CS
SACK
74532

128K-BYTE DYNAMIC RAM MEMORY SYSTEM

8205

o L|> ,

ADV ABC

5

ADVANCED RD/WR
CIRCUIT

* MUST BE 745158, WIRING CRITICAL FOR PROPER LATCH OPERATION

- - ADDITIONAL CIRCUITRY REQUIRED FOR ZERO WAIT STATES

OTHERADY
INPUTS

Figure 19. 5 MHz No-WAIT State Microprocessor Memory System
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4.2 Analysis and Description of
- System Timing

Read cycle worst case analysis is shown in Figure 20
which only considers the maximum time delays.. The
four processor t states are indicated by t through t4. To
accomplish zero WAIT states, valid data must reach the
iAPX 86 by the end of t3 minus 30 ns. The latest read
data arrives at the iAPX 86 (next to the last waveform)
within this time frame. Timing relationships are as
follows:

The ADV RDC flows through the 74S158 latch and
reaches the 8203 within 6 ns after the rise of ALE. The

latest PCS is generated by decoding CPU addresses and
arrives within 133 ns. The SACK signal is then returned
within 127 ns from PCS. The buffered SACK is used as
the READY signal to the iAPX 86, resulting in zero
WAIT states (except when the 8203 is performing a
refresh cycle). The maximum PCS to CAS delay is
shown to be 245 ns. Also accounted for is the maximum
access time from CAS to data valid of 80 ns and a propa-
gation delay of 45 ns for valid data to reach the pro-
Cessor. ;o

. Inthe write cycie, the relationship between data and WE
. at the memory and the relationship between the leading

edge of WE and the trailing edge of CAS (tcwr) must be

T
200 ns

[ TCLCL

T2

—\
\

CLOCK

r; I

So. S1. 82

i S

[+~—133ns
i

LATEST

_\..

i ALE

: T\

LATEST ADV RDC
AT 820

f+—133 ns —=|

LATEST PCS

TO 8284A

TR1VCH = 35 ns~——=|

AT 8203 \ l_
127 ns»l
LATEST SACK
FROM 8203
READY INPUT
(BUFFERED SACK)

—

—

'

NECESSARY ASYNCHRONOUS
READY SETUP AT 8284A TO

XACK

245ns

GUARANTEE NO WAIT STATE " [+——TACK=10ns

PCS TO CAS DELAY
AT 8203 (MAX)

MAX CAS ACCESS WITH

——+ITCAC

AS

=80ns FOR
SLOWEST 2118

— ju—

SLOWEST 2118

PROP DELAY 70 ns—

DATA VALID OUT OF 2118

Ens TOFFw FOR 2118

LATEST READ DATA
ARRIVAL AT'8086

READ DATA

570ns

\___MUSTBE =0FORNO
WAIT STATES*

DATA MUST BE VALID AT

CPU=3 TCLCL-TDVCL

READ CYCLE WORST CASE ANALYSIS
8086 IN MAX MODE AT 5 MHz *
8203 AT 25 MHz

“CRITICAL TIMING FOR ZERO WAIT STATES.

VALID DATA AT CPU

|~—mv0L

Figure 20. ‘Read Cycle Tirhing Analysis (5 MHz2)
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preserved. Since DRAMs write data on the leading edge
of the write pulse, data must be valid before the fall of
WE. Timing analysis of the skew of the normal memory
write command (MWTC) to valid data shows that worse
case, it is possible to have data arrive after the falling
edge of WE (case 1 of Figure 21). Using the other write
pulse available from 8288 bus controller, the advanced
memory write command (AMWC), led to the problem
depicted in Figure 21, case 2, violation of the DRAM
specification tcwy. From these observations, the need
for the clocked AMWC pulse becomes apparent. By
delaying the AMWC pulse until the next rising edge of
the system clock and then gating this signal with the WR
“output from the 8203, a “‘best-fit’’ write pulse is created
that meets all timing requirements. )

WE TO DATA SKEWS PROHIBIT USE OF COMMANDS
DIRECTLY FROM 8086 PROCESSOR

- CASE 1 — DATA NOT VALID AT WRITE
WORST CASE DATA FROM 8086 VALID
BEST CASE CAS/WE FROM 8203
’ ~tos
CASE 2 — NOT ENOUGH TIME TO WRITE
BEST CASE CAS FROM 8203

WORST CASE COMMAND
FROM 8086 (MWTC)

Figure 21. Write Cycle Problems

Figure 22 depicts the worst case analysis of the write cy-
cle. The timing relationships are similar to those for the

. read cycle with a few exceptions. The advanced write
command, ADV WRC, flows through 745158 and is
latched by the fall of ALE. The earliest CAS occurs 145
ns after the PCS. Valid data is output from the CPU
within 210 ns and reaches the memory 35 ns later. The
advanced memory write command, AMWC, and associ-
ated progation delays must satisfy the t cw requirement
of the 2118’s which starts at the beginning of the AMWC
pulse and terminates with the end of CASNThe write
enable, WE, from the 8203, is ANDed with AMWC to
obtain the WR for memory.

4.3 Compatibility of the 2118 and 2164A

The 5 MHz no-WAIT state system was designed with the '

2118-15 DRAM. By following the guide lines in section
1.3 and examining tight timing areas specific to this ap-
plication, it can be shown that the system is expandable
and works equally well by using two rows of 2164A-15
parts in place of four rows of 2118-15 parts. The 8203,
when configured in the 64K mode, guarantees proper

generation and arrival of timing signals to the memory.

Since the controller is CAS access (tcac) limited, the
tcac spec of the 2118 and the 2164A must be compared
for the read cycle. tcac on the 2164A-15 is 85 ns, 5 ns
greater than the 2118. This means that valid data will ar-
rive at the 8086 processor 5 ns later, for the worse case,
using the 64K device. The read cycle timing analysis
shows this is still well within the 570 ns requirement of
the 8086. During the write cycle, two parameters were of
concern in the 5 MHz system: .

tps (data set-up before CAS)
tcwL (leading edge of write to trailing edge of CAS)

Since the t pg spec is the same for both devices (O ns), the '

original timing analysis for this parameter is still valid
and the 2164A fits. The tcwp spec for the 2164A-15 is
40 ns. This is 60 ns less than the 2118-15, so that
substituting the 2164A actually relieves a tight timing
spot in this design. The additional delay added to con-
trol line paths due to larger input capacitances of the
2164A is accounted for in the 8203 specification (the
8203 is specified to directly drive four rows of 2118’s,
" only two rows of 2164A’s for this reason). After adding
decoupling to meet the 2164A-15 requirements, the
2164A memory system is up and running, doubling
memory size and reducing device count by one-half.

4.4 System Reliability

The majority of microcomputer systems are designed in-

‘to applications where system failure ranges from ir-
ritating (such as a vending machine failure) to a financial
loss ‘(such as a double debit from an electronic teller
machine). While these are not life threatening failures,
reliability is important enough to be designed into the
system.

A memory system is one of the system components for
which reliability is important. Also it is one of the few
system elements which can be easily altered to enhance
its reliability. The inclusion of some additional hard-
ware allows the CPU to keep check on the integrity of
the data in memory. Figure 23 represents a five TTL chip
solution that, when added to the 5 MHz design example,
allows error detection in the memory.

Because the 16-bit 8086 has the ability to do selective
high or low byte writes in addition to full word opera-
tions, parity needs to be generated and checked on the
byte level. This requires two extra memory devices per
row to store the parity bits of the high and low bytes.

Parity is generated by exclusive ORing all the data bits in

‘each byte (accomplished by the 74S280) which results in
a parity bit. This parity bit is the encoding bit of each
byte. Because there are eight data bits, the parity bit Cis:
C=b;@b;...... b;@ bg where b- = value in the bit
positions. :
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Figure 22. Write Cycle Timing Analysis

74508
INTA o
PWR,,+RESET RCS =PCS + AD B e
CAS—O ‘saKkx 18
PARERR <—{ WE—o| ARRAY
Gy
__ G
Cq— XACK EVEN EVEN
745280 745280 ;
_] _I DoDis PL Py Dour
~ ST A
" 74508 74508
INTA >—o 745244 $ |
+5VDC d Ll
I l [T [ 745373

Ass2

3-90

-Figure 23. Parity Checker/Generator




intef

AP-133

The parity bit combines with the bits from the original
data byte to form the encoded half-word (9-bit byte).
Encoded words always have either ‘‘odd’’ parity, which
is an odd number of 1s (an odd weight) or ‘‘even’’ parity
which is an even number of 1s (an even weight). Odd and
even parity are never intermixed, so that the encoded
-‘words have either odd or even.parity — never both.

When the encoded word is fetched, the parity bits are

. removed from the word and saved. Two new parity bits
are generated from each byte. Comparing these new
parity bits with the stored parity bit determines if a single
bit error has occurred in either byte.

Consider the two bit data word whose value is ‘01",
Exclusive-NORing the two data bits generates a parity
bit which causes the encoded word to have odd parity:

c=0@!1
C=0
The encoded word becomes: )
Data Generated Parity Bit

01 . 0

Assume that an error occurs and the value of the word
becomes ‘“110.”” Stripping off the parity bit and
generating a new parity bit:

transmitted parity = 0

transmitted word = 11

New parity of transmitted word = 1@ 1 = 1; gener-
ated parity # transmitted parity. .

Note that the error could have occurred in the parity bit
and the final result would have been the same. An error
in the encoding bit as well as in the data bits can be
detected. ' '

Although parity detects the error, no correction is pos-
~ sible. This is because each valid word can generate the
same error state. Illustration of this is shown in Table
10. :

Table 10. Possible Errors

Possible Correct Word Single Bit
with Parity Error
001 011
111 011
010 011

Each of the errors is identical to the others and recon-
struction of the original word is impossible.

Parity fails to detect an even number of errors occurfing
in the word. If a double bit error occurs, no error is
detected because two bits have changed state, causing
the weight of the word to remain the same.

’

Using the encoded word ‘010’ one possible double bit
error (DBE) is: .

— Parity

Checking parity:
c=1@1=1 .

The transmitted parity and the regenerated parity agree.

Therefore the technique of parity.can detect only an odd

number of errors.

" In the circuit of Figure 23, parity is generated and checked
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in the same devices — the 74S280 pair. Should a parity
error occur in either the high or low byte (or both) the er-
ror flip-flop is set, causing an interrupt to the 8086 to oc-
cur. When the 8086 responds with INTA (interrupt ac-
knowledge) the flip-flop is reset. INTA also enables the
74S244 which gates the interrupt number onto the data
bus. The interrupt request signal to the CPU indicates a
memory error has occurred. The nature of the interrupt
procedure is heavily dependent on the user application,
but typically ranges from retry or recovery routines to
simply turning on the parity error light and proceeding.

One other software consideration for this circuit is the
requirement to initialize all the 'memor'y to a known
state. This initialization is needed to properly encode all
the memory to even parity. This is typically done upon
power-up by writing zeros into all memory locations
prior to program storage. . i

In summary, single bit parity will detect the majority of
errors, but cannot be used to correct errors. Using parity
introduces a measure of confidence in the system.
Should a single bit error occur, it will be detected.

For a detailed treatment of error detection and also
techniques for error correcting, refer to Intel application
notes AP-46, ‘“‘Error Detecting and Correcting Codes
Part #1,” ‘and Application Note AP-73, “ECC #2
Memory System Reliability with Error Correction.’’

4.5 Alternatives to 8203 Refresh
Control Designs

There are essentially four choices available when select-
ing a technique for refresh control circuitry. These are:

Separate controller

CPU Hardware Control

CPU Software Control

Circuitry Internal to the RAM
Figure 24 is an implementation of a separate controller
design. This is a typical non-LSI version that requires 11
TTL packages, an 8282A octal latch, a 3242 address

multiplexer/refresh counter, two bidirectional bus
drivers, an 8212 octal latch and two active delay lines.

.
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Nothing is gained by using discrete packages where a
LSI device can be designed in. The plethora of TTL does
require a larger erigineering effort exemplified by the cir-
cuit complexity and timing analysis for this circuit
(Figure 25). In terms of performance, the extra engineer-
ing effort can be fruitless — the CPU in this example is
forced into the HOLD condition every time a refresh cy-
cle occurs, even if the memory is not being accessed.
This waiting period lasts 1.23 microseconds for every
refresh cycle performed. Contrast this with the 8203 cir-
cuit which runs without WAIT states (unless a refresh
cycle is in progress when the CPU requests a memory ac-
cess, in which case one WAIT state is inserted). The ad-
vantages of using the 8203 should be obvious by now.

Additional hardware closely coupled to the CPU timing
refresh for the microprocessor operation is one alter-
native to 8203 design. Some implementations include the
extra hardware within the microprocessor; rendering a
low cost, simple design. Wide restrictions govern the

usage of such a system however, precluding this type of
design in many applications.

To cite a few disadvantages:

® CPU must run continuously — no single step,
HOLD, or extended WAIT states

® Multiprocessor operation‘is difficult
* CPU must always participate in memory operations

CPU software control of refresh is another alternative.
This- approach increases software development and
maintenance costs and may not be offset by the very low
or no hardware overhead for refresh. One method re-
quires real-time analysis of all modules and possible
directions of the program, with branch-to-refresh in-
structions included in all paths so that a refresh pro-
cedure is executed at least every 2 ms. An option on this
technique requires a single interrupt time, which, when it
times out, interrupts the CPU, causing it to revert to the
burst refresh software routine. '

n T n T 13 T
CLOCK | I . 1 I I 1 ) 1 T 1 T
TIMEOUT l 1 .
wop—o u!
HOLD A S
REFRK T1 0
INY -
T 11
25
. 1T 1
120
REFRKD T
REFER [J L 1
RAS .
T 1 REF ADDRESSES | I
cLock T - Kl K ] T T ) 2
L | I I J 1 1 I
D 1 I 0
RAS T : I T | [
R & E— o 1
o 2smnz —LT 1 Im} 1
04 [ 1 ] . I 1 =
0120 I T 7 1
sT8 I:l . .
s ___[.] | S -
ROW] coL | I ROW_ L co T )| ROW.
WR L T
WE g
DATA — Dour 21188 > 2 PROCESSOR ADDRESS TAKES OVER 8US | Dour (FROM 8083)
— : s ' L ! ) s
L t t t t T t t
o 200 400 600 800 1000 1200 1400

- Figure 25. Timing Analysis Discrete Controller .
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Figure 26 shows an ASM-86 implementation of a burst
refresh procedure. Accomplishing refresh in software is
simple: save all registers used, perform a read at each of
the 128 row addresses, then restore all registers and
return.

The pure software approach makes it very difficult to
make program changes and is limited to special applica-
tions. Also, since the refresh cycles are actually read

methods require that the CPU is always running,' and
hence shares many of the disadvantages of a CPU hard-
ware refresh design.

One approach to memory system refresh control is to
forge the entire system in silicon, incorporating the
dynamic RAM array and all of the refresh control cir-
cuitry into one device. This, however, represents a
departure from classical, dynamic RAM system design

cycles, the memory consumes more power for' refresh
than in standard refresh cycles. Both software refresh

methodologies and as such, are outside the scope of this
application note.

?*******************XX****#*************#t*************#**##*
; .

H " BURST REFRESH ROUTINE IN hSMBé

| VERSION 1.0

H MC AFFLICATIONS LAE JAN 82

H

3 KKK K KKK KK KKK K KKK KKK K HOK K KKK KKK KKK IOK KKK KKK KKK KKK KK

CHEG SEGMENT
ASSUME CSICSEG.DSICSEG

FRRKKKKRRNOKKRRK BURST REFRESH INTERRUFT ROUTINE XXK¥KKAKKKKKKAKK
This rrocedure does software refresh from an interrust [=3°]

rerforming dummy reads on the first 128 device (row)
addresses. .

- e e

HARIWARE ASSUMFTIONS! RAS is common throughout the arras
with CAS decoded for 3 row select. An external timer
dgenerates the refresh interrurt everuy 2 milliseconds.

. e e

7 HKRRKIORRKKK KKK IR KRR AR ARAKRRRA KRR KRR KRR RKRRAKK KKK KK

RBURST? $SAVE REGISTER CONTENTS

FUSH A
. PUSH EX .

FUSH cX

FUSH ~  SI )

MOV’ EX s BASEALIRS {FLACE SEG FNTR OF TARGET EOARD ROW IN EX
RUKS1: MOV [0Sy EX #INIT DATA SEG TO START OF A EOARD ROW

Mov -CX s REFCOUNT #SET LOOF COUNTER TO NUMEER OF DEVICE ROWS

MOv SIyADRCOUNT FINIT MEM INDEX FNTR
REF$ MOV . AXsDS:[SI] $READ 16 KIT WORD (DUMMY READ IS A REFRESH)

NEC SI ,

LEC - SI $DECREMENT REFRESH ADDRESS FNTR TO NEXT WORD

L.UOF REF - #LOOF ONCE FOR EACH LEVICE ROW

5 128 ROWS HAVE BEEN REAI'' (REFRESHED) SO EXIT

EXIT? FOF S1 $RESTORE REGISTERS
FOF " CX
FOF EX
FOF AX

IRET $RETURN FROM INTERRUFT

$SET TO SEGMENT ADDRESS OF MEMORY
$SET 'TO NUMBER OF DEVICE ROWS (128 FOR 2118)
$SET TO TWICE NUMBER OF DEVICE ROWS

'

RASEALIRS EQU 0000
KEFCOUNT EQU 128

AIRCOUNT EQU" 256

CSEG ENDS

ENI

Figure 26. PLM-86/ASM-86 Burst Refresh, Sheet 1 of 2
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i

REFRSH?
nos

HURSTREF ¢ PROCEDURE $ /% FROCEDURE FROVIDES A EBURST REFRESH EY READING
ALL 128 DEVICE ROWS ON ALL ROARD LEVEL ROWSX/

INCADR:! FROCEDURE(FTR) FOINTER? /% INCREMENTS REFRESH ADDRESS FOINTER %/

. NECLARE FTR FOINTER,
ADR EASED FTR (2) WORI;

ADR(1)=ADR(1)+25 /%INC WORD ADDRESSX/
RETURN FTRS$ .
END INCADRS

INCED? FROCEDURE (FTROFOINTERG /% INCREMENTS BOARD LEVEL

DECLARE FTR FOINTER»
AIDR BASED FTR (2) WORDj

ANDR(O)=ADDR(0) +03FFFH} .

IF ADDR{1)=0 THEN AIDR(0)=ADDR(0O)+13

RETURN FTK ' '
END INCEDG

DECLARE (BDROW$FTRYREF$FTRySTART$FTRyLAST$FTR )FOINTERS
NECLARE (REF BASED REF$FTR>RIDATA ) WORD;
DECLARE (DEVROWS) RYTE?

/% READ 128 ADDRESSES ON ALL EOARD- ROWS %/

o } .
START$FTR=200Q0H3
LAST$FTR=3FFFOH}
EDROWSFTR=START$FTR}
REF$FTR=START$FTR}

1D WHILE EBDROW$FTR<=LAST$FTR}
NEVROWS=1283 )
0 WHILE DEVROWS==03
. RDDATA=REF #
REF$FTR=INCAIR(REF$FTR) }
NEVROWS=DEVROWS-1
END )
HIROWSFTR =INCEBLI(BOROWSFTR)
REF$FTR=ROROWSFTRS '
END$
ENID3

END BURSTREF §

/7% MAIN ¥/
nos .
CALL BURSTREF3#
ENDG

"ENDI REFRSH3

ADDRESS FOINTER X/

Figure 26. PLM-86/ASM-86 Burst Refresh, Sheet 2 of 2
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One last technique for refresh control exists that doesn’t
fit into any of the above catagories and is worth bringing
to light. Its use is heavily application dependent, hence
has the most severe limitations, but if it meets the design
requirements, its the most- cost effective of all. The
memory must be configured so that all row addresses
will be strobed within 2 ms. Figure 27 is a block diagram
of an application where this is possible since successive
memory access addresses are predictable and defined.
The circuit depicts a simpified graphics terminal display
memory interface. Assuming a requirement of a
512x 512 display resolution, the memory array is ar-
ranged as two rows of eight 2118 devices. During each
read cycle, one byte is loaded from the memory into the
shift register and is serially clocked out as video. Asingle
RAS is common to the array and CAS is decoded to each
row. This configuration simultaneously refreshes one
row while reading data from the other row. A disadvan-
tage of this arrangement is additional power supply and
decoupling requirements, since one row is always mak-
ing a transition to active current (Al,) while the other
draws refresh cycle current (AIR). Refer to Section 6.3.4
on-decoupling for calculations. The following is deter-
mined: '

Pixel Clock (Hz) < (N+R)*L*F=21.450 MHz _
where N = Number of displayed dots per line =512

L =Number of horizontal lines per. frame
=532 (512 visible lines + 20 line times al-
lowed for vertical retrace)

F =Frame rate of 60 Hz

R =Number of pixel clock times allowed for
horizontal retrace time=160 (Usually
empirically determined. This number es-
tablishes the width of the margins on the
left and right sides of the CRT display.)

Memory Cycle Rate = Byte read rate of the memory
=2.68 MHz ’
21.450 MHz
Meye (H) = =—————
pixel rate
pixels/byte
1
2.68 MHz

The 2118-15 meets this Tcyc cycle time requirement.

=2.68 MHz

Teye = =373 ns/cycle

Since the memory array is sequentially addressed, the
memory is automatically refreshed every 128 consecu-
tive cycles. .

Checking refresh timings: 128 cycles X 373 ns/cycle =
- 47.74 microseconds between total refresh for each
device, easily within the 2 ms specification.

'
The worst case refresh occurs during vertical retrace
time when:
retrace time = 31.3 microseconds/line X 20 lines =
627 microseconds

D \
osc
PIXEL CLOCK
RASTER
TIMING
AND
VIDEO | K
VIDEO CONTROL [™VIDEQ ADRS BUS __ )]
MEMREG
<] L HZ BLANK
READY HZ BLANK ADDRESS
— cIv V BLANK MUX GRAPHICS
MEMORY SHIFT
ARRAY i REG.
2 ROWS 2118
cPu
BUS
. RAS CAS, CAS, WR VIDEO
CPUIVIDEO BUS SELECT —
0 Bus SRLEC ROW/COL
TIMING GENERATOR
, ross

Figure 27. Graphics Terminal Memory
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worst case refresh rate = 627 microseconds + 47.7
microseconds = 674.7 microseconds, still well within

the 2 ms specification.
-

Writing is performed during horizontal or vertical re-
trace. More efficient designs would interleave memory,
eliminating the processor being in WAIT mode until the
memory is open. Here, and in some other.limited ap-
plications, refresh can occur automatically by design,
and with no software or hardware overhead.

5 10 MHz NO-WAIT STATE SYSTEM

For fast high performance microprocessors such as the
10 MHz 8086, an LSI controller for dynamic RAM in-
terfacing is unacceptable, due to the requirement for

and data hold time of a flip-flop arbiter. This is a major
pr‘obl_em in purely asynchronous designs.

5.2 System Block Diagram

 Figure 30 is a block diagram of the basic functions re-

WAIT states and resultant impact on performance.

Until faster LSI controllers appear, discrete controller
designs are required. In the example that follows, high
performance design techniques are coupled with Intel
high performance RAMs to yield a 10 MHZ no-WAIT
state 8086/2164A system.

The key requirements are:

ALE to data in: 219 ns
READY response: 89 ns
2164A trac 150 ns |

The solution and implementation that follows, con-

figures the 8086-1 in max-mode, incorporates a syn-

chronous arbiter while providing a quasi-synchronous
refresh (refresh that is synchronous to the system clock,
but not to the microprocessor).

5.1 System Refresh

Rather than being constrained to the design configura-
tions of purely synchronous or asynchronous refresh ar-
bitration, a quasi-synchronous scheme was chosen —

taking advantage of the benefits of both, and avoiding

some of the drawbacks of implementing either one ex-
clusively. Synchronizing the refresh arbitration to the
system clock ensures that its operations are inherently
and closely coupled to CPU operation and allowing

quired for this system; refresh interval timer, refresh ad-
dress counter, arbiter synchronization, address multi-
plexing and timing generation. Included also in the
diagram are the memory and CPU status decoders, data
latches and transceivers, bus control and clock genera-
tion.

The function of the refresh interval timer is to place re-
quests for refresh cycles, distributed in approximately 15
microsecond intervals, so that each row of the memory
devices receives a refresh within 2 milliseconds. This
timer is comprised of two four-bit synchronous binary
counters and two flip-flops. The timer circuits divide the
10 MHz system clock by 150, then latches the count
carry bit to hold until recognized, through the arbiter,
by the refresh latch.

The refresh address counter generates the refresh ad-
dresses that are submitted to the address multiplexer
during a refresh cycle. The counter is incremented once
at the end of each refresh cycle to update the refresh ad-
dress: The outputs are wire-ORed to the microprocessor
address bus and are active only during a refresh cycle, at
which time the current count is presented to the address
multiplexer as the refresh address.

Timing generation for the memory array produces the
control signals for the address multiplexer and the gating
signals that Mideﬁr the properly timed arrival to the
memory of RAS, CAS, and addresses. In this design ex-
ample, it is essentially a delay circuit with variable taps
to permit fine tuning of the memory inputs so as to allow
no-WAIT states by the microprogessor for a memory cy-

" cle. The strobe used to latch valid data from the memory

critical timing edges to always be predicted through

worst case analysis. However, unlike totally syn-
chronous systems, if the CPU in this example were to
enter a HOLD, HALT, or otherwise stopped state,
refresh cycles would continue to keep valid data in the
memory, independent of the CPU operation. Also, syn-
chronization of refresh requests to the system clock
make the task of the arbiter very easy. Memory cycle re-
quests and refresh cycle requests never occur at the same
time (Figures 28 and 29, timing analysis). As a result,
there is no chance that a random cycle request can arrive

is also provided by the timing generator.

The 2164A dynamic RAM requirement of multiplexed
row and column addresses is met by the address
multiplexer. Here, the proper selection and transmission
of row/refresh or column addresses is accomplished by
control of the select line timing generation circuit.

* In this design (Figure 31), arbitration is easily per-

formed, i.e., once a cycle type is latched into its respec-
tive flip-flop (refresh latch or memory access latch) its

-request is presented to the input of an AND gate that will

in a narrow time window that would violate data setup .
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allow the request to pass through if a request of the other
type is not currently in execution. Once the request
passes the AND gate, the hardware is committed to a cy-
cle of the requesting type and blocks any subsequent re-
quest until the current cycle is complete.
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For example, suppose the CPU status decoder indicates
a memory cycle is pending and there is no refresh cycle in
progress. The status decoder outputs a bit indicating this
condition to the memory access latch and is latched on
the falling edge of ALE (address latch enable). After
propagating through the latch, this latched memory ac-
cess bit is presented to the input of AND gate B (where it

will carry through the gate initiating a.memory cycle, -

since there is no refresh cycle in progress) and its comple-
ment to AND gate A where it will block a refresh request
from propagating through until the memory cycle is
complete. As another example, assume that a refresh cy-
cle is pending. The refresh timer times out, latches its
output signal into the refresh request latch which subse-
quently presents this latched refresh request to the input
of AND gate A. Here the signal is either held up or pas-
sed through depending upon the current CPU status.

» Assuming that there is no memory cycle in progress or

that one has just ended, the AND gate passes the refresh
request through.to the refresh cycle latch, committing
the hardware to initiate a refresh cycle and blocking any
memory request that may occur until the end of the
refresh cycle. :

The sole purpose of the CPU status decode block is to
inform the arbiter (as soon as possible) as to whether or
not the pending machine cycle is going to be a memory
cycle.

The bus controller provides the memory write command
(MWTC) and is steered to a high and/or low byte write
by A0 and BHE in the byte control block. Address latch
enable (ALE) used for latching valid addresses off the
multiplexed bus, data enable (DEN) used to enable the
data transceivers, and data transmit/receive (DT/R)
used to control the direction of the data transceivers, are
all provided by the bus control block.

N

The refresh sync and ready" sync blocks generate several

control signals for a number of functions that must exe-

ecute to carry a refresh cycle to its natural end, all in-

synchronization with the system clock. The first signals
generated are address disable — used to switch the CPU

address latches into a high impedance state, -and access .

block — used to block a memory cycle request at AND
gate B. On the next rising clock edge a control signal is
output that will switch the refresh address counters onto
the address bus and enable a string of shift registers that
comprise the ready sync to start shifting the READY bit
through. Then, on the next rising edge of the clock, the
refresh cycle latch is cleared, and finally on the falling

" edge of the clock the refresh signal is output from the

ready sync block which is used by the RAS select block
to enable all the RAS lines at once, simultaneously per-
forming refresh on all four memory rows.

5.3 Schematic

Refer to the logic schematic (Figure 31) and to the block
diagram in Figure 30, during the following discussion in-
volving the conversion of logic blocks to TTL logic.

The refresh interval timer is comprised of devices P2 and
P4, two 74L.S163 four-bit synchronous binary counters,
and one F/F from P14, a 74574 flip-flop. The counters
are cascaded and free-running, being incremented by the
system clocks so as to output a refresh request pulse
every 15 microseconds. This pulse is stored by P27 F/F,
the refresh request latch, which is part of the arbiter.

The refresh counter is a pair of AM25LS2569 three-state
binary up/down counters (located at P17 and P18) that
sequence from 0 to 28-1 (255) and then roll over to start
again. The MSB (most significant bit) of the counter is
unused. With the devices’ clock input tied to their OE,
the counters are automatically incremented at the end of
a refresh cycle when the outputs are switched off the ad-
dress bus by OE going high. This sets up the count to the
next refresh address.

Memory address multiplexing is comprised of a pair of
74S158 quad 2:1 multiplexers (P19, P20). Inverted data
output devices were selected because of their shorter
propagation delay. The arrival of addresses to the
memory is one of the tight timing constraints for zero
WALIT states. The select line is controlled by the timing
generator during a memory read or write cycle and is

. used to switch from row to column addresses at the ap-

propriate time. During a refresh cycle, the select line
does not change; thus, only the refresh addresses, which
are wire-ORed to the row addresses are presented to the
memory array.

The arbiter in this system is designed with two 74574
F/Fs, one from P11 and the other from P27, and two
gates: a 74S11 AND gate at P25 and a 74S00 NAND gate
at P22. As previously discussed, the arbiter makes the
decision of whether to run a memory R/W cycle or a
refresh cycle, then commits the hardware to initiate the
cycle decided upon. Classically a difficult choice, the
task is greatly simplified by the quasi-synchronous
nature of this design. Memory and refresh cycle requests
never occur at or near the same time and the worst case
data setup and hold times at each F/F are easily predict-
table and are designed to avoid violations of these
specifications. The relatively simple nature of this ar-
bitration circuit is demonstrated by the small device .
count and simplicity of the method involved.

The status decode block is implemented with two NAND
gates from 74S00 at P26 and one NAND gate from P22.
Low power Schottky devices were required because of
the limited (2 mA) drive capability of the 8086 status .

i
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lines. Through observation of the truth table for the status
bits SO-S2 on the schematic and the following logic, it is
apparent that NAND gate P26, pin 6 goes low during
memory read, memory write, or instruction fetch cycles.
This active low memory cycle status bit is latched into the
access latch on the trailing edge of the clocked ALE (from
S74 F/F at P11) and informs the arbiter that this memory
cycle is in progress. For any other type of CPU cycle,
device P26, pin 6 is high, which enables NAND gate P22,
pin 5 to allow the next rising edge of the clock to preset
the memory access latch, indicating to the arbiter that this
is not a memory cycle.

The bus control block functions'are executed with an
Inte] 8288 bus controller. In this circuit, ALE, DT/R,
DEN and MWTC are all generated at P5 from system
clock and CPU status bits inputs. The MWTC is used
for the write pulse to the memory array, being directed
to the higher or low byte by the pair.of 74S32 gates at
P24 which comprised the U/L WE byte control block.
ALE is transmitted to P11 latch control (ENG) input of
the 74S373 three-state address latches P6-P8, thus latch-

ing valid addresses from the multiplexed CPU bus. -

DT/R and DEN are wired to pins 1 and 19 respectively
of the pair of 8-bit 741.5245 data transceivers at P9 and
P10, with DT/R controlling the direction of 'data flow
through the devices and DEN used to enable the device
output drivers in the direction selected by DT/R.

Timing generation for memory array related signals are
all derived from a STTLDM-595* active delay line at
P28. Activated only during a memory cycle via a single
input from the arbiter, this one pulse is delayed 25 ns to
become the ACCESS ENABLE ‘signal (the source of
RAS), 50 ns to enable the flow through memory data
latches, 60 ns before switching the address multipléxer
and finally delayed 75 ns before becoming the source of
CAS.

The ACCESS ENABLE line is connected to P5 of the

74S138 three-to-eight decoder located at P15. Con-

figured as a two-to-four decoder by grounding the
C-input and placing high order addresses A17 and A18
on the A and B inputs, P15 selects which of the four
memory rows will receive a RAS signal. Once a proper
outputis selected, the ACCESS ENABLE signal is
directed through the 74S138 to the correct row after be-
ing buffered through a 74S08 at P29. Note that one in-
put of all the gates at P29 RAS buffers are connected
together to the refresh signal. This allows simultaneous
- strobing of all memory RAS during a refresh cycle.

It is evident from the exampies presented that the Intel
2118 and 2164A high performance DRAMs match any

* Available from EC2, San Luis Obispo, California

speed microprocessor memory requirement, fulfilling
the needs at all performance levels. In particular, the
2164A DRAMSs used in this 10 MHz design easily con-
form to the rigid requirements of this high performance
system.

6 HIGH PERFORMANCE SYSTEM
DESIGN CONSIDERATIONS

Designing a high performance, high speed memory
system requires consideration of the following areas:

1. Skew

2. Propagation Delay )

3. General Circuit Design Techniques
4. Worst-case ti;ﬁing analysis

6.1 Skew

Skew is the difference between maximum and minimun
propagation delay through devices in a parallel ‘path.
For example, refer to Figure 32. Here signal A and signal
B propagate through the same number and types of
gates, each transversing a parallel path. For both signals
the total mimimum delay is 6 ns and the total maximum
delay is 16 ns. However, diagramming the worst case
(Figure 33), the skew between these signals can be as
much as 10 ns. This time (skew) adds directly to the
system access/cycle time.

‘Capacitive loading of the STTL drivers will cause rise

time degradation in the memory array, and will con-
tribute to skew, caused by heavily loaded versus lightly
loaded signals. Figure 34 displays the effects of
capacitive loading of the Schottky TTL. Obviously skew
needs to be minimized.

\

SKEW-DIFFERENCE BETWEEN MAXIMUM AND
MINIMUM PROPAGATION DELAY THROUGH
DEVICES IN A PARALLEL PATH. i

wgr
SIGNAL “A"———' >°—:| H Do——n g':l_'leéb A

<

DELAY MIN — 2ns 2ns 2ns
DELAY MAX — 5.ns 6ns 5ns

L ngn D° El ): D SIGNAL “B"
SIGNAL “B DELAYED
DELAY MIN — 2ns 2ns 2ns
DELAY MAX — 5 ns 6ns 5ns’

A9ss.

Figure 32. Skew — Variations Between Max/Min
Propagation Delay
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SCHOTTKY TTL CAPACATIVE LOADING EFFECTS

74S00 SERIES

a0 NO TERMINATION

TILINPUT

TTL INPUT

LOAD
3.0 CAPACITANCE
100 PF
=== 200 PF
——— 300 PF

20

VOLTS

0.0

Figure 34. Schottky TTL Capacihve
Loading Effects

The goal to minimize skew is achieved by observmg the
- following guidelines:

e Select logic gates for minimum delay per | functlon

® Place parallel paths in the same package (Device to
device skew within the same package = .5 ns max
for STTL,2.0 ns max for hlgh current drivers, i.e.,
74S240.)

Balance the output loading to equalize the
capacitive delays

Use delay lines with tlght tpmp and trlse tolerances
(£ 1ns)

’
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'Figure 33. Skew — Adds Dlrectly to System AccessICycIe Time

¢ Drive address and clocks from a common area on
the P.C.B. to avoid circuit board trace skew due to
" unequal lengths of signal distribution (Figure 35).

Localize the timing generation

6.2 Propagation Deléy

Propagation delay must be determined in the critical
paths to guarantee the design goals of circuit optimiza-
tion and maximum performance. The following rules
are generally used to determine propagation delay
through the TTL devices: -

® tprop MAX = Data Book maximum

® tprop Typical = Data Book typical

® tprop MIN = Y2 Data Book typical

"+ Capacitive loads add to the propagation delays specffied

in the data books. The additional delay can be calculated
in the following manner: -

¢ Additional Delay = D¢ X (Cjoad - Cspec), Where

Cload sum of all input capacitance plus PCB

traces (= 2 pF/in),
specified capacitance of the driver, and
the derating factor for the driver logic
family '
— Schottky TTL = 0.5 ns/pF

— Low power Schottky TTL
= .1 ns/pF

— High current Schottky TTL
' = .25'ns/pF
— TTL = .75 ns/pF

Cspec
Dc
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6.3 Circuit Design Techniques

Optimum circuit design demands attention to the
physical details of a 2164A memory system. A properly
produced layout will minimize board area while yielding
wider operating margins on timing and power supply re-
quirements. The key areas of consideration are:

1. Ground and power gridding

2. Memory array/control line trace routing

3. Control logic centralization

4. Power supply decoupling

6.3.1 GROUND AND POWER GRIDDING

The power and ground network do not appear as a pure
low resistance element, but rather as a transmission line
because the current transients created by the RAMs are
high frequency in nature. The RAMs are the lumped
equivalent circuits of the power and ground transmis-
sion lines are shown in Figure 36.

The characteristic impedance of a transmission line is
shown in Figure 37A. By connecting two transmission
lines in parallel, the characteristic impedence is halved.
The result is shown in Figure 37B.

Transient effects can be minimized by adding extra cir-
cuit board traces in parallel to reduce interconnection in-
ductance.

Figure 35. Memory Board Layout

+ VOLTAGE

— VOLTAGE

I L = INDUCTANCE/UNIT LENGTH

= CAPACITANCE/UNIT LENGTH

= Lo
Co

=9, 1 [Lto

Zo = 2 = 72 Co
ZCq

aser

Figure 37. Transmission Line Characteristic
Impedance
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Extrapolation of this concept to its limit will result in an
infinite number of parallel traces, or an extremely wide
low impedance trace, called a plane. Distribution of
power and ground voltages by plane provides the best
distribution, however correct gridding can effectively
approximate the benefits of planar distribution by sur-
rounding each device with a ring of power and ground
(Figure 38). \

[zem S 3|l
I

| =
[
e

® TWO SIDED CARD '
— VERTICAL TRACES ON COMPONENT SIDE
— HORIZONTAL TRACES ON SOLDER SIDE
. ° BUS OR INT! TION TO TTL

‘CONTROL, ADDRESS, DATA BUFFERS

2164A §

SN}

Jl

2164A

L

Ass2a

6.3.2 MEMORY ARRAY/CONTROL
LINE ROUTING

Address lines need to be kept as short and direct as possi-
ble. The lone serpentine line depicted in Figure 40 should
be avoided, since the devices farthest away from the
driver will receive a valid address at a later time than the -
closer ones. A better way to route address lines is in a

.comb like fashion from a central location as depicted in -

Figure 41. Routing control and address signals together
from a centralized board area will also minimize skew..

ADDRESS LINE LAYOUT
8 DEVICES

_l - ﬂ MEMORY ARRAY
i '

L
]

ADDRESS |
DRIVER

TOTAL LENGTH OF LINE - 20

Flgure 38." Recommended Power Distribution
— Gridding

Improper ground and power gridding can contribute to
excess noise and voltage drops if not properly struc-
tured. An example of an unacceptable method is
presented in Figure 39. This type of layout promotes ac-
cumulated transient noise and voltage drops for the
device located at the end of each trace (path).

-Figure 40. Unacceptable Address Line
Routing (Serpentine)

1 (l d 1
12134A§I ﬁl §‘12184A§

' Iv )9 1 1
Y ) -
T b 1 1

1

Vool +5V) - Vss(GND)

" ADDRESS LINE LAYOUT
8 DEVICES .

e o o o o o i
MEMORY ARRAY

O oIty

ADDRESS '~
DRIVER

Agss

Figure 39. Unacceptable Power Distribution

Figure 41. Recommended Address Line Routing

Allow for proper termination of all address and control
lines, since a P.C.B. trace becomes a transmlssmn line
when:

2tpg=tyor tg
‘where: t, = propagation delay down the line
ty = rise time
t¢ = fall time
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The maximum unloaded line lengths not displaying
transmission line characteristics are listed in Table 11.
The values assume propagation delay of 6 = 1.7 ns/ft.

Table 11. Transmission Characteristics

Logic Rise Fall Max.
Family Time Time Length
54/74L 14 - 18 ns 4-6ns 14.1 inches
54/74 6- 9ns 4-6ns 14.1 inches
54H/74H 4- 6ns 2-3ns 7.0 inches
54LS/74LS 4- 6ns 2-3ns 7.0 inches
54S/74S 1.8-2.8ns | 1.6-2.6ns 5.6 inches
10K ECL 1.5-22ns | 1.5-2.3ns 5.3 inches
100K ECL 0.5-1.1ns | 0.5-1.1ns 1.8 inches

The maximum length of a loaded transmission line is:

L‘ Cp 2 tr OF tp 2 Cp
max= \/ \c5 ) * 5 ) 2Co

where Cp = Capacitive load/unit length
and Cq = Capacitance/unit length

6.3.3 CONTROL LOGIC CENTRALIZATION

Memory control logic should be strategically located in a
centralized board position to reduce trace lengths to the
memory array (Figure 35).

Long: trace lixies are prone to ringing and capacitive
coupling, which can cause false triggering of timing cir-
cuits. Short lines minimize this condmon and also result
in less system-skew.

A practical memory array layout is presented in Figure
42. Typically, this pattern and its ‘‘mirror image”’ are
placed on each side of the memory control logic for a
practical memory board design.

'

6.3:4 POWER SUPPLY DECOUPLING

For best results with the 2164A, decoupling capacitors
are placed on the memory array board at every device
location (Figure 42). High frequency 0.1 uF ceramic
capacitors are the recommended type. In this arrange-
ment each memory is effectively decoupled and the noise
is minimized because of the low impedence across the

DECOUPLING
CAPACITOR

- - - -
5 g i o\
i
A
e
E = L p 3
3 1 2 3
Vss Voo 0 1 2
On=0

NOTE: MEMORY DEVICE SPACING IS 0.425"
TRACES ARE 50 MIL

[

S
:’o 3

((rre(a

- Asas S,
i Asns
L]
Asas

= J.l N : l

Azas
Voo(#+5V)

- NOTE 1: FUTURE ADDRESS EXPANSION \
Asss

Figure 42. 2164A Memory Array P.C. Board Layout
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circuit board traces. Typical Vpp noise levels for this ar-
ray are less than 300 mV.

A large tantalum capacitor (typically one 100 uF per 32
devices) is required for the 2164A at the circuit board
edge connector power input pins to recharge the 0.1 uF
capacitors between memory cycles. . )

Decoupling is of considerable importance in circuit
design in order to minimize transient effects on the
power supply system. In order to determine the values
for proper decoupling capacitors, the required amount
of charge storage for a capacitor must first be deter-
mined in the following manner:

Q = AIAT

where: Q = charge in coulombs

Al = change in current is amperes
AT = change in time is seconds
and: AV = Q/C
where: AV = voltage change in volts
and C = capacitance in farads

Assuming the following system parameters:

5 mA to 55 mA current switch for regular cycle

5 mA to 45 mA current switch for refresh cycle

1 microsecond bulk decoupling response time

260 ns cycle time

V4 of devices selected (one of four rows)

An example calculation proceeds as follows:

Q = (45-5 mA) (.3 usec) + Y (55-5) mA (.7 psec)

Q = 20.75 nanocoulombs

if Vpp is restricted to 100 mV (2%) then

Bulk decoupling requirements are determined in a simi-
lar way: - :
Assuming the following:
50 usec power supply response time
15.6 psec refresh rate
Three refresh cycles/50 psec period
Ipp standby=5.77 mA
45 mA (.3 psec) +5 mA (15.3 psec)
15.6 psec

Ipp STDBY =

=5.77 mA
An example calculation with ¥ devices active proceeds
' as shown:
Q=[50—-(3) (.3)] usecx49.23 mA (}4)=604 nC .
604 nC
100 mV

604 nC
500 mV

if V=100 mV then C= =6.0 uF device

if V=500 mV then C= =1.2 pF device

The data shown'in Table 12 defines the decoupling re-
quirements of 2164A-15 and 2118-15 dynamic RAMs for
a 300 ns cycle time over various device selections for a
given percentage. /

Cycle time has a downward scaling effect on the average
operating current according to the following equation:

I ’ I P trc (spec)
DDave = | 'DD2 trc (operating)

it x 1- trc (spec)
DD1 trc (operating) /

20.8 nC .
C= Tomv = .21 _uF/Dewce o ) trc (spec)
: At minimum cycle time, ———————=1,
if Vpp is allowed to 500 mV (10%) then : tre (operating)
20.8 nC . J so that worst case Ipp,,; =Ipp2, but as the cycle time
C= 500 mV =042 uF/Device increases, Ipp,; approaches the standby current,
Table 12. Decoupling Chart
- 1) - o,
% Selected | ~ AYpD=2% Cycle | AVop=10% _
Devices Co Ce Time Co Ce N
)
100 0.47 24.0 300 ns 0.11 4.8 N ]
50 0.29 12.0 300 ns 0.059 2.4 0.1 pfd/device will work if Y%
2164A-15 ¢ devices are active at one time.
25 0.21 6.0 300 ns 0.042 1.2 +100 pfd every 32 devices.
12.5 0.16 3.0 300 ns 0.033 0.6
100 0.19 9.2 300 ns 0.038 1.84 )
2118-15 50 0.10 4.6 300 ns .0.019--| . 0.92 * 0.1 pF/2 devices + 27 uF every
- . % 32 devices (assuming Y4 of de-
25 0.064 2.3 300 ns 0.013 0.46 vices active)
12.5 0.048 1.15 300 ns 0.01 0.3

3108



“1tEJ ' o ‘ "AP-133

becoming 6.3 mA @ 10,000 ns cycle time. Figure 5 in the
2164A data sheet depicts this scaling effect. Be sure to
use the correct Ipp value based on specific worst case
cycle time when computing specific decoupling require-
ments.

6.4 Timing Analysis — Determining

the Worst Case
Once the control logic is designed, worst case system
delays must be determined to guarantee proper circuit

operation. There are two ways to perform these calcula-
tions:

1. A statistical worst case analysis (or the Monte Carlo
method) which assumes that all devices probably
won’t be in their worst case condition at the same
time.

It is determined by the following formula:
STATISTICAL WORST CASE
Z(A)2 + (B)?2 + (C) MAX STTL DELAYS
+ TYPICAL STTL DELAYS
+y/Z (A)? + (B)2 + (C)2SKEW DELAYS
+X DELAYS DUE TO CAPACITIVE LOADING

+MAXIMUM DELAY ACCESSING MEMORY
DEVICE

WHERE (A), (B) OR (C) = MAX-TYP OR TYP-MIN

2. A true worst case analysis, using specified maximur_n‘

and minimum delays for peripheral circuits plus all
delays due to capacitive loading from device inputs
and distributive capacitance in PC board etched con
ductors. The following formula appears here:
WORST CASE
= ¥ MAX'STTL DELAYS + SKEW DELAYS
(PERIPHERAL DEVICES) :
+ X DELAYS DUE TO CAPACITIVE LOADING
(INPUTS + P.C.B. TRACES)

+ MAXIMUM DELAY ACCESSING MEMORY
DEVICE (Trac OR Teac)

Since the statistical approach can be justified only in
large systems with hundreds or thousands of com-
ponents, the timing calculations used in all of the
previous examples are based on a true worst case
analysis. Capacitive delay is formulated from the equa-
tions in Section 6.1.2."

In summary, the following rules and guidelines apply to

worst case analysis:

1. All propagation delays are from the industry TTL
books.

Max = Data book maximum
Typ = Data book typical
Min = ! Data Book Typical

2. Skew device to device in same package = 0.5 ns Max
for Schottky TTL and 2 ns for 745240.

3. STTLDM-595.is a special delay line with active out-
puts. Propagation delay = =+ 1 ns per tap (i.e., 75 +
1 ns). (10 MHz system.)

4. Capacitive loads add 0.5 ns/pF to propagation de-

lays specified in device spec (i.e., 74504 is specified at

5.0 ns Max @ 15 pF. At 25 Pf propagation delay is
5.5 ns) Schottky TTL input capacitance is 3 pF. PCB
traces-are 2 pF/inch.

. 5. PCB etch delay adds little or no skew to array ad-

dress/control timing signals. It adds 4 ns, however,
in the overall access time data path.

6. Timing components are immediately adjacent to
each other, making PCB etch delays in delay timing
chain negligible (exception is timing tap used to ter-

. minate delay line latch).

\

7. SUMMARY '

The Intel 2164A and 2118 DRAMs meet all micropro-
cessor system requirements, offering high density,
speed, low power and ease of use. Follow the system
design guidelines presented to create a harmonious mi-
croprocessor memory design.
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INTRODUCTION

Complex electronic systems require the utmost in reli-
ability. Especially when the storage and retrieval of
critical data demands faultless operation, -the system
designer must strive for the highest reliability possible.
Extra effort must be expended to achieve this high
~ reliability. Fortunately, not all systems must operate with
these ultra reliability requirements.

The majority of systems operate in an area where system
failure ranges from irritating, such as a video game
failure, to a financial loss, such as a misprinted check.
While these failures are not hazardous, reliability is
important enough to be designed into the system.

A memory system is one of the system components for
which reliability is important. Also, it is one of the few
system components which can be altered to greatly
enhance its reliability. The purpose of this report is to
examine different methods of error encoding, especially
Error Correction Codes (ECC), to increase the reliability
of the memory system.

SYSTEM RELIABILITY

Individual device reliability is the foundation of memory
system reliability. Reliability is expressed as mean time
between failures. The mean time between failures
(MTBF) of a system is a function of the number of
devices and the device failure rate. Failure rate of the
memory device can be obtained from the reliability
'report on the specific device. MTBF of the device is:

Tp =1 (1
where Tp = MTBF of the device
A = device failure rate (% /1000 hrs)
aﬁd MTBF of the system is approximately: .
Ts = 2 ‘ 2
where Ts = MTBF of the system

D

1

number of devices in the system

As the number of devices required to construct a system
becomes larger, the system MTBF becomes smaller.

A plot of system MTBEF as a function of the number of
memory devices is shown in Figure 1 for different failure
rates. Included for reference are the failure rates of the
Intel® 2104A 4Kx1 RAM and the Intel® 2117 16Kx1
RAM. Using RAMs which are organized one bit wide,
the amount of devices required for a-system is calculated

by multiplying the number of words by the word length

3111
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Figure 1. System Reliability vs Number of Devices

and dividing by the size of the RAM. To illustrate,
assume a 1 megaword memory system with.a word width
of 32 bits, implemented with Intel® 2104A 4Kx1 RAMs.
The number of required devices is:

1,048,576 x 32

D=7 %%

= 8,192 devices
Prediction of failure for this system, shown in Figure 1, is
667 hours or 28 days — assuming continuous use and
Wworst case temperature. '

Equation 2 showed that system MTBF is increased when
fewer devices are used. A one megaword memory having
32 bit wide words can be constructed with Intel 2117 16K
RAMs. In this case one fourth as many devices are
required — 2048 devices. From Equation 2, the expected
MTBF should be four times as large — 2668 hours. It is
not. The failure rate from Figure 1 for this system is 2000
hours. Different device failure rates account for this
difference. The failure rate of the 16K is not yet equal to
that of the 4K. Memory device reliability is a function of
time as shown in Figure 2. Reliability improvement often
is a result of increased experience in manufacturing and
testing. In time, the failure rate of the 16K will reach that
of the 4K and one fourth as many devices will result in a
system MTBF approximately four times better.
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Figure 2. Device Failure Rate as a Function of Time.

The failure rate of a system without error correction will
follow a similar curve over time. Indeed, in very large
systems built with large numbers of devices, the system
failure rate may be intolerable, even with very reasonable
device failure rates. To increase the system reliability
beyond the device reliability, redundancy coding tech-
niques have been developed for detecting and correcting
errors.

REDUNDANCY CODES

Redundancy codes add bits to the data word to provide a
validity check on the entire, word. These additional bits,
used to detect whether or not an erior has occurred, are
called encoding bits. With M data bits and K encodirfg
bits, the encoded word width is N bits. Shown in Figure 3
is the form of the encoded word.

Ll [T-T H REN

L_.___M*J e K—

Figure 3. Encoded Word Form

Mathematically, N is related to M and K ‘by:
N=M+K ' , B3]
where N = number of bits in the encoded word
M = number of data bits
K = number of encoding bns

Exactly how K .is related to M, and the number of
required K bits depends on several factors which will be
described later.

One measure of a code is its efficiency. Efficiency is the
ratio of the number of bits in the encoded word to the
number of bits of data:

N
E=-M
Substituting N = M+K
M+K
E = [

where E = efficiency

All of the data are contained in the M bits. The K bits
contain no data, only validity checks. To maximize the
amount of data in the encoded word, the number of K
bits must be minimized. Examination of Equation 4
shows that the minimum value of K is zero. With K equal
to zero, the efficiency is unity. Efficiency is maximized,
but the word has no encoding bits. Therefore, it has no
capability to detect an error. '

As an example, consider a two bit word. It can assume 22
or 4 states, which are:

State 1 00
State 2 | 01
State 3 10
State 4 11

Figure 4. All States of a Two-Bit Word

All possible states have been used as data; consequently
any error will cause the error state to be identical to a
valid data state. -

The mechanics of the encoding bits create encoded words
such that every valid encoded word has a set of error
words which differ from all valid encoded words. When
an error occurs, an error word is formed and this word is
recognized as containing invalid data.

By adding one K bit to the two bit word error detectior
becomes possible. The value of the K bit will be such that
the encoded word has an odd number of ONES. As will
be explained later, this technique is ‘“‘odd”’ parity.

The sum of the ONES in a word is the weight of the
word. Parity operates by differentiating between odd and
even weights. The encoded word will always have an odd
weight as a result of having an odd number of ONES.

If a single bit error occurs, one bit in the encoded word
will change state and the word will have an even weight.
Then in this example, all encoded states with an even
weight — an even number of ones — are error states. -

The value of the encoding bit or parity bit is found by
counting the number of ones — calculating the weight —
and setting the value of K to make the weight of the
encoded word odd. Referring to Figure 4, State 1 was 00,
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the weight of this word is 0, so K is setto 1 and the weight
of the encoded word is odd. State 2 is 01, the weight is
odd already, so K is set to 0. The weight of State 3 is
identical to that of State 2 so K is again set to 0. Finally,
State 4 has an even weight (1+1=2), thus K is 1. The
encoded states of the two bit data word are listed in
Figure 5.

Data Encoding Bit
State 1 00 1
State 2 o1 0
State 3 10 0
State 4 11 1
L M K J
N

Figure 5. Code Bits for All Possible States of a Two-Bit Word

To illustrate the error detection, Figure 6a lists all states

of the encoded data word and all possible single bit -

errors. Because the encoded word is 3 bits long, there are
only 3 possible single bit errors for each encoded state.

A B C D
Encoded States 001 010 | 100 111

Error States 000 | 000 ( 000 | O11
o1 011 101 101
101 110 110 110

Figure 6a. All Possible Single-Bit Errors

 Notice that every error state has an even weight, while the
valid encoded states have odd weights.

Converting all the values of these states to decimal
equivalents makes the errors more obvious as shown in
Figure 6b.

Valid States 1 2 4 7
0 0 0
3 3 3
Error States B 5 5 5
6 6 6

Figure 6b. Decimal Representation of Errors

No error state is the same as any valid encoded state.
Identical error states can be found in several columns.
The fact that some error states are identical prevents
identification of the bit in error, and hence correction is
impossible. Importantly though, error detection has
occurred. o

Figure 6a demonstrates another property of codes. Every
error state differs from its valid encoded state by one bit,
whereas each of the encoded states differs from the
others by two bits. Examine the encoded states labeled B
and D in Figure 6a and shown in Figure 7.

State B 1
State D 1
™ K

Figure 7. Bit Difference.

These two states have two bit positions which differ. This
difference is defined as distance and these two states have
a distance of two. Distance, then, is the number of bits
that differ between two words. The encoded words have
a minimum distance of two. Longer encoded words may
have distances greater than two but never less than two if
error detection is desired. The error states have a
minimum distance of one from their valid encoded state.

A minimum distance of two between encoded states is
required for error detection. A re-examination of a word
with no ‘encoding bits shows that the states have a

. minimum distance of 1 (see Figure 8). No error detection

is possible because any single bit error will result in a
valid word.

State | 00

u]
State 2 0'3 Distance of 1
State 3 IOj
State 4 11

Figure 8. Minimum Distance of a Two-Bit Word

PARITY

. .
A minimum distance of two code is implemented with
Parity. Refer to previous section for an explanation.
Parity is generated by exclusive-ORing all thc data bits in
the word, which results in a parity bit. This parity bit is
the K encoding bit of the word. If the word contains M
data bits, the parity bit is:

C=bleb2eble...e bm

where C = parity bit
b

value in the bit position

The parity bit combines with the original data bits to
form the encoded word as shown in Figure 9. Encoded
words always have either ‘‘odd’’ parity, which is an odd
number of 1s (an odd weight) or ‘‘even’’ parity which is
an even -number of 1s (an even weight). Odd and even
parity are never intermixed, so that the encoded words all
have either odd or even parity — never both.

When the encoded word is fetched, the parity bit is
removed from the word and saved. A new parity bit is
generated from the M bits. Comparing this new parity bit
with the stored parity bit determines if a.single bit error
has occurred.

TR
LM K|

N
Figure 9. Encoded Word Form
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Consider the two bit data word whose value is ¢01.”

Exclusive-NORing the two data bits generates a parity bit

which causes the encoded word to have odd parity:

C=0e

=0

The encoded word becomes:
M K
01 0

|_ parity
LSB of data

Assume that an error occurs and the value of the word
becomes “‘110.” Stripping off the parity bit and
generating a new parity bit:

transmitted parity = 0

]

transmitted word = 11

new périty of transmitted word = T® 1 = 1
generated parity # tr’ansmitted parity

Note that the error could have occurred in the parity bit
and the final result would have been the same. An error

in the encoding bit as well as in the data. bits can be

detected.

'

Although parity detects the error, no correction is
possible. This is because each valid word can generate the
same error state. Illustration of this is shown in Figure
10. .

Possible

Correct Word Single Bit
with Parity Error
001 011
111 0Ll
010 011

Figure 10. Possible Errors |

Each of the errors is identical to the others and -

reconstruction of the original word is impossible.

Parity fails to detect an even number of errors occurring
in the word. If a double bit error occurs, no error is
detected because two bits have changed state, causing the
weight of the word to remain the same.

Using the encoded word ““010”’ one possxb]e double bit
error (DBE) is:

111 ,
L parity

Checking parity:
C=Tel=1

The transmitted parity and the regenerated parity agree.
Therefore the technique of parity can detect only an odd
number of errors.

In summary, single bit parity will detect the majority of
errors, but cannot be used to-correct errors. Using parity
introduces a measure of confidence in the system. Should
a single bit error occur, it will be detected.

ERROR CORRECTION

Classical texts on error coding contain proofs showing
that a minimum distance of three between encoded words
is necessary to correct errors. While this fact does not
describe the code, it does- give an indication of the form
of the code.

Correcting errors is not as difficult as it first appears. As
aresult of a paper published by R. W. Hamming on error
correction the most widely used type of code is the
“Hamming”’ code. Using the same technique as parity,
Hamming code generates K encoding bits and appends
them to the M data bits. As shown in Figure 11, this N bit
word is stored in memory.

Figure 11. Encoded Word Form

Thus far the mecl{anism is similar to parity. The only
difference is the number of K bits and how they relate to
the M data bits.

When the word is read from memory, a new set of code
bits (K ’)A is generated from the M’ data bits and
compared to the fetched K encoding bits. Comparison is
done by exclusive-ORing as shown in Figure 12. Like

‘parity the result of the comparison — called the

syndrome word — contains information to determine if
an error has occurred. Unlike parity, the syndrome word .
also contains information to indicate which bit is in error.
1Tk
e [IITOk’
[TTTT11 Syndrome
Figure 12. Syndrome Generation

The syndrome word is therefore K bits wide. The
syndrome word has a range of 2K values between 0 and
2K_1. One of these values, usually zero, is used to
indicate that no error was detected, leaving 2K — 1 values
to indicate which of the N bits was in error. Each of
these 2K — 1 values can be used to uniquely describe a bit
in error. The range of K must be equal to or greater than
N. Mathematically, the formula is:

2kK_1>N
but N = M+K
and 2Kk-1 > M+K 51
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Equation 5 gives the number of K bits needed to correct a
single bit error in a word containing M data bits. Ranges
of M for various values of K are calculated and listed in
Table 1. ' '

Single Correct/  Single Correct/
Single Detect Double Detect

K <M< . <ML

4 4 11 1 3
5 12 26 4 10
6 27 57 11 25
7 58 120 26 56
8 121 245 57 119
' Table 1.

Range of M for Single Correct/Single Detect or Double Detect Codes

for Values of K

To detect and correct a single bit error in a 16 bit data
word, five encoding bits must be used. As a result, the
total number of bits in the encoded word is 21 bits.

Efficiencies of single detect — parity — and single
.detect/single correct codes as a function of the number of
data bits are shown in Figure 13. For large values of M,
‘the efficiency of single detect/correct is approximately
equal to that of the single detect code — parity.

20
191
180 W es
k=3 E=MAK
17|
16}

EFFICIENCY
-
o
T

-
PN
T
=
n
-

SINGLE CORRECT
DOUBLE DETECT

131

12

11+
SINGLE
DETECT
! 1 1
10 20 30 40 - 50 60 70

DATA BITS/WORD

Figure 13. Code Efficiency vs Data Word Size

CODE DEVELOPMENT

Contained in the syndrome word is sufficient informa-
tion to specify which bit is in error. After decoding this
information, error correction is accomplished by
inverting.the bit in error. All bits, including the encoding
bits — called check bits — are identified by their
positions in the word. o

BitN Bit 3 Bit 2 Bit 1

1 ||47

L N
Figure 14. Positional Representation of Bits in the Word

Bits in the N bit word are organized as shown in Figure
14. Bit numbers shown in decimal form are converted to
binary numbers. From equation 5, this binary number
will be K bits wide. In Figure 15 is an example using a 16
bit data word. Because there are 16 data bits, M equals
16, K equals 5 and N equals 21. Shown in Figure 15 the

word is binary equivalent of the position. Notice that

where the M and the K bits are located is not yet
specified. . : )

ANmMAANAAANAA@@M@MAANa Polsai:lion
[ N Value
101010101010101010101 20 LSB
001100110011001100110 |2
110000111100001111000 |22
000000111111110000000 23
111111000000000000000 |2° MSB

Figure 15. Binary Vniue of Bit Position.

The syndrome word is th.e difference between the fetched

check bits and the regenerated check bits. Identification -

of the bit in error by the syndrome word is provided by

“the binary value of the bit position. The syndrome word

is generated by exclusive-ORing the fetched check bits
with the regenerated check bits. Any new check bits that
differ from the old check bits will set 1s in-the'syndrome
word. To identify bit 3 as a bit in error, the syndrome
word will be 00011, which is the binary value of the bit

position. Weight is determined only by the 1s in"the bit

position chart in Figure 15, so they are replaced with an
X and theOs are deleted. The result is shown in Figure 16.

—~QOEVNT N —O

a5 a

N— |

X X X X X X XX X X X cr
X X X X XX XX XX (o]

XX XXXX XXXX C4
XXXXXXXX - (&

XXX XXX cl6

Figure 16. Relationship of Data Bits and Check Bits.

3115



Check bit function is now defined by equating the check
bits to the powers of 2 in the binary positions. Each check
bit will operate on every bit position that has an X in the

row shown in Figure 16. Five bit positions — 1, 2, 4, 8,

and 16 — have only one X in their columns. The corres-

ponding check bits are in these respective ‘locations.
Check bit Cl is stored in Bit Position 1, C2 is stored in
Bit Position 2, and C4, C8, and C16 are stored in
positions 4, 8, and 16 respectively. Because each of these
positions has one X in the column, the check bits are
independent of one another. If a check bit fails, the
syndrome word will contain a single ““1.”” A data bit
failure will be identified by two or more ‘‘1s” in the
syndrome word. ‘

The data bits are filled in the positions between the check
bits. The least significant bit (LSB) of data is located in
position 3.

Data Bit 2 is stored in position 5 — position 4 is a check
bit. Figure 17 shows the positions of data bits and check
bits for sixteen bits of data.

When the check bits are generated for storage, bits 1, 2,
4, 8, and 16 are omitted from the generation circuitry
because they do not yet exist, being the result of
generation. ‘

Parity check on the specified bits is used to generate the
" check bits. Each check bit is the result of exclusive-ORing
the data bits marked with an “X* in Figure 18. Check
bits are generated by these logic equations:
. Cl =MleM2eM4eMSoM7oM9aoMIloMI12eM14eM16
C2=MleM3eM4eM6oM7eMI0eMIleMI3eMl4
C4 = M2eM3eM4eMB8oM9IeMI10eMIl e MI60MI6
C8 = MSeM6oM7eM8oM9eM10aMII
Cl6 = M12eMi3eMIdaMISeMI6
How the Hamming code corrects an error is best shown
~ with an example. In this example, a data word will be
assumed, check bits will be generated, an error will be
- forced, new check bits will be generated, and ‘the

syndrome word will be formed. Assuming the 16-bit data
word i

0101 0000 0011° 1001

Check bits are generated by overlaying the data word on

the Hamming Chart of Figure 16 and performing an odd
parity calculation on the bits matching the ‘“Xs.”’

The simplest mechanism to ca]cﬁlate the check bits is
shown in Figure 18. The data word is aligned on the

- chart. Because weight and hence parity are affected only

by “lIs,”” only columns containing ‘‘1s’’ are circled for
identification. The check bits are the result of odd parity -
generated on the rows. For example, the C1 row has three
“Xs” circled; therefore Cl1 is O to keep the row parity
odd. In this example, all other rows contain an even
number of circled ‘‘Xs;” therefore the remaining check
bits are ‘1s.”” These check bits are incorporated into the
data word, forming the encoded word. Performing this
function, the 21 bit encoded word is:

Cl6 c8  Cc4 c2 Cl
0101 0 1 0000011 1 100 1 1 1 O
Forcing an error with bit position 7 — daia bit 4:

Cl6 8 ¢c4  CCl.

0101 0 1 0000011 1 00O 1 1 1 O

A new set of check bits is generated on the error word as
shown in Figure 18 and is: -

Cl16 C8 C4 C2 CI
1 1 0 0 1

When the new check bits are exclusive-ORed with the old

check bits, the syndrome word is formed:

C16 C8 C4 C2 CI ) _
1 New check bits

11 0 0
© 1 1 1 1 0 Oldcheck bits
00 1 1 1

The result is 00111, indicating that bit.position 7 — data
bit 3 — is in error. Bit position of the error is indicated

- directly by the syndrome word.

While this *‘straight’’ Hamming code is simple, imple-
menting: it in hardware does present some problems.
First, the number of bits exclusive-ORed to generate
parity is not equal for all check bits. In the preceding
example, the number of bits to be checked ranges from
10 to S. The propagation delay of a 10 input exclusive-
OR is much longer than that of a 5 input exclusive-OR.
The system must wait for the longest propagation delay
path, which slows the system. Equalizing the number of
bits checked will optimize the speed of the encoders.

Data Bits

1615141312 (11{10|9]| 87 4 (372 1 ‘
, C16 . Cc8 C4 C2 |Cl1| Check Bits
21(20(19 1817 (16 |15] 14| 13| 12} 11 8/ 7(6]5[4]3]2]1] Position

Figure 17. Data and Check Bit Positions in the Encoded Word.
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16 15 14 13 12 Cl6 11 10 9 8

X X X X X
X X X X X
X X X X X X
X "X X X

Bit Position 21 20 19 18 17 16 15 14 13
DataBit 16 15 14 13 12 Cl6 11 10 9
X X X X
X X X X
x (X X X X
X X X
X [x X
WordvasSlored 0 U/ 0 \L 0 0 00
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. Check Bit Generation.

Secondly, two bits in error can cause a correct bit to be
indicated as being in error. For example, if check bits C1
and C2 failed, data bit 1 would be flagged as a bit in
error.

Because of these two difficulties, the Error Correction
Code (ECC) most commonly used is' a ‘‘modified’’
Hamming code is. most widely used which will detect
double bit errors and correct single bit errors.

SINGLE BIT CORRECT/
DOUBLE BIT DETECT CODES

Modern algebra can be used to prove that a minimum

distance of four is required between encoded words to -
detect two errors or correct a single bit error. An excellent

text on this subject is Error Correcting Codes by Peterson
and Weldon. )

One possible double bit error is two check bits. Using
straight Hamming code, the circuit would ““correct”’ the
wrong bit. Double error detection techniques — modified
Hamming codes — prevent this by separating the
‘encoded words by a minimum distance of four. As a
result each data bit is protected by a minimum of three
check bits, so that the syndrome word always has an odd
weight. Therefore, even weight syndrome words cannot
be used. When two check bits fail, the syndrome word
has two ‘‘Is”” or an even weight. Even weight is

’
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detectable as a double bit error by performing a parity

* check on the syndrome word. If two data bits fail, again

the syndrome word has an even weight — a detectable
error.

Adding one additional check bit to the correction check
bits provides the capability to detect double bit errors.

The number of encoding or check bits required to detect -

double bit errors and correct single bit errors is:
N-1
| Mt
Substituting M+ K for N:

2K-13> M+K (6]

' Equation 6 is similar to equation 5, which describes single

bit correct and detect except for the left side of the .

inequality, which shows one additional encoding bit is
required. For single bit detect and correct the left side of
the inequality was 2K, Table I also lists the ranges of M
for values—of ‘K, for a direct comparison to single bit
detect and single bit correct codes.

Figure 13 includes .lhe efficiency curve for -single bit
correct/double bit detect (SBC/DBD) codes for values of
M. As would be expected, because of the additional

encoding bit the efficiency is slightly lower. For large

values of M, the efficiency of this code approaches-unity
like the two other curves.



Syndrome words for the SBC/DBD code are developed
- like the straight Hamming code, except that syndrome
words do not map directly to bit positions. The syndrome
word has an odd weight and does not increment like
straight Hamming code. In addition, implementation
considerations can impose constraints. For example, the
74S280 parity generator is a nine input device. If a check
bit is generated from ten bits, extra hardware is required.

Empirical methods can be used to form the syndrome
words. All possible states of the encoding bits are listed
and those with an even weight are stricken from the list.
Again like Hamming code, states which have a weight of
one are used for syndrome words for check bits. For a
sixteen bit data word, six check bits are required. Figure
19 lists the possible states of syndrome words for a 16 bit
. data word.

C6 C5 C4 C3 C2 C1
1 1 1 0 0 0
1 1 0 1 0 0
1 1.0 0 1 0
1 1.0 0 0 1
1 0 1 1 0 0
1 0 1.0 1 0
1 0 1 0 0 1
1 0 0 1 1 0
1 0 0 1 0 1
1 0 0 0 1 1
o 1 1 1 0 0
0 1 1,0 1 0
0o 1 1 0 0 1
01 0 1 1 0
o1 0 1 0 1

01 0 0 1 1
00 1 1 1 0
0 0 1 1 0 1
0 0 1 0 1 1
0 0.0 1 1 1.°
00 0 0 0 1
00 0°0 1 0
00 0 1 0 0
00 1 0 0 0
01 0 0 0 O
1 0 0 0 0 O

Figure 19. Possible Syndrome Words

In Figure 19 only twenty syndrome words for data bits
are listed, because the possible words with a weight of 5
were eliminated so that every data bit would have only
three bits protecting it. This simplifies the hardware
implementation. If there are more than 20 data bits,
states with a weight of 5 must be used. All states listed in
) Figure 19 are valid syndrome words, so that the problem

" becomes one of selecting the optimum set of syndrome -

,words. To minimize circuit "propagation delay the
“number of data bits checked by each encoding bit should
be as close as possible to all the others.

The syndrome words can be mapped to any bit position,
providing that identical.code generations are done at
storage and retrieval times. Syndrome word mapping
may be arranged to solve system design problems. For
example, in byte oriented systems the lower order
syndrome bits are identical, so that the circuit design may
be simplified by using these syndromes to determine
which bit is in error, and the higher order syndromes to
determine which byte is in error. Double bit detect/single

" bit correct code is implemented in hardware as a stralght

Hamming code would be.

DESIGN EXAMPLE

To illustrate code development, the design example uses
single bit correct/double bit detect code on a 16 bit data
word. In addition to the memory, the ECC system has
five components: write check bit géncrator, read check
bit generator, syndrome generator, syndrome decoder,
and bit correction. Connected together as shown in
Figure 20, these components comprise the basic system.
Features can be added to the system to enhance its
performance. Some systems include error logs as a
feature. Because the address of the error and the errors
are known, the address and the syndrome word are saved '
in a non-volatile memory. At maintenance time this error
log is read and the indicated defective devices are
replaced. Being a basic design, this example does not -
include an error log.

Write check bits are generated when data are written into,

* the memory, while read check bits are generated when

data are read from the memory. Off-the-shelf TTL is
used to implement the design. Check bits are generated
by performing parity on a set of data bits, so that this
function is performed by 74S280 9-bit parity generators.
One parity generator for each check bit is required.
Because the read and write check bit generations are the
same, the circuits are similar. One minor. difference
should be noted. In this example, the check bit will be
formed from parity on eight data bits. The 74S280 parity
generator has nine inputs; therefore, the write check bit
generator will have the extra input grounded while the
read generator has as an inpm the fetched check bit.

. Developed directly in the read check bit generator is the

syndrome bit, which saves one level of gating. Figure 21
shows the identical results of generating the syndrome bit
by exclusive-ORing the fetched check bit with the
regenerated check bit and forming the syndrome bit in
the read check bit generator.

Implementing the syndrome ge‘neratofword in this way
reduces the circuit propagation delay by approximately
10 nanoseconds. .This implementation imposes a
restriction on the code to be used — the check bit must be
formed from no more than eight data bits.
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Figure 20. Block Diagram of ECC System.
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Figure 21. Syndrome Bit Generation.

. /

Figure 19 listed the possible syndrome words for a 16 bit
data word. These are relisted in Figure 22 with the
syndrome words for the check bits and the zeros deleted.

11 C1
11 2
1 c3
1 C4
111 Cs
1111t cé

Figure 22. Possible Syndrome Words with Three Check Bits.

While there are twenty possibilities for syndrome words,
only 16 are needed. Each row contains ten ¢1s”’ and each
column contains three ‘‘Is.”” Four columns are
eliminated but in a way that each row contains eight
““Is.”” When the columns are matched to data bits, the
“Is” in each row define inputs to the 74S280 parity
generators for the given check bit. Eliminating the two
columns from each end results in sixteen columns with
each row having eight ‘1s.”” These remaining sixteen
columns which match the data bits are rearranged in
Figure 23 for convenience of printed circuit board layout
and assigned to the data bits. The syndrome words for
check -bits are also shown for complete code

development.”

Data Bit
M16 M15 M14 M13 M12 M11 M10 M9 M8 M7 M6 M5 M4 M3 M2 M1 CI C2 C3 C4 cs C6

X X X X X X X X X cl
X X X X X" X X X X ’ 2

X X X X - X X X X X loi]
X X X X X X X X X c4
X X X X X X X X X cs

X X X X X X X X X C6

Figure 23.
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With this information the check bit generators can be
designed. Figure 24 depicts write check bit generators
while Figure 25 depicts read check bit generators.

Double bit error detection is accomplished by generating '

parity on the syndrome bits. Except for the syndrome
word of 000000 — no error — even parity will be the
result of a double bit error. Hardware implementation is
shown in Figure 26. OR-ing the syndrome detects the
zero state, which has even parity and prevents flagging
this state as a double bit error.

Decoding the syndrome word must be done to invert the
one bit in error. Combinational logic will decode only
those syndrome states which select the one of sixteen bits
for correction. Figure 28 shows the logic of the decoder.

' ot —A
DI3 —}
D6 —|
Dl,’,'g —1 s280
oz — $0DD
D6 —! [~

DIt A
DIZ_{
DIS
DI7 —
DI9 — $280
DI10 —
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al
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Figure 24. -Write Check Bit Generators
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Figure 27.Correction Circuit.
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Figure 28. Complete Correction Circuit
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Enabling the correction logic, the decoded B(x) signals
become ‘‘high’’ to invert the output of the 74586 exclu-
sive-OR circuits. If the B(x) signals are ‘‘low’’ the output
of the correction is the same level as the input. The
correction circuit is shown in Figure 29.

Connecting the five circuits as shown in the block
diagram of Figure 20 completes the error correction
circuitry.

SUMMARY

An unprotected memory has a system MTBF which is
approximately equal to the device MTBF divided by the
number of devices. Redundancy codes are used to protect
memories. While parity is a redundancy code, it only
indicates that an error has occurred. A ‘‘modified”’

Hamming code ¢an correct single bit errors and detect

double bit errors; truly enhancing the system MTBF.

~ This report has laid the foundation of ECC basic
concepts. Building on this foundation, the next report
will address the mathematics. for calculating the
enhancement factor of ECC in a system environment.
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1. INTRODUCTION . N

This Application Note explains reliability analy-
sis as applied to a typical memory system. (It fol-
lows Intel Application Note AP-46, which reviewed
basic ECC, Error Corrections Code, concepts.)
A number of examples demonstrate techniques to
calculate reliability of a model memory system,
with and without ECC — emphasizing system
reliability as a function of the number of devices
in a system and the individual device failure
rates.

Since a system with ECC can correct a single bit
failure and detect double bit errors within an ac-
cessed word, it has a decided advantage over a
system without ECC. A soft error rate of two or
three times device hard failure rate has signifi-
cantly less effect on the Mean Time Between
Failures (MTBF) for a system with error correc-
tion. This is quantified as the Enhancement
Factor, EF — the ratio of MTBF for two identical
systems, one with and one without ECC. The
Enhancement Factor can be predicted by the
application of statistical analysis.

The general model presented in this Application
Note numerically predicts the chance of memory
system failures during a specified length of time.

It also provides insights into the relationship of
" device failure mechanisms and soft errors to
memory system reliability. Intel® 2117 Dynamic
RAM is used in the example memory system. The
reliability data for distribution of hard failures
was obtained from the 2117 Reliability Report
(Intel RR-20).

‘ 2. MEMORY CONFIGURATION
21 Device

) System reliability begins with the smallest physi-

cal unit, the memory device. Each device can be
considered a system itself, with the smallest func-
tional unit being a single storage cell. Device in-
ternal structures have inherent failure mechanisms
affecting individual memory cells.

The structure of a typical RAM device consists of
two-dimensional coordinate-addressed arrays of
memory cells arranged in rows and columns, such
as the Intel® 2117 Dynamic RAM shown in Figure
2. This device contains 16384 cells arranged in a
128 row by 128 column matrix; each cell is selected
by an encoded 7-bit row and 7-bit column address.

2.2 System

. An array of memory devices on one or more cir-
" cuit boards forms a typical memory system. A
system is defined by n bits per word, x words per

page and p pages per system. Note that a “page”
is defined as the number of memory words formed
by a minimum set of memory components.

For example, 16K by 1 RAMs would héve a
minimum page size of 16384 words.

Figure 1 represents such a system, with the
horizontal axis corresponding to parallel, address-
accessed data bits and the vertical axis corre-
sponding to the series stacking of words and
pages. This memory structure is used for the
model system.

3. ERROR CLASSIFICATION

The 2117 failure mechanisms illustrated in Figure
3 are fairly representative for today’s RAM devices.
These can be categorized as hard failures and
soft errors.

\

3.1 Hard‘ Failures

‘Hard failures are permanent physical defects,

such as shorts, open leads, micro-cracks or other
intrinsic flaws. They are classified as single cell
failures, row failures, column failures, combined
row-column failures; half-chip failures and full
chip failures.

The failure type distribution w1th1n a device is a
function of the device design. Typical ratios are
50% single cell failures, 40% row’ or column
failures, 10% combined failures and less than 0.1%
half-chip or full-chip failures. (Refer to Figure 4.)
The accumulative independent events are expressed
as a single numeric value for the combined failure
rate of the device (EQ:1a). The standard mathe-
matical symbol for device failure rate is the Greek
letter Lambda, A; i.e,, A = 0.027%/1000 hrs.

EQ:1a )\hrd= Asinglc‘ﬁ' )\rr)w+ Acolumnt )\row/col+

Ahalchip T A fullchip

3.2 Soft Errors

In contrast to hard failures, soft errors are charac-

terized as being random in nature, non-recurring,
non-destructive single cell errors.

Traditional soft errors are caused by noisy system
environments, poor system design, or rare combi-
nations .of noise, data patterns, and temperature
effects which push the RAM beyond its normal
specified range of operation. This type of soft
error has not been included in the analysis to .~
follow because it is associated with system level
problems and the rate of failure is difficult to
quantlfy, in any case it is assumed.to be quite
small.
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Figure 2. Random Access Meinory Device

Other soft errors are caused by ionizing radiation

of alpha particles changing memory cell charge

in semiconductor substrates with high impedance
nodes. The data bit error is realized during a
memory read to the failing cell. These errors are
purged by rewriting (restoring) the correct data
bit information to the cell. The failure rate for this
type of soft error is stated separately from hard
failures because of its unique properties.

The total device failure rate becomes:
EQ:1b Ay = Ana + A

The pie graph in Figure 5 depicts the combined
distribution of both hard and soft errors.

4. RELIABILITY

Reliability, as used in this application note, is
defined as “the probability that a component will
operate within specified limits, for a given period
of time”!. The definition includes the term “prob-
ability”, a quantitative measure for chance or
likelihood of occurrence, of a particular form of
event — in this case, operation without failure
within specified limits. In addition to the probabi-
listic aspect, the reliability definition also involves
length of operational time.

Since reliability is concerned with events which
occur in the time domain, they are classified as
incidental failures, which do not, cluster around
any mean life period, but occur at random time
intervals. The exact time of failure cannot be pre-
dicted; however, the probability of occurrence or

non-occurrence of a statistical mean in a given

operating frame of time can be analyzed by the
theories of probability. Since exact formulae exist

~ for predicting the frequency of occurrence of events

following various statistical distributions, the
chance or probability of specified events can be
derived. i

4.1 Component Reliability .

Memory systems are operated where failures
occur randomly due only to chance causes. The
fundamental principles of reliability engineering
predict the failure rate of a group of devices which
will follow the so-called bathtub curve in Figure 6.
The curve is divided into three regions: Infant
Mortality, Random Failures, and Wearout Failures.
All classes of failure mechanisms can be assigned

_to these regions.

Infant Mortality, as the name implies, represents
the early life failures of a device. These failures
are usually associated with one or more manufac:
turing defects. Memory device failures occurring
as the result of Infant Mortality have been elimi-
nated by corrective actions relating design,
inspection, and test methods.

Wearout failures occur at the end of the device’s
useful life and are characterized by a rising
failure rate with time as the device’s “wearout”
both physically and electrically. This does not
occur for hundreds of years for integrated circuits.

The Random Failure portion of the curve repre-
sents the useful period of device life. As stated,
memory devices are operated in systems during
this period when failures occur randomly. The
number of failures occurring during any time
interval within the “Random” period is related
only to the total number of memory components

1 Reliability Mathematics — Amstadter

3-126



AP-73

COLUMN
(128 CELLS)

ROW
(128 CELLS)

SINGLE CELL
(1 CELL)

7

H@LF-bEVICE FULL-DEVICE
(8192 CELLS) (16,384 CELLS)

. ROW-COLUMN
(256 CELLS)

Figure 3. Failure Geometry — 2117 Example
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Figure 4. Failure Distribution — 2117 Example

SOFT ERROR SINGLE CELL RATE —  0.1% PER 1000 hrs
HARD ERROR COMBINED RATE — 0.027% PER 1000 hrs

TOTAL = 0.127% PER 1000 hrs

HARD ERRORS .
50.0% SINGLE CELL
15.6% ROW
28.1% COLUMN

6.2% ROW/COLUMN

21.2%
COMBINED
HARD ERRORS

78.7%
SOFT ERROR
SINGLE CELL

Figure 5. Combined Distribution of ‘Fail_ure Type

operating. If sufficient numbers are operated, and

- the measured interval is long enough, failure rate

approaches some relative constant value. For any
given component type, the failure rate value will
depend on operating and external environmental
conditions (voltage, temperature, timing, etc.) and
will be characteristic of this set of conditions.
When the conditions change, the fallure rate w111
correspondingly change.

For example, if 500 devices are tested for 1,500

* hours and two failures were observed during the

test interval, then the failure rate is two failures
per 750,000 device-hours or one failure per 375,000
device-hours. For commonality, device failure rates
are expressed as a percentage value per 1000 device-
hours. The above example then' becomes .00266
failures per 1000 device-hours or Agey = 0.27% per
1000 hours. This is an overly simplified statement
on determining the device failure rate. Many tests,
designed to stress the devices over operating con-
ditions and margins, are used in the final analysis
for the specification of device failure rates.

4.1.1 RELIABILITY FUNCTION R(t)

The Reliability Function, R(t), follows an inverse,
natural logarithmic curve, which expresses the
rate of change for a memory component from an
operational state to a failure or error condition.
The curve is a familiar one to the physical scien-
tists because of its relationship to growth and
decay. . :

The general function for reliability is given in
EQ:2 where the exponent (A  t) represents the
device failure “lambda” times the independent
time variable “t”. The graph in Figure 7 shows
the shape of the R-function curve. :

EQ:2 Rit)=e M

RELIABILITY LIFE (BATHTUB) CURVE

INFANT

s MORTALITY ‘D .
K] WEAROUT
o
§ .
H .
w -
RANDOM
-0 Log Scale time t > =

PROBABILITY
OF SUCCESS

0.0

0 log scale _ ',

Figure 6. Reliability Life Curve

Figure 7. R(t) - Reliability Function
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For any constant failure rate the value of reliabil-

ity depends only on time. The limits of the reliabil-

ity function R(t) are:
R(0) = 1.0 and R(*) = 0.0

The distribution is a one-parameter type; in that
once the failure rate is established, the reliability
function is completely defined. For high or low
- failure rates the general shape of the curve
remains the same, but is adjusted along the txme
axis.

4.2 System Reliability

Just as there is a functional relationship between
the components and the system, there is a func-
tional relationship between component reliability
and system reliability. If a failure in any one of
the components of a system causes the entire
system to fail, the system is a “Series System”
(Figure 8).

}

o o} o o e oo o

Figure 8. System of Series Components

If-all the component devices must fail before the
system fails, the system is a “Parallel System”
(Figure 9).

Y
2
TC

Figure 9. Parallel System

If a system has ‘n’ components which operate in |

parallel, but §’ out of the ‘n’ components need to
be functional for the system to operate, then this
system' is referred to as a “Parallel Binomial
System” (Figure 10).

o I- oY 1_\_ _\’(‘—
BACK UP BACK UP | BACK UP : I
By [ o [

Figure 10. Parallel Binomial System -~

4.2.1 EQUATION FOR A SERIES SYSTEM

The Reliability Function for a series system is the
product of the reliabilities of the individual
components If “n? components with correspond-
mg failure rate of A1, A2, A3, , , , Ay operate in
series to form a system then the equation for sys-
tem reliability is:

EQ:3 R()sys= ROIRErR®)5» » sRM)y
where R(t); = e Ai't

If each of the n components has the same device
failure rate lambda, then the system reliability
equation reduces to:

EQ:4 R(t)sys'_— R(t)n = e-r’)\l

4.2.2 EQUATION FOR A PARALLEL
BINOMIAL SYSTEM

One of the fundamental concepts of reliability
engineering is the Binomial Theorem. The theorem
is used for computing the reliability of complex
redundant systems, where “j”’ out of “n” units are
required to operate for system success. The bino-
mial distribution expresses the probabilities of
two states of an event, “a” and “b”, where the
event is permutated “n” ways. The general form
of the binomial dlstnbutlon is (a + b)", and is
expanded to:

EQ:5  a"+na b+p(rDa b+

2!

n(rD)(7-2)a" b+ +b”
3t

It is applicable to a memory systém operating in
parallel; i.e., when there are only two possible
states or results of an event — when a component
of the system either conforms to requirements or
is discrepant.

If we assign to one state the function of reliability
— R(t), then the other state is Q(t), the function of
non-reliability, which is the probability of being
inoperative.

Recall that R(t) is a unity function, which ranges
from 1.0 to 0.0, as a function of time. Since the
sum of R(t) and Q(t) make up the whole “event”,
then EQ:6 defines Q(t). This relationship is also
illustrated in Figure 11.

EQ6 R()+ Q) =1, then Q(t) = l»—v R(t)

\
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By substituting R(t) and Q(t) respectively for a
and b, where R(t) is the probability of a device
being good, Q(t) is the probability of the same

device being defective, and “n” 'the number of -
units in parallel, then: .
1.0 - 0.0
am
PROBABILITY
* OF FAILURE B
R Q
05 — PROBABILITY . — 05
OF SUCCESS
AREA = MTBF RM |
0.0 1.0
0 ) . . T - >
time

- Figure 11. Q) =1-e¢ M

EQ7 [R+Q] =1

Note, for simplicity, all references to (t) for the

reliability and non-reliability functions will not»

be indicated, but 1mphed

‘It follows that the expansion of [R + Q] must also
" equal unity example

EQ:8 R"+nR” LQ + n(-HRT*Q*+
21

(2R QP+ - - + Q'.’-f=
3! ’

We can next examine the meaning of each term in
the series on the left side of EQ:8. Suppose that
there are “n” identical components of a system, of
‘which the probability of a component being
~operative is R, and that the probability of its
being inoperative is Q or (1 — R). If there is only
one component (n = 1), then the probablhty of its
bemg not defective is. simply R

If there are two components (n = 2), then the
probability of both being operative is R X R = R
and if there were three components then the
probability of all three being good is R’. Conse-
quently, if there are ‘“n” components, the chance
" of all “n” units being operative is R"” and the first
term in the series R” is the probability of all
components being 'operational.

Next, suppose.there are two components X and Y,
one is operative and one has failed. There are two
ways that this can occur: X is operational and Y

fails, with the probability Ry - Qy; or X failsand Y
is operational, with the probability Qy * Ry. Since -

these are mutually exclusive and constitute all
possible combinations of one operative component
and one failure, the total probability is (Rny) +
(Q:Ry), or 2RQ.

‘ If there are three components X, Y, and Z, of _

which two are operative and one fails, fchen‘three
possible combinations exist: X and Y are opera-
tional and Z fails, X and Z operational and Y fails,

. and Y and Z operational and X fails. The proba- :

bility of each combination is (RnyQz) + (RnyR,z)

L+ (QxRyRo).

Again, since each combination is mutually exclu-
sive and together they constitute all possible combi-
nations, the probability of two operational devices

~and one failure is 3R% Q. Similarly, if there are n

component-devices, the probablllty of all but one
being operative is nR7! * Q. Thus, the second
term of the binomial expansion series is the prob-
ability of exactly one device failure, and all: other'
devices being good .

By extending these derivations to cover each suc-
ceeding term, we find that the third term is the
probability of exactly two failed components, the
fourth term is the probability of exactly three

" failures and so on. There are n + 1 terms in the

expansion, and the last term Q is the probability
all components are inoperative.

The reliability of a group of redundant items

depends not-only on the reliability of each indi-

vidual item and on the number of items in redun-
dant configuration, but also on how many are
required to operate to achieve system success. If
all are required, then the first term of the binomial
series represents system success. In this case
there is really no redundancy. However, if all but
one are required (one failure permitted), then

" success is achieved if no failures occur or exactly

one failure occurs within word accessed from a
page of memory. The system reliability is then the
sum of the first two terms of the series.

If two failures are permitted, then the sum of the
first three terms represents the probability of
system success. In general, if r failures are per-
mitted, system success is the sum of the firstr +1
terms.

The general equation then for a binomial system,
permitting one error, which is representative of a
memory system with single bit error correction —
ECC per accessed word is expressed as:

EQ9 Ri(t)=R"+7nR"-Q

Ist 2nd - binomial terms

Note that the remaining terms of the binomial
expansion represent all combinations of failures
that are greater than one failure, up to and includ-
ing all components failing. RT(t) is still a unity
function of reliability and has a converse QT(t),
where QT(t) = 1 — RT(t). Thus; QT represents the
3rd through n-th terms of the binomial.
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5. RELIABILITY ANALYSIS USING
PAGE/SYSTEM APPROACH '

. The analysis of the model system in Figure 1
begins with EQ:2 at the smallest non-redundant
failure level; by using standard rules for series
and parallel reliability, the combination of these
device exponential expressions will yield the sys-
tem reliability equation. The method of approach
will be to calculate the reliability of a page of
memory and treat subsequent pages as a series
system where: .

EQ10 R(U)ygen=[R(Dpage]”

For clarity, the reliability of power supplies, fans,
backplane connections, TTL support logic, etc.
will not be included. These iten\s can be merged in
the final analysis by the reader as additional
series system: equations for each type.

5.1 Memory System Without ECC

The analysis of reliability of a memory system
“without” any form of ECC is simply the first
term of the binomial equation EQ:9. Since this
term represents reliability of all components in a
page of memory without redundancy, it is equiva-
lent to a “‘series system” equation (EQ:4). There-
fore, the equation for a page of memory without
ECC is: ‘

'EQ:11 R(YpAGE, . = RODEV, . = €

—-A-n-t
necc

where “n” is the number of components in the
page and Aq.v is the device combined failure rate.

The reliability for the memory system of “p”
pages is: .

EQ:12

R(OsvSpeee =[ R(DPAGE e ) p? [R(OpEY ]M

5.2 Memory System With ECC

The analysis of reliability of a memory system
“with ECC” — (single bit error correction) is more
complex. The fundamental difference between the
two memory systems is that in a non-corrected
system, any error — no matter the type, single cell
failure, row failure, soft error, etc. — is considered
a system failure. In a memory system with ECC, a
system level failure only occurs when more than
one bit has failed in an accessed word.

. Thus in the analysis of a System with ECC, we

must deal with the probabilities of each failure
type occurring in random combinations which
align within a word of memory to cause multiple
bit failures as shown in Figure 12.

Memory Page Accessed Word Failure Alignment

Figure 12. Memory Page Accessed Word Failure Alignment
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Figure 13. Single Failure Type lllustration

For example, consider a single cell hard failure in
one device in a system using 16K RAMs. The
chance of a similar failure in the same cell of a
different device is 1/16384 times the device failure
rate for single cells. For n devices in the data word
the total chance is n/16384 for a single cell match.

The appllcatlon of the binomial distribution
(EQ:9) requires further differentiation in the
analysis of the example memory system. EQ:9 is
restricted to one failure mode, in that it typically
assumes a failure renders the whole device inop-
erative. This is not the case with memory com-
ponents where each device in itself can be thought
of as a system of memory cells, with the smallest
unit being the single’ cell.

Multiple devices have multiple failure modes, but
usually when a failure occurs only a portion of the
memory component is inoperative. Therefore, the
application of EQ:9 must represent the unit of
failure and be mutually inclusive with all other
components along the accessed word (parallel axis)
of the memory page.

The example in Figure 13 shows a four device
memory array where each component has a single

failure mechanism of type f, which affects fsz
number cells during a failure. The unit failure rate
Af is the ratio of {fsz/Msz} times the device failure
rate Agev. Only that portion of the failure area, the
shaded area in Figure 13, is mutually-inclusive
with the failure when it occurs. Any additional
failures outside the shaded area are mutually-
exclusive, causing no double-bit failures in con-
junction with “/.”

The Reliability Function, RT, therefore, represents
only a portion of the memory page as indicated by
the shaded area fsz in Figure 13. If “/” were the
only failure type; then the reliability for the full
page is simply a series equation with RT raised to

the exponent £, the ratio Msz/fsz.

Derived from the binomial equation EQ:9, the

-expression for reliability for a single page of mem-

ory with one bit redundancy — (ECC) —, and only
one failure type “x” is given as:

EQ:13

v I
R(t)paGEece= [ROT+ 7RO Q(t))
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Figure 14. Multiple Failure Type lllustration ‘

Now that the binomial equation technique has
been applied to a single failure type, let’s expand
the process to cover more than one failure type.
By the process of combining or permutating these
failure types, the Reliability Function can be cal-
culated. Figure 14 shows a four component
system with the probability that two failure types
/i or f> can occur in each component. Both failure
types affect fsz; and fsz, number of cells during a
failure, respectively. The calculation begins with
evaluating the probability of /i occuring (EQ:14a)
and merging by a second calculation the proba-
bility of failure type f2. (EQ:14b).

n-1

EQ:14a Rt, = Ry, + 1R/ 1-Q, '
‘ 7 5, / ) -1
EQ:14b RT,= Rfy[RT] + R R Qs

NOTE: with A4 representing more than one fail-
ure type, fi and f5, Agev must be proportioned to the
“failure-type-distribution” in determining the

unit failure rates Af1 and Af2. The term Xf and
X/ are introduced to quantify the failure type dis-
tribution as a percentage. (Ref: EQ:1 and Figure 5).
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EQ 14c is the unit failure rate equation for /i and
/> in this case.

EQ:14c¢
fsz fsz
. L 18Zg
)\fl'_‘ dev’ fl Msz )\f2=)\dev fZMEEZ

The total reliability for the page in Figure 13b is
given by equation 14d.

. Msz
EQ:14d R(t) page= [RTz] fSZ:

By expanding on this process the equation for a
system of memory components with these failure

_ types: fi, /2, f3 is given in EQ:15,
EQ 15

RT; = R (R + Ry sRry(Rr ) %1 Qs

We can now formulate a general set of equations
for multiple (/1) failure types in an error corrected
system. ’
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5.2.1 EQUATIONS FOR THE MODEL

The full model under analysis in this report has
six failure types, as described in the section on
Error Classification. The reliability calculations
for a page of memory must permutate all combi:
nations of these six failure types. It is accomplished
by the set of equations in EQ:16.

EQ:16

N, _ fsz

j | ' fszio1 fsz:

Mi= Adev Xi* N%Z—;
|
NR._EA/;QQ—I—Ri I};I;\Z‘
R, pce Eece=4 1 =—|Rsi = Ri:(Rsi- 1)['

IRTi = R” (RT--.) +n(Rs)"-Q
| ‘

R(t)systeMece = [R()PAGE ece]

restrictions: RSp = RTo = fszo = 1.

The process begins at the word level with soft
errors and gradually increases the area of evalua-
tion to single cell hard failures, then row or
column failures, combined row/column failures,
. half-chip failures, and finally full-chip failures.

Tllustrated in Figures 15 and 16 are the six itera-
tive steps to merge all combinations of failure
types — fi, f2, /3, fa, /5, J6.

The first 'step calculates the chance of a single
word of the memory page not having more than
one soft error.

The second step calculates the probability of not
having more than one single-cell hard failure and
merges step #1, for a combined result that no more
than one failure caused by either soft error or
single-cell failure has occurred within the single
word analyzed.

The third step calculates for row failures and
merges with step #2 all combinations of the three
failure types. Using the 2117 example memory
system from Figure 6 to illustrate this point — a
row or column failure affects 128 memory words
— the combined result from step #2, which ana-
lyzed a single word, is raised by the exponent 128
as a series equation. The combined result for step
#3 is the probability of not having a system
failure due to any of the failure types fi, /2, f3, in
any given word for a 128-word block.

This process continues up to step six, which is the
calculation for all six failure types occuring in all

combinations that would cause a system failure

within the page of memory. The analysis of éach
step therefore raises the results of each previous
step by the exponent E,

5.2.2 THE ENHANCEMENT FACTOR

5.2.2.1 Mean Time Between Failures

The Mean Time. Between Failures (MTBF) for a
memory system, with or without ECC, is given in
EQ:17. MTBF is calculated by integrating the
system reliability function, R(t)ss, from t = 0 to
infinity.

EQ:17 MTBFgys = [R(t)sys-dt
0

On the average a system will fail once every
MTBF,y; hours. The relationship between MTBF
and the R function is shown in Figure 17.

The bottom line conclusions on the effect that error-
correction has on a given memory system is calcu-
lated by comparing the resultant MTBF sys—ccc
projection with the MTBF sys-necc of a similar sys-
tem without ECC. The improvement of a memory
system with error correction logic over a compar-
able system without is expressed by EQ:18 as the
enhancement factor EF.

EF = MTBF 8ys-ecc

EQ:18 bttt Al
MTBFsys-necc

5.2.2.2 Mean Time To Failures
The Mean Time To Failure (MTTF) is similar in

. concept to MTBF, but differs in that it represents

the effects of maintenance on an error corrected
memory system. When a maintenance policy is
adopted which allows for the replacement of
failed components before the system fails, system
failure is postponed (depending on how often the
system is inspected and maintained). With this
policy a memory system fails less frequently than
it does without maintenance; it is assured that
every new operating period after inspection starts
with full redundancy restored. The maintained
system Mean Time To Failure thus becomes
greater than MTBFiy.

If preventive maintenance is performed at an
arbitrary time T, then EQ: 19 expresses mean time
to failure.

EQ:19 T
' f R(t) sys-ecc ’ dt

p oo s
MTT 1- R(T) sys-ecc
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Figure 15.
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Figure 16.
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Figure 17.

Figures 18 and 19-show the refationship of MTTF

5.2.3 SOFT ERROR SCRUBBING
In the previous sections on MTBF and MTTEF, soft

‘errors and hard errors were treated the same.

They both accumulated to cause system failure or
were removed at scheduled preventive mainte-
nance (PM) intervals.

However, soft errors can have their own special
maintenance function. Recall that soft errors can
be purged from a system with ECC by rewriting
(restoring) the correct data bit information to the
failing memory cell. (Provided that no other bit
within the word containing the soft error has
failed.) Thus it is possible for the system to
maintain itself by software, etc. This special
maintenance function of scrubbing soft errors at
predetermined intervals is incorporated into the
system reliability equations by merely resetting
the time parameter t for the soft error portion of
the equations.

Figure 20 shows the relatlonshlp of soft error
scrubbing on MTBF and the system R functions. -

to the R function and MTTF to MTBF respectively. )
. . . MTBF:
The enhancement of a memory system with main-. o
tenance over a comparable system without ECC -
is expressed in EQ:20.
. MTTF 10 / R Enonance
. MTBF
E :20 EF,  =ymms ~ .
@ " MTBF gy ccc n| X 1
4 sl .
[} SN
I N
1 SO
] . \\s
0 -
TsFT
. . Figure 20.
N 5.2.4 APPLYING THE MODEL EQUATIONS
~ N .
v m ; - The basic set of equations for a model are derived
TIME from EQ:16. The application of these equations is
. best suited for implementation on a computer. An
Figure 18.
example computer program is available on request.
- Figure 21 illustrates a simplified block diagram of
T the model.
[ Rty + dt
(MTTF) MTTF = OT‘ ) .
( ) failure rates ——» n n1 |—» MTBF - mean time to failures
. failure distribution —»| R"+ nR™a .
 system configuration recapiLTy [~ R(Y) - system reliability function
B ) time ———> MODEL >  EFecc - en‘har‘;cemenl factor
inputs ’ equations: outputs:
" MTBF LINE v
Figure 2‘i. ,
] 1 ) .
Losnoe m PM. TIME The required user inputs are for component para-
. i meters — total memory size, number of rows and -
Figure 19.
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failure mode distribution; for system parameters
— memory word size, ECC check bits, number of
pages, interval of time, and soft error scrub time.

Output is a set of discrete values of the reliability
function representing the complete memory sys-
tem as a function of time.

The integral functions for MTTF and MTBF are
evaluated by the trapezoidal rule of integration.

EQ:21 -
- MTBF= };:/g'[RSySI_I+RSyS|]-ATime
i s

* where Rsys,=1
]

Based on the Intel® 2117 Dynamic Ram, the fol-
lowing three sections — (I, II, III) — compare
various system configurations and failure rate
parameters.

I. Table 1 shows the comparison of six memory
configurations, ranging from 32K-bytes to 16
Megabytes. The Input parameters used were
those listed in Table 2.

Table 1. Memory Configuration versus MTBF

FAILURE RATE = .127% / 1000 hrs
configuration MTBF, non-ecc MTBF, ecc E.F.

16-bit word by 1 pg 49 k hrs 1170k hrs  ~ 24
16-bit word by 128 pgs 390 hrs 95k hrs 249
32-bitword by 1 pg 24 k hrs 658 k hrs 27
32-bit word by 128 pgs 195 hrs 53k hrs 278
64-bitword by 1 pg 12 k hrs 355 k hrs 29
-64-bit word by 128 pgs 98" hrs 29k hrs 299

Table 2. Model Input Parameters

Combined HARD FAILURE RATE = 0.027% / 1000 hours
Failure distributions:

single cell = 50.0%

row cells = 15.6%

! column cells = 28.1%
row-column cells = 6.3%

half-chip .= 0.0%

= 0.0%

full-chip

total 100%

SOFT ERROR FAILURE RATE = 0.1% / 1000 hrs - est.

These results show an enhancement factor of
approximately 27 for a single page of memory
and over 278 for 128 pages.

II. Table 3 shows the comparison of six memory
configurations, between two soft error rates.

Table 3. Memory Configurations versus SE Rates

HARD FAILURE RATE = 0.027% / 1000 hrs
SOFT ERROR  SOFT ERROR
RATE «RATE
.2% /*1000 hrs  .5%’/ 1000 hrs
configuration MTBF, ecc MTBF, ecc
16-bit word by 1 pg 880 k hrs 575k hrs
16-bit word by 128 pgs 70 k hrs 44 k hrs
32-bit word by 1 pg 492 k hrs 322 k hrs
. 32-bit word by 128 pgs 39k hrs 24 k hrs
64-bit word by 1 pg 265 k hrs 173 k hrs
64-bit word by 128 pgs 21k hrs 13 k hrs

III. Table 4 shows the comparison of a memory
device with one failure type. The failure types
compared are devices with a single cell
failure modes and full-chip failure modes.

System A has devices with only “single cell”
failure types and System B has only “full-
chip” type. All other parameters are identical.
Both system failure rates are 0.027%/1000
hrs.

Table 4. Single Cell versus Full Chip Failures

SYSTEM A SYSTEM B
with with
configuration: single cell . full-chip
MTBF MTBF -
64-bit by 1 page 8.3 m hrs ) 103k hrs
64-bit by 128 pages 730k hrs 6k hrs

5.2.5 DISTRIBUTION

Error correction in a system does not alter or
change the actual occurrence of failures. Failures
still occur at the MTBFy.. period based on the
distribution in Figure 5. (For the example system,
the soft error rate is three times the hard failure
rate — .1% vs. .027% — which represents a soft
error occurring 78% of the time.)

- However, the fact that a multibit failure is re-

quired to cause a system failure in a system with
ECC modifies the failure distribution; soft errors
have much less effect than hard failures on
system performance. Figure 22 demonstrates this
by showing a modified distribution based on
average cells per failure, the Rate Geometry
Product, RGP. .
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INDIVIDUAL FAILURE RATE DISTRIBUTION OF A GIVEN TYPE
TIMES THE NUMBER OF CELLS AFFECTED
EQUALS AVERA(/EE CELLS PER FAILURE

FAILURE TYPE % DISTRIBUTION ~ CELLS  AVERAGE CELLS

SOFT ERROR:

SINGLE CELL 8% - x 1 = 079
HARD ERRORS:

SINGLE CELL 10.6% x 1 = 0.1

ROW 6.0% x 128 = 7.93

COLUMN - 3.4% x 128 = 435

ROWICOLUMN 1.3% . x 266 = 332

100% . TOTAL 16.5

" 6% SINGLE
CELLS

75%
COLUMN

DISTRIBUTION BY NUMBER OF AVERAGE CELLS

2

Figure 22.

The illustration shows the statistical average cell
failure for each type derived by taking the product
~ of the.component failure rate distribution times
the number of cells affected. For the 2117 example
device, the total average cell failure is 16.2 of
which 11.8 are column and row failures.

Intuitively, it can be seen that row .and column
failures are the most predominant, while the least
predominant are soft errors and single cell hard
errors.
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6. SUMMARY

This Application Note presents step-by-step
procedures for calculating system reliability. In a
system without ECC, a fault of any type can
cause system failure — predominantly types with
the highest failure rates. In a system with ECC,
only multi-bit errors within the same word cause
system failure — predominantly types with the
highest average cell errors as defined by the Rate
Geometry Product. An Enhancement Factor,
comparing a system without ECC to one with -
ECC, can be used to determine if error correcting
techniques are advantageous for any specific
memory system.
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APPENDIX A

EQ:1a Ahrd= Asinglet ArowT Acolumn™ Arow/col T )\halrc};p *+Afulichip

EQ1b  Aw = Awa + Aste | -

EQ:2. R =e

EQ3  R(t)ys= ROrROrR®3 » s R(t)y
where R(t), = e 't

EQ:4 R(Osys = R(t)"=e "™

EQ5 = a'+na b+n(n—1)a'2b2+n(n—l)(n—2) a’ b3+ +b”
31

EQ:6 R(t) + Q(t) =1, then Q(t) = 1 — R(t)
EQ7 [R+Q1'=1 ' ‘ |
EQ8  R"+7R7Q+ n(rDRTQ* + (- D(r-)R™Q*+ - - - + Q7= 1

21 3!
EQ9 R = gj +7R"'Q
Ist .. 2nd - binomial terms
EQ:10 R(t)system=r [R(t)PagG]P
. . ~-A-n-t
EQI1  R(DpAGE,ce = RODEV, (e =€

EQ:12  R(D)sys,.. =[ R(t)PAGEneCC] =[ROpey]""
£y
EQ:13 R(t)PAGEecc™ [R(t)z + ﬂ'R(t);'_l‘ Q(t)"] '
‘ n n-1
EQ:14a Rt =Rf| + nR}l'Qfl

R R? Py
EQ:14b  Rt, = Ryy[RT] + n[RryRrY] -Qf,

. fsz fsz,
EQl4c  Af= A, XS, Ve M= Xy
Msz

EQ:14d R(t)page= [RT] fsz:

1 . ‘ gl
EQ15  RT; =Ry R + nRrRr®r ) -Qrs

. . fszi
EQ:16 |
» Mi= Agev: Xi - ‘
1 \f de Msz
N _ Msz
Rl—CV th_l-Ri f—
R®), Am:m 1 <—|Rs; = Ri"(Rs;- ,)"‘ So

| RTi=R] (R1_1) +n(R§)"‘ -Q

“R(t)sysTEMecc = [ROIPAGE ecc ]’

restrictions: RSy = RTo = fszo = 1.
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EQ:17

EQ:18

EQ:19

EQ:20

EQ:21

MTBFy, = ({ R(t) gys-dt

EF= MTBF sys-ecc
MTBFsys-necc

T .
MTTF = '(( R(t) sys-ecc "'dt»
“1-R(T) sys-ecc

_MTTF

= MTBF gy c0

MTBF = °§;/;[Rsysi_,+Rsysi]~ATime
1= :

where Rsys,=1
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“APPENDIX B

INPUTS
UNIT FAILURE RATES —————>]
Anrd, Astt
FAILURE DISTRIBUTION ————————>|
Xt
TIME INTERVAL ———————>
®
UNIT MEMORY SIZE ————>
© UNIT ROW SIZE———>

SYSTEM WORD WIDTH———

ECC CHECK BITS '<——>

RELIABILITY MODEL

)

EQUATIONS

PAGES ——————>

OUTPUTS

> R(t)system FUNCTION
> . MTTF) FUNCTION

—> MTBF

R
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~AP-73

FORTRAN IV

0001

D00z
OO0
Q004
OO0S
D004
T 0007
Q003
QOO0
o010
o0l
Q01
Q013
Q014
OO15E
CO0lA
0017
Qo1

0oLy

DOZ0

L##ﬂ######
[ #

#
#
#
#
#
#
#
#
#
#

4

Db I w i B e B

IMPL.
DIME
BYTE
INTE
TCIMM
MM
MM
MM
1Z0MM
MM
MM
20
COMM
Z0IMM
MM

,

DATA

DaTa
DATE

0aTA
& THY

DATH
IATA
DATA
DATH
DATA
LATA
LATA
DATH
OATA
DaTA
DATH
DATA
LT
CDATA
DATA
AT
DTy
DT
DATE

Yoz, 04

AR R R R S R
ECC HELIDILITY MODEL REY 4B FER79

*

INTEL CORP
MEMORY FPRODUCTE DIVIS IUN

CAFFLICATIONS LAE

#
#
#
#
ALDOHA, OREGON - . ' #
) . . #
. : #
ERROR CORRECTION RELIABILITY

AFFLICATIONS NOTE ) ) #
############ﬂ############################

ICIT REAL®E ¢ILR, S, T, 2)

NETEN KMOZ)Y, LHOZ), ELC4)Y, L3(a)

L2y, LRCZY, TRUF CRO), ILISTOR0)

GER#4 TIFTR, LEFTRO12), IARORT, IHELF, LMFLGE (2 ) TIXFG

0N FECCLZRXZ, RXE, RXR: RXC, RXF, RXE, RXH, RXT, RCNF, SZER, SXX

0N 7 ZARMEZ, ROSZ, RWEL BFG, RZDL RZD0O, REC, RZER, R1, RTM, RTSF
ON ZECCE/7IM, TLLM, TULM, REE, JSFLG, EFGX, ISFLG, ST, R, RTH, R2Z
(] 4/,15W, RFF, IPM, RTTF, RZTTL, TCST, RALMT, TDEE, I9FG, IUCD
0N 7 FIEFGE, RECL, EEL*.IFFLH.RZ:YJ,ILIM;IDFLGJRAVE

ON FECDAZTTIN ITOUT, TLP

0N 7 TIRZE, RAQ,EZE;RZI-hZF,RZE;RIH,RZT,RZDX

N FECZ, DS, BECR, B2, ECF, ECE, ECH, ECT, ECX

oN 7 FEW, EWL, EWZ, RW, RW1, RWZ, 5, T, TSFT, THRD

(] e ACERG ERBDL EFSZ, ECA, EFX, EFY, EFZ

ON ZECCC/T, IMN, RPRT, RTO, RTEG, RTX, RZDZ, RXX, REPCL, REPCZ
(A WASEERETE T AR L A IQPHRT/’ADHR /'y THELR /- HELP /7

EMAERS, MBS/, LL/ Ty LRST T, RS
AMFLGE7SYEY, MPD ’ M'U 7
1 3 4 = b -7

LETRALIET 'JIZh s RATE*, “DISTS, *COM DHMP’ “FLAGT,
DR, Coyol, CPURGS, SMECCS, “SECC, CDECES

Ed SRS 11 1z 13
LG/ @, R27, SR, CHZ/
LHAT =y "M==~/ IBEL/ 1799/ '

IFfN/ql;ITUUT/7/aILIM/10/ IDFLGALs TLR/67

RYXZ7 78740070, RXE/7, 530007, RXRA, 1S6D07, RXC/, Z81007, RXE/. O62ZD1
RYHAQ, ODOs, RXTAZ0, 0RO/, RONF /. 27007, SZER. 10-47 :

REXES50, DO, RRXRALE, 007, RRXC/722, 1D0O, RRXEZ6, 20O

RRXH/0. 000/, REXT A0, ODO/, SXX/1. ODO/S

RMEZ A14384, 0RO, RCSZ/7128. DO/, RWDAA4, OO/, BREALZE. QO
RZD/0.000E?DO/.RZEE[0.0DIDOﬁ.REQ/*l.ODOI:RZER/D.ODO/
RRZO/Q, OZ700/7, RRZEZEAD, 100/, RRZTTLAQ, QDO/, RRZEYS/0. ODO/
Ri/1. 000/, RTMAZ500, 000/, RTSF/1000. ODO/, RAVE/ZZE, 000/
IMA0A TLLMAOS, TULMA20/, REQAZ OO, JEFLGALS, ERGX/L. O
ITSFLGAL/, S5T70. 00O RA100. 000/, RTHALOO000, 0RO/, RZ/72, 000/
15WAL/ RFFZ0. ODO/Z, TFMA L0/, RTTFZ0. ODOL, RZTTX /0. 000/
TCSTA27, RALMTZ0, 010G/, IDEEAL/, TOFGA1/, TUCD/0s, ISFGALY
RECL/72 ODOA RECZALIS, ODO/, TIEFLG/0/, RZSYX /0. QRO
TLFGA1 A RTMZ0/70) 0RO, RZTMPZQ. ODO/, JXFGALS
RZ%ifD,OQQf,R,azfQ,QDﬁf RRZ=1/70, QDO RRZS2Z70, OO/
TTMOYL/%, ODZ/, TMOYL /S, ODE/, TTROYLZ L. 504/, TRCYL/1. SD4/
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FORTRAN IV vz 04
Q0Oz% DATA TREF/7.D3f)RRX1A/66.DOI;RXIAI.66D0/:RRX1E/33.DO/;RXIBI‘3300/
0040 RPZZ=RZER
0041 SLM=RZER
0042 EFG=EFG
C . - )
CHtf ittty RELIARBILITY EQUATIONS ####iddtdattddtitd b4
[
[ RLETI = N#QT#[ RT#(RE#(RF# (RS#(RZ)*#ME) ##MF ) ##ME) ##MT J#3#(N-1)  +
o
[ (RT##N)#L N#¥OE#L RE#(RF#(RS#(RZ)##M3) ##MF ) ##ME 1##(N~-1) +
[
s (RE##N)#L N#QF#L RF#(RS#(RZ)##MS) ##MF J##(N—-1) +
- .
[ (RF#3#N)#0 N#Rs#l RS#®(RZ)##Mz J#e(N-1) +
P S _ ;
i (Ros®#M)#L N#DZ#L RZ J##(N-1) +
[ .
o (RZ3##N)  13##ME J#xMF 13eME  J##MT
=
o WHERE: RZ = Z0FT ERROR . RE = SINGLE CELL
[ RF = COLUMN RE = ROW /C0OLUMN
[ RH = HALF CHIF - RT = TOTAL CZHIP
o : ] . .
[ Mz - SINGLE CELL TO S0OFT ERROR RATIO - 1 L
i = COLUMN TO ZINGLE CELL RATIO
[ ME = ROW/COLUMN TO COLLUMN RATIO
[ MH = HALF CHIF TO ROW/COLUMN RATIO
- MT = TOTAL CHIP TO HALF CHIF RATIO
o
Q043 WRITE (ITOUT, 10) '
0044 10 FORMAT (TZ, 74 ERROR CORRECTION RELIABILITY 33k, /7,
T4, “INTEL CORP. MPO/ZMCO LM FER79, /7, ’
o T4, “FOR PROGRAM DESCRIFTION ENTER > HELPT)
CHEH St 4 S R e e e R R R R
o ‘ :
[ S INFUT FARAMETERS
[ . . : , .
Dbttt b A A R R I R R G
= ' ) :
0045 100 CONTINUE
Q044 WRITE (ITOUT, 20) IEEL
0047 w20 FORMAT (AZ, TS, "POINTER, INDEX, TIME. , FAGE, BOARDC)
004z 101 FORMAT (T2, “## LIST OUTPUT FARAMETERS #%7, 7,
CTZ "% LOWER, UPFER, SEIP, UNCOND, MAINT, . CONF©)
Q04 102 FORMAT (T2, 7% COMPONENT & MEMORY 2YSTEM PARAMETERS #%7, /,
. 2T 7w RAMEIZE. , . COLESIZE, WORDSIZE, CHECERITSS)
Q050 103 FORMAT (TZ, “## DEVICE % SYZTEM FAILURE RATES #%7, 7,
o COTE e HARDXK, | S0OFTZ, O TTLZ, . SYSTEMZ) ‘
0051 104 FORMAT (T2, “## DEVICE HARD FAILURE TYPE DISTRIBUTION ¢, /,
TS "HINT: =2 ROW oL CME HLF FULL", /7,
- T2, "% XZ 0%, X374, X4, 74, XS % Xt 4 X7T.%7)
0052 0 105 FORMAT (TZ, “## HEADER COMMENT ##7, /7, TZ, "#7)/
00532 1046 FORMAT (T2, “#7) ’
0054 107 FORMAT (T2, “#% ERROR ®%, 1X, I2)
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FORTRAN IV

0055

0054

0057
0058

0059
. 0040

0042

0043

Q04T
Q047
. 00&T
0071
0072
00732
0074

0075
0074
0077
0072
0020

ooz

oog3
0024
0085

oosks

0087

oo
0o
00RO
0092
0024
Q0L
00w
Q0o
0100
0101
0102

01032
0104
0105
01046
0107
0108
0110
0111

0112

0112
0115

voZz. 04

109  FORMAT (TZ,;** CYCLE ## SE CYCLESk&.DISTRIBUTiDN’

[

@5

v4

Ly

L)

115

117

C ./, TS, “80FT ERROR ALGORITHM - CYCLES IN NS<,/, | ]
C T2 “# MEMORY. REFRESH. BITLINE % SNGLE-CELL. %7, /,TZ, “#7)

READ (ITIN, #3) IIPTR) I1I,RRTM, IRPG, IRED

FORMAT (A4, 1X, 14, F10. 2,15, 15)

IPTR=0

oo 24, .0=1,13

IF (IIFPTR. EGL LPTR(J)) IPTR=J

CONTINUE

IF (IIPTR. EGL IADnRT) STOP

IF (LIFTR. ER. IHELP) CALL HELP

IF (IPTR.OEG. O) G0 TO 100

IF (IPTR.LT. 10) GO TO YA

RTM=RRTM

EFG=IRPG

EED=IRED

I=I11 o
..... DETERMINE WHAT TEHT e

IMM=IPTR-10 :

CONTINUE

IDMP=1 . ‘

IF (IPTR. EQ. &) IDMP=2Z : ) '

IF (IFTR. GE. 11) GO TO 200 '

G0 TO (92, 11%), IDMP ' -

CONTINUE N
GOTo (110,120, 1 *0.140,150,150,1701180,1@0;1°5) IPTR
WRITE (ITOUT, 101) = .

READ (ITIN, 112) ILLM.IHLM.ISN,IUCD,JS.RCNF

FORMAT (S(I14&),F10.8)
... DISABLE FUDGE FACTOR ..

RFF=0, O

TEFLG=0

IF ((ILLM LE O). OR. (ILWLM. LE Q). OR. (JS. LT. 0)) IEFLG=1

- IF ((RCNF. LE. ©. 0). OR. (RFF. LT. 0. 0)) IEFLG=2

IF (CILCDOLT. O). OR. (5 LT, 0)) IEFLG=32

IF (IEFLG. EQ. O) G0 TO 100

WRITE (ITOUT, 107) IEFLG

WRITE (ITOUT, 117) LPTR(1), ILLM, ILLM, ISW, IUCD, IS, RONF, RFF
FORMAT (T2, A4, *: <, 5016, 1X), F10. 8, 1X, FE, O) ‘ ‘

WRITE C(ITOUT, 104&) , . .

GOTO (100:1“4) IDMF :

CONTINUE

WRITE (ITOUT, 1032)

READ (ITIN, 122) RM 2, JTS Z,JWD,JEP

FORMAT (F2. 0, 3(1IS .

IEFLG=0 _
IF ((RMSZ. LT. L. ). OR. (JCSZ) LT, 1), 0R (JWDC LT, 1)) IEFLG=
ROCSZ=J0SZ
RWD= WD
REC=JEC |
IF (IEFLG. EGL 0) GO TO 100
WRITE -CITOUT, 107) IEFLG

N

-3-146



intel

AP-73

FORTRAN IV

OL1A
0117
o11a
0119
0120
0121
0122z
0123
0124
0125

0127

0129
0121
01322
0123
01324
01325

0136
0137
0 -'h“
0159
0140
0141
014z
0143
0144

0145
0144
0147
0145
G147
0150
0151
0152
0153
0154
0154
0158
01460
0141
0142
0143
01464
0145
01466

0147 -

0143
01469
0170

0171

[ XA

~

13
13

-
[
>

135
127

= 3
()]
o~

140

145
147

150
152
154
155
156

Voz. 04

WRITE (ITHHT.1/7) LFTR(”) RMSZ, JCSZ, WD, JEC
FORMAT (T2, A4, 7, F3. 0, 1% 3015, 1X))

WRITE (ITOUT, 106)

GO TO (100, 135), IOMF

CONTIMUE

WRITE (ITOUT, 103)

READ (ITIN, 132) RRZID, RRZIZE, RRZTTL;RRZ
FORMAT (4(F1Z 27)

IEFLG=0

IF ((RRZDOUEGR. O, O). AND. ,RRZQE EC. 0. O)

# . AND. (RRZTTL. EGL O, 0). AND. (RREYES. ECL 0. 0)) IEFLG=1

IF ((RRZTTL. LT. 0.0). OR. (RRZSYS. LT. 0. 0). OR. (RRZL. L.T. 0. O)
1 DR (RRZSE. LT. 0. 0)) IEFLG=Z
IF (IEFLG. EQ 0) GO TO 134
WRITE (ITOUT, 107) IEFLG
WRITE (ITHHT,1°7) LPTR(2), RRZD:RRZ SE, RRZTTL, RRZEYS
FORMAT (TZ, A4, 70 7, 4(F1Z 2, 1X))
WRITE (ITDUT:lO& '
GOTO (100, 145), TOMP
CONVERT FROM PERCENT ..

RZO=RRZ./7100.

RZSE=RRISE/ 100,

RZTTX=RRZTTL./100.

RZEYX=RRZEYZ/100

GOOTO 100

ZONT INUE

WRITE (ITOUT, 104)°

READ (ITIN, 142) RRXZ, RRXR, RRXC, RRXE.RRXH,RRXT RPSZ
FORMAT (A(F11. 2),F3 O)

. DISAELE PARTIALS .. ..

RFZZ=0. O

IEFLG=0

RXS=RRXZ/100.

RXR=RRXR/100

RXC=RRXC/7100

RXE=RRXE/100.

RXH=RRXH/ 100,

RXT=RRXT/100. :
SXX=RXS+RXR+RXCHRXE+RXH+RXT

IF (SXX. GT. R1) IEFLG=1

IF (RFSZ.LT. 0. O) IEFLG=2

IF (IEFLG ER O) GO TO 100

WRITE (ITOUT, 107) IEFLG

WRITE (ITOUT, 147) LPTR(4) RRXb,RRXR.RRXC,RRXE,RRXH,RRXT,RPSZ
FORMAT (T2Z, A4, 7 L(FID Ay 1X), FP 0y
WRITE (ITDUT,loo)

GO TO (100, 155), IDMP

WRITE (ITOUT, 152)

FORMAT (TZ, “# INPUT BUFFER”)

. READ (ITIN,154)‘ICHRS,(IBUF(IBY;iB=1;ICHRS)

FORMAT (T2, &, 72A1)

GO TO 100
WRITE (ITDUT:156) LPTR(S) (IBUF(IB), IB=1, 72)

'FDRMAT (TZ, A4, 7 7, 72A1)
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0172
0173
0174

0175
D174

0177

c)]l”)‘?
S oreR

E0S
OF0A
n/nv

A0
170
[

1732

173

175
174

180

196

WOz 04

GOOTO (100, 193), TDMP
ZONTINUE

CIONTINUE

FLAGE

WRITE (ITHHT,17‘) : ) )
FORMAT (TZ, "% FLAGE - SET TTL % SYSTEM FAILURE RATE MODE-,
OO/ T1O, = & FLAG FOR ONE OR TWD DIMENZION MERGES, 7,
COoTE, 74 NMNM, - BH) . )

READ CITIN, 173) IIXFE, TIGFG i .

FORMAT (A3, 1X. A '

TEFLG==0

SdXFG=O

o 174 I=1,3

CIF (TIXFG Eo LMFLGECT ) IXFG=1.

IF A TIOFGE B LN [eFG=1.

CONT INUE

WRITE (ITOUT, 179) IMFLH.(!XFG) Lﬂ(iﬂFu) ITIXFG, TIGFG
FORMAT (TEZ, “##SPECTAL G =27, 3% A3, 1X, AZ, 5X A2 11X A2, /1)
TF (CIOFG LT, 1), OR (IOFG GT. 3)) IEFLG=1 :

IF COIXFG LT, 1y, OR CUXFG GT. 2)) IEFLG=Z

IF CIEFLG Em 0) GO TO 100

WRITE (ITIN, 174&) IEFLG i
FORMAT (T2, %% ERROR -7, 12,7 RETRY, HINT: SY3, MPD, OR MS07)
GO 170
FHNTINHE,

’

URITF (lTHHT 13E) iXFG,REE;EPG;EED : )
FHFMQT ("L, “ HEADER > FLG-<, I3 22X, “CH-7, F4. 0, 2X, “PGE=7,
: BX, RO R4 Q)

!_ U"«'"I TL IE-_

WRITE  CTTOUT, 10%)

READ (ITIN, 192) TIMfYL TTREYL., thlﬁ;RRXID
1%

FORMMT (ZF1E Gy, ZAFSE AN
TEFLGO
IF COTTMOVL, LE. O 0), OR (TTRCYL, LE. G 0)) IEFLG= i
IF {(RRELA+FRRALRY. GT. 100, ) TEFLG=Z
TF CCRREXIA LT, OO ) OR. (RRXLE. LT, 0.)) IEFLG=3
ITF CITEFLG NE. Q) Gy T 193
THOYL=TTMCYL )
TROYL=TTRICYL.
RYX1fa=RRX1A/7100
REIB=RRYIEA100.
GUEOTO 100 _ ' ,
WRITE (ITOUT, 194) TTMOYL, TTRCYL, RRX 1A, RRX1E
FORMAT (T2, 7w 7, Z(F1E 00 LX) ZX, E(FE 4, IX))
ErroTo 100
CONMTIMUE
FLIRIGE
ooy 1w7., INI1“1w
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FORTRAN IV vz, 04

Qzz WRITE (ILF, 19&) (ILISTONN), NN=1,72)

Q230 124 FORMAT (T2, 7ZAZ)

0z=1 197  CONTINUE

0zzz © WRITE (ILF, 192)

[e)ecc] 172 FORMAT (1HL)

0z3 GOOTD 100
I : . .
ot deth b A e S e S R R R R R R
o )
™ i . INITIALIZE FPARAMETERS

#########H#ﬁﬁ####ﬂ##ﬂ##########ﬁ#######################################~

Qz=s 200 CONTINUE

0Z24 IF (IEFLG. EQL 0) G0 TO 202

0zZas WRITE (ITIN, 201) IEFLG :
[a)escky 201 FORMAT (T2, "ERROR COND EXISTS ~ ABORT <, 12)
QA0 GODOTO 100 ) .

0241 Z0Z 0 CONTINUE

02432 SLM=UERRTM

0z43 CRE=0. 00 v

0z44 . IF (REC LT, RZER) GO TO 208

0Z44 RE=REL ;o .

0z47 GOOTo 20w '

0z4:3 FOE CONTINUE

0z4% IF (IMM EQL Z2) RE=RECL

0251 ‘ IF (IMM. EQL 3) RE=RECZ

0253 209 RWERWO+RE . . !
0254 210 CONTINUE o _
oo MNAME CHANGES FOR SPEED REASONCS
EW=Fid . : , :
RWL=RW=1. O : ’ )
EWi=Rii :
Rz =R—2. O
\ EWZ=RW2 _ :
oo ..., S0FT ERROR ALGORITHM BY CYCLE TIMES .. ..
OZA0 SMOYL=RMEZ
0241 SMT IM=EMCYLETMCYL
024 Y L=EMT LM/ TROYL.
fojele = EPERERD) —1.
0764 SECYL= {SMT IM+ (SMT IMESREG) ) 2 (MY L+ (SROYL®SRPG) )
0245 SNRML.Z=TREF /SECYL.
OZbb RZ D= { RX 1 AXRZSEXSNRMLZ )+ (RX 1 ERZSE) '
0267 IF (IXFi NE. 2) RZDD=RZSE ' . '
Ok RZOX=RZO+RZIO0 ‘ -
OZ70 RXZ=RZO0/RZDX
0271 RXF RAR+RXE

oo o e Rel
NN NN

PR I R ]
RN RN ]

BIVSE O
ATEZHRRSZ)

QT
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—FORTRAN IV

0280
0221
0222
0223
0284
0285
0284
[

B Oz
0287
D290

-3
-4
-

s

GG 0 G

coO0oooo
o Iy BN R (IS SR OX (N

03 R R R PRI RS RO

0
"

J

...
Z
G~

b

0219

332
0323
234

AP-73
voz. 04
ECC=RCSZ
ECF=RFSZ

ECE=(RRSZ+RCSZ) /RRSZ
ECH=RMSZ/ ( (RREZ+RCSZ) %2, 0)
ECT=2. O

T=RZER

S=RZER

RINC=RTM/RTS

RMTEF=RZER

RMTTF=RZER :
RMNT=RZER

Li3=1 . -
IMFLG=1 L

ISFLG=1

JEFLG=1

. IXFLG=1

ILFLG=1

RMIL=1000000.

IF (RTM. GE. 100000, 0) IMFLIE=2
RZZ=(RXZ#RZDX) /RM=Z
RZS={(RXZ*RZD) /RMSZ
RZR={RXR#RZD) /RREZ
RZC=(RXC#RZ0) FRCEZ
RZIF=(RXF#RZID) /RFESZ
RZE=(RXE*RZD) /RESZ
RZH=(RXH#RZD) /RHEZ

- RZT=(RXT#RZLI

RHRD=1. O0-RXZ
RTMF=(RXS/RMSZ) +(RXF/RFSZ) +(RXE/RESZ) + (RXH/RHEZ) +(RXT/RTEZ)
RAVE= EXZ+((RTMP%RMTZ)*RHRD)fRFF

AZ=RXZ

AS=RHRI#RXS

AF = RHRD*RXF%(RM“ZIRF ;
AE=RHRD*RXE* (RMS ZJRESZ)
AH=RHRO®RXH# (RM=Z /RHSZ)
AT=RHROERXTH# (RMSZ/RTSZ)
AXX=AS+AF +AE+AH+AT
BZ=(AZ/{AZ+AXX) ) *R
EHRO=100. 00-EZ
BEE=(AZ/AXX)#R
EF=(AF/AXX)#R
EBE=(AE/AXX)#R
EH=(AH/AXX) #R
ET=(AT/AXX)#R
RZDZ=RZDOX#(RAVE/RMEZZ)
ECA=RMEZ /RAVE
RZREV=0. O

RZTOL=0."0

RTPM=RTM/I1FM -~
RnLU—1 0
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FORTRAN 1V

na4?
0244
Q244
0247
0Oz4z
o4
Q250
0251

0: ’:'
Q3E0
ORA1

5
-J

D342
0343
D344
0364

3L

)]

L

1,
i

0367
[0

0E70
0272
Q373
0374
Q375
Qn77

QR78.

ozEd
e lc1=5 1

0z87

Qa4
o= ta]
(DT

Qa7

QRaw

Q220
(33751

[
-
1]

[N
-
1}

[N
-
g

K B By

l#################ﬁ####ﬁ#######################%########################

230
st

) AP-73
YOz, 04 )

EFY= (EF,Z/RN_Z)*EPM

IF (RPSZ. LE. RMSZ) GO TO 211
EF= (RPSZ-RMSZ) /RMSZ

| (0

IF (RESZ:LE. 2. O#RME Z) GOOTO 21
EFX=0. 0

EFY=0. O

EFZ=0. O

CONTINUE

EFsZ=RF5Z

RZTMP=
IF C(RTTF. NE. RZER)Y. OR. (IMM. ER 1)) G0 T #2137
RZTMF=RWIRERGERERD® ( (RZDO#SXX) +RZD0D

IF (RZTHP. 3T, Q. 0) RTSED=1000, O/RZTMP

CONT INUE

RZTTL=0. O

RZ= Q0

RTMSO=0. O

GOOTO (213, 214, 214), JXFG

MORMAL  TTL SYSTEM CALCULATION. .. ...
RZTTL=RZTTX '
RZISYE=RISYX _ '

IF (RZEYE GT. 0. 0) RTMSO0=1000. O/RZSYS

GTO 214 ,

MED MODE  RTMSD CALCULATION FOR HEADER ONLY
RITMF=(EBEI#RZTTX)+RZSYX

CIF (RZTMP. GT. 0. 0) RTMS0=1000. O/RZTHMF
IF COXFGOLT. 2y GO TO 214
- RZZYE=RZITMP '
CONTINUE
IMN=1 :
IF (RPSZ. GT. RZER) IMN=2
CONTINLE

IF ((I11.Ed 0). OR. (IMM. E@ 0)) GO TO 220
T=III#RINC .
S=T

IF (J5 B Q) GO TO 295

GO TO (218, 219), [5FG

S 5 RING

GO0OTD 295

IF (RTEF. GT. 0. 0) S=SLM/RTSF

GOOTO 295

PRINT HEADER

WRITE (ILF,221) (ILUF(ID):IB 1,72)
FORMAT (T2, 72A1, 7 TE, 8 —— e )
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FORTRAN TV YOz, 04 o .
(olci-Te AC=RWO*EPG*ERD

alcr-2c B REE= (RCHRMEZ) /8192,

0z94 IFLis=

0395 IF (R
0397

LT. 1000, 0) G0 TO 14

= mF(’. 2/ 1000, O
CONTINUE

16
04()() EMM=EMS IFLG)
0401 BFG=EFPG*ERD . . : ‘
040z WRITE (ILF, 13) LMFLGES(JIXFG), LACIGFG), RES, KMM, RWD, RE, EFG, EBD,

* RWDHEFG, RESEFD, RMSZ, RCSZ, RZTTX#R, RZSYX#R, RTSED, RTMS0
0403 13 FORMAT (TZ A4, "/°, AZ, TZO, ’
. “ECC PROBAEILITY FPROGRAM " INTEL-MPD/MC.

/7,72, "MEMORY SYS: S1ZE-3 ) Fé. 1, AZ T36, “WORD WIDTH-> *,F4. 0,
‘4, F3. 0, 158, ‘NO. PABES-> ~, F4. 0, "X, F4. 0, /, T2, *COMPONENT”,

L TOTAL=37, F7. 0, 7+, F7. 0, T38, “RAM ﬁlze—u ’)FE 0, TS,
SCOL SIZE-3 7, F4.0, /7, TZ, “SYSTEM DATA: ©, ZX, “TTL RATE -> *,
F2. 5, “4/1K=HRS, *, 2X, *SYSTEM RATE -3 <, F8 5, “%/1K-HRS",
/71 T2, "FAILURE DATA: ) T17, * MTBF NECC =37, F11. 2, “HRS, *) T45,

iR EnEvEvEvEwEy]

OCMTERE. Y5 ~> 7, F11. 2, “HRS

0404 WRITE (ILF,224) RFSZ. RZU*R,mLM,RZDD*R.RTM,RAVF

0405 724 FORMAT (T2, “HARD ERRORS: <, T19, “FARTIAL -7, F& 'O, "CELLES/PGY,
COTAS “RATE -3 “, F10. & “% /7 1000 HRS", 7/, TZ, “S0OFT ERRORS: ©, Tlé,
O, TR0, TMAINT =3 ¢, F10. 0, “HRS, *,; T45, “RATE =3 “, F10. &,
COC% /1000 HRSS, 7, TZ, “ANALYSIS DATA: <, T20, “PERIOD =-> <, F10. 2,
COCHRE, 7, T4S, “AVE LELL FAILURE ->-, F& 1) ~

Q404 b= 100 ‘

0407 WRITE (ILF, 11) ; ' :

0A4GE 11 FORMAT (T2, “FAILURE TYFE RATIOS ,5(-———;———; ~~~~~ Yo /9 T2

Co=TYRE=", T14, “=0ISTRIEL lTInN thJMETF\Y UNIT. RATE/ 1K HRS=",
COUAVE. CELLE=ECC. DISTR=EXFE="
040w ' WRITE (ILP, 12) RXZ#*R, RMZZ, R?Z*H: AZ, BZ, RHRD#R, BHRD, RX5#R,
: CORMEZ, RZS#R, AS, BS, ECS, RXF#R, RFSZ, RZF#R, AF, BF, ECF
0410 1 FORMAT (T3, "S0FT EF'(F\l IR =0 F7.3 7K1, F7.0, 7 = L ELZ G, TR T

oOFL11 32X, "'["'; F"é:. 2, 4 T £h HARD ERRORSE L7, F7.3 “%1°,
[ TFI;".[:'F{' A l/l

ooTE ‘INULE LELL == Fa 4» hOLTVF7.0, 7 = T, ELZ25,7% FLL 2, 2%,
I Fa 2 .'"' ZX,F4 0, /7, T2 "ROW OR COL -7, F8°4, "4 /77, F7.0,7 = 7,
. COELZ S % L FLL B 2K Fe 2 %0 22X F40)
0411 - WRITE (ILF,17) RXE®*R, RESZ, RZE®#R, AE, BE, ECE, RXH*R RHSZ, RZH#*R,
. © A, BH, ECH, RXT#R, RTSZ, RZT#R, AT, BT, ECT ~
041 17 FORMAT (T2, “COLLUMN/ROW =27, F2 4, "% 7/ F7.0, % = 7,
: Elz 5, "%, "2 F11.3 2%, Fé 2, 767, “X Fa. 0,7, T3 HALF CHIP -5
COFS 4, % s R 0,0 = S ELZ S T TFLLL 32X F/:J 2Ry 2ZXFS 0, 7,
T3, “TOTAL. CHIF =37, F8 4, % 7, F7.0,7 = ",E1Z % "% 7,

]

i

COF1LE ZX, Fé. Z, %S, 2N, F4 0, 1)
0413 IF CIMM. NE. O) &0 TO 390
0415 WRITE (ILP, ZE0)
0414 FORMAT “(1HL, TZ, 8¢ ——m—m=mm"))
0417 ECTO 1060 .

o418 ER0 0 CONTINUE

IZI'$$$$$$.$$!§$$$$$$$$$$$$$$$$$$$$‘iS$$$$$$$5$$$$$$$$$$$$‘$$$S$$$$$$$$$$$$$$
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\
FORTRANM IV YioE, 04 »

o CEQUATION LOOF
M
[ :
a1 . WRITE (ILF14) LPTROIMM+10) . LHOIMFLG)

Q420 11 FORMAT (T2, "FERIODC, T11, "PM@T: 7, T24, “RLTI. <, A4, T44, "MTTF",

0OTSZ, TENHANMCEMEMT . TS, "% — R(TY <, £, TE, "=, TE,
oo, A, 7 H S TEE, C=FUNCTION=, T4, “<  HRS »7, TS5Z,.
I FACTOR . 7 TES, <. @t .y .
I=0 ' ‘
EPE TEFT=E : :
THRD=T . ' ,
400 CONTINUE ' ' ‘
iG] ) . |
RENH=RZER
I
iﬁ##ﬁﬂﬁﬂ#ﬂHﬂﬂﬂHﬂ#ﬂ##H######ﬂ#ﬂﬁ###ﬁ####################################
I RELIARILITY EGUATIONS '
[
[ .
0427 CALL TEST (IMM) »
. . . .
A B A A P A b A T A S A S B R S S R i S
I
I DUTFUT DATA
[
Iﬂﬁﬁ###ﬁ#ﬂ#ﬂHﬂﬁﬂ##ﬂ###ﬂﬂﬂﬂ#ﬂ###ﬁ########################################
Q4za SO0 CONT MU .
s¥:SeX IF ¢II1.EQ 0) G TO 510
4 WRITE (ITOUT, S02) LPTROIMM+10), I, T#RTSF, RTFG
(e S0 FORMAT (T2, “#% -, A4, 5X, “I.=% -, I4,5X, "T = -, F10. 2, 10X,
oOCR o=k T, F10.7)
Q4.3= GOOTO 1(_3(_)
510 [ZFLE=0
0475 TORTIM=T®RTSF
04ZL RTMX=RTIM
IF C(IMFLG EG2) RTMX=RTIM/RMIL
IF (I.EG Q) G0 TO S22
0441 . RINT=¢ (ROLIOFRTRG) 7%, 0)#RTM
0442 IF (ISFLG. ER. 20 RINT=RZER
0444 BMTTF=RMTTF+RINT
0445 IF (1. O-RTPG LE. SZER) GO TO 517
0447 RMMT=RMTTF ./ (1. O-RTFE)
0445 G0OTO 520 .
0449 517 IIFLG=Z
0450 520 ROLD=RTPG
0451 Sz CONTINUE
0452 IF ((RTFGE LE. RCNF). QND (Lu Eq 1)) JG=2Z
0454 L ELI=HLCIXFE)
0455 g IFLG=0 . . :
045k IF (((I/7ISW)#ISKW NE. 1) OR. (I, LT, ILLM)) IFLG=1
Q45 IF (I GT. DALMY IFLG=1
045D IF (I EcL TUGD) IFLG=0 .
(Y: ¥ %4 RI=I
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FORTRAN 1V Voz. 04
© IF (LER 0) B0 TO 525 , o
C IF (RTPG. LE. 0. 0) GO TO 525 ‘
©  RIREV=(DLOG(1. O/RTPB))/T
C RZTOL=((RZTOL#(RI-1. 0))+RZREV) /RI

04£32 SIS CONTINUE .
0444 IF ({I0NE O). AND (IFLH EC 1)) GO TO S50
04t . Li=LL (.005)
04E7 ' LZ=LR(JG) ‘
L0463 RCFO=RTFGH 100, 00
0469 IF (RTSED. GE. 1. 0) RENH=RMNT/RTEZED
0471 IF (CISFLG+JSFLG ER 3. ANDL CILFE EQ 1)) GO TO 555

04732 GOOTOO (531, 532, IMFLG } :
0474 521 WRITE (ILP, S505) I,RTMX, HLI, RTPG RMNT, RENH, L1, RCFIL L
0475 S05 FORMAT (TZ, 14, T7, F8 0, 0Z, T24, F2 5, T40, F10Q. 0, 752, F2. 0,
' O OT&S AL FS L, 727 AL '
D474 GOOTD SIS
0477 EEREOWRITE (ILF. 80&) 1. RTMX ELI, RTPG, RMNT. RENH, L1, ROFD, L2
0472 S04 FORMAT (TJ:14'T7:FH 2, A2, F& 5, T40, FL0. 0, TSEZ, FE O,
O TAD AL FE L TR AL
a7 HEE EUN:INUE,

D4E0 IF (G EQ 2y =2
D4E2 BEO O CONTINUE
o . ) )
Do B A T R A R A B B30 S AR R A e
i . . ) . '
[ CALCULATE NEXT T INTERVAL

6%####%############%######ﬂ########################ﬂ#####%#ﬁ#ﬁ########ﬁ

GOoTo (uﬁn,ﬁ70) 1Fn
S0 IXFLGS '

, xth—1
045 TIF (JEFLG+ISFLG LT, 4) GO TO 562
0423 T JEFLG=1
045 I5FLG=1 _ .
0470 S CONTINUE ‘
0491 G0 TO (564, S66), JEFLG
04wz Se64  T=T+RING
M4 C E=S+RING
74 I=I+1

0495 GO TO SeE ‘ .

o S SCRUE SOFT ERRORS

Sté4  S=RIER

S&5  CONTINUE

TEFT=5 : :
THRD=T ‘ %
QB0 IF (5 GE: (SLM/RTSF)). AND. (SLM. NE. RZER)) IXFLG=Z
OO CIF (JEFLG.ER 2) ISFLG=2 -
0504 CIF CIXFLG. EQLCZ) JEFLG= \
OS04 IF ((LG. EG. 2). ANDL (ISFLG. EQL 1)) JSFLG=1 ,
OEOS ©IXFG=ISFLG S ' g
OGP GOOTO OS8O :
C0S10 0 570 CONTINUE

oo ‘ ... EPECIAL MODE AVERAGE SOFT ERROR RATE
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FORTRAN IV Yoz, 04
0511 IXFiE=3
0517 T=TH+RING .
0513 I=1+1
0514
0515 574 =t
05164 GO0 578
0517 576 5=RZER
0512 TXFLG=1
051?572 CONTINUE
0570 ' THRO=T
0521 - TEFT=5 o :
0SZZ IF (SLM. Eg. RZER) 50 TS8O
0524 TEFT=R1+ (SLM/ 1000, » '
ORES IF (5. GE. (JLM/RT«F)) IXFLG=2 ) ‘
0527 TOIF (IXFLG. BEQ 2) IXFG=4
0SZ% 520 CONTIMUE
[ ‘ .
oo ... END EQUATION LOOF ...
!$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$5$$$$%$$§$$$$$$$$$$$$$$$$$$$$$$$
[ .
0520 IFLG=0 .
0EE1 COG0TO (SE%E, 590), IDFLG
O%3Z  S85  CONTINUE - o _
oo ... ITERATE TILL LIST COUNT ...
0533 CIFLGe=1
0534 IF (I, GT. TULM). OR. (RTFG. LE. RALMT)Y) G0 TO A4S0 ,
(a}a3cT GOOTO 400 o ’
0537 590  CONTINUE - - ’
o .... ITERATE TILL R(T) BELOW LIMIT
O5a8 IF (LG EQ 1), OR CILFLG EQL 2)) GO T &40
o ... ACCELERATE FAILURE RATE . ... -
0540  RINC: RIN!*IUE
0541 - ILFLG=Z
0542 L&O CGNTINUE
0543 IFLG=Z :
0544 IF (RTPG. LE. RALMT) GO TO &S0 p
0544 IFLG=3 :
0547 IF (I LT. TULM#ICET) GO TO 400
0549 WRITE (¢ILF,S95)
0550 SP5  FORMAT (TZ, “##x$7)
0551 00 CONTINUE
0552 450 CONTINUE .
[ . : . .
0553 RENH=0. 0 : ’ N
0554 IF (RTPGE GT. RALMT) WRITE (ILP,SQS) ) . ' .
OS54 IF (RTSED. GT. 1. 0) RENH=RMTTF/RTSED ’
c v
C########################################################################
C
o THIS IS IT ..... SYSTEM MTEF
oo , o
Dot R R A S S S A S R N
0558 WRITE (ILF, 475) I,RTMX, RTFG, RMTTF, RENH
0559

675 FORMAT (T38, “=MEMORY MTBF=-, 4X, "=EF=", /, T2, 14, T7,F10. 2,
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FORTRAN IV YOz, o4

[ Tqu S, TAO, Fli ‘: T‘.S..:’.'J s Fa. 0; £y T,Zi E:( "" ’’’’’’ ) ’ ./.)

RZTOL=1000. /RMTTF
i GOTO (ATA, F??;h7”);J/Fﬁ
76 RIT ~‘~Fx"Tf‘IL'*-F\.'._ i

ZTHL+RYTYY+(EED*RZTTX)
1”(."() QLRZTHMF

E77 RITHF

&7 IHN[INHt

JF ’thEU.GT.0.0) RENH=RTS
CILFS *) IFLG RT
\T (TE, “FINY, 1X, I3,
=1 S S 1THL)

S/RTSED
RENH, RZTMP
4, "=2YSTEM MTEF=", T40, F1Z 2, TSZ F&. 0,

Q75

ST 4

FORTRAN IV ) voz 1-1 ‘

QOO ' REAL FUNETIHN DRTI#S(RZX, RTM, EL, RT)

OO0z IMFLICIT REAL#E (R)

Q003 DATA R1/71. ODOS
l####ﬂ######ﬂ#######ﬁ##########ﬂ#######################################
o
I REC(T) FUNCTION
o . . . N
R A R

Q004 ORTI=(RI/DEXF(RZX#RT) ) (RTM#xEL) .

Q005 RETURN

QOO0A END )

FIORTRAN IV VOZ 1-1

QO01 REAL FUNCTION DRTO#S(RZX, RXI, RXO, RN EL, RT).

0002 IMPLICIT REAL®E (R) ’

OO0 DATA R171. ODOs
l#######ﬂ##ﬂ#ﬁ#ﬂﬂ###ﬁ#################################ﬁ################
i
- EINOMIAGL FMHATIHN FUNMZTION
o
E#########ﬁ####ﬂ###ﬂﬂ#####ﬁ#####ﬁ##%################ﬂ###################

Q004 En=RN.

Q005 EN1=RN-R1

QO0A . RR=R1/0DEXF(RZX#RT) h

Nslalayd RXMN=RR##EN

OO0R RX=R1-RR

QOOw RTREM1=RXN# (RXDO##EL)

0010 ‘ RTRMZ=RN#R2X# (RXI#$EN1)

Q011 DETO=RTRM1+RTRMZ . -

Q01z RETLIRN )

Q0L - END
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FORTRAN IV Voz. 1-1

Q001 CREAL FUNCTION DRTX#2(RZX, RXI, R10, RZ0, RN, EL, RT) 1
000z CIMFLICIT REAL#E (R) - -

O00= DATA R1/71. 00O/, RZAZ 00O/ '

DA R R R R R R R R

i

b

BINDMIAL ESQUATION FUNCTIOM FOR DOURLE BIT CORRECTION

i

C###########################################################ﬁ############# ;

0004 EN=RN
0005 RN1=RN-R1

0006 EN1=RN1

0007 RNZ=RN-RZ

000S © ENZ=RNZ

0007 Ez=RZ

o0Ln RR=R1/DEXF(RZX#RT)

0011 RXN=RR##EN :

0017 RX=R1~RR

0013 ~ RTRML=RXN#{RZ0##EL)

0014 RTRMZ=RN#REX % (RR##ENL ) # (R10##EL)

0015 - RTRME= (RN#RN1# (REX##EZ) # (RYX T##ENZ) ) %0, 50
OOL& DRTX=RTRM1+RTRMZ+RTRM: o

0017 RETURN

001 END
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FORTRAN IV voz. 1-1 v
0001 SUBROUTINE TEST(IMM)
e "
CAHE R
C : . '
[ EQUATIONS FOR:
B NON ERROR CORRECTED SYSTEM
C SINGLE BIT CORRECTED SYSTEM
C , DOUBLE BIT CORRECTED SYSTEM
C ' LSE nF FARTIALS IN A SYSTEM
e
CHHHE I R
000Z IMPLICIT REAL#Z (DLF, S, T,2)
C .
000z COMMON - Z7ECCL/RXZ, RXE, RXR, RXC, RXF, RXE, RXH, RXT, RCNF, SZER, 5XX
0004 COMMON Z7ECCZ/RMSZ, RCSZ, RWD, BPG, RZ0D, RZDD, REC, RZER, R1, RTM, RTSF
Q005 COMMON Z7ECCE/IM, ILLM, TULM, RER, JESFLG, EPGX, ISFLG, 5T, R, RTH, RZ
QO0A COMMON Z7ECC4A/TSW, RFF, IPM, RTTF, RZTTL, ICST, RALMT, IDEE, 10FG, TUCD
Q007 COMMON Z7ECCS/1SFG, RECL, RECZ, IEFLG, RZEYE, ILIM, IDFLG, RAVE )
000 COMMON ZECCA/ITIN, ITOUT, ILF
alelely COMMON ZECC7/7RZZ, RZS, RZR, RZC, RZF, RZE, RZH, RZT, RZIDX
0010 COMMON Z7ECCR/7ECZ, ECE, ECR, ECC, ECF, ECE, ECH, ECT, ECX
0011 COMMON ZECCY/EW, EWL, EWZ, RW, RW1, RW2, S, T, TSFT, THRD
0012 COMMON Z7ECCAZERG, EBD, EFSZ, ECA, EPX, EFY, EFZ
0013 COMMON 7ECCEZZT, ZR, ZF, ZE, EZL
o014 COMMON FECCC/ T, IMN, RPRT, RTO, RTPG, RTX, RZDZ, RXX, REFCL, REFCE
C :
QO13 G0OTO (410, 420, 430), TMM
o . : ;
0014 410 CONTINUE
C , AR S INGLE ERR“R DETECT EQUATIONS H##didis
[ :
Q017 RZO=(1. O/7DEXF(RZODNS) ) ##EW
oo1E RXD=(1, O/DEXF (SXX#RZDTHRD) ) #+EW
001 RYO=¢1. O/DEXF(RZTTL*THRD) ) ##EW
o .
00OZO0 RTO=(RZO#RYD#RXD) ##EFG
00zl RXO=(1. O/DEXF(RZTTL#THRD) ) ##ERD
0OZz RTSYS=(1. O/DEXP(RZEYS#THRD) )
Q0= RTFG= ((RTU*RXH)**EDD)*RT“Y“
QOz4 GE0TO 500
: o
D03 420 CONTINUE : e . )
C i AE SINGLE BIT ERROR CORRECTION EQLATIONS s
C ‘ .
DOZL RZ1= HRTI(RZZ Rl ECZ, TEFT)
Q027 RZH~DRTD(H7Z RZ1, k1, RW, ECZ, TSFT)
C
L 00z& REI=DRTI(RZE, RZI, ECES, THRO)
0Oz RED=DRTO(RZE, REI, RZD, RW, ECS, THRDD
C . . -
© 0030 RFI=DRTI(RZF, REI, ECF, THRID
001 RFO=DORTO(RZF, RFI, R= H.RW,EIF;THRD)
s
OOEZ REI=DRTI(RZE, RFI, ECE, THRD)
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FORTRAN IV

OOz

0024
[slaeist

Q0S4
QOR7

el
(alakciy

Q040

Q041

0042 422
004z
0044
0045
044
DOAT 43
o043
0049 424
QOO

0056 425
QST

Q0

bt
OO5

‘( Ix]

8}
1}
QOAD
QOAL
O0&EZ 430
QOLS

QOA4
O0ES

£
5

OOAS
Q70
Q71

Q7

VOzZ. 1-1
REO=DRTO(RZE, REI, RFO, RW, ECE, THRD)

RHI=DRTI(RZH, REL, ECH, THRD)
RHO=0ORTO(RZH, RHI, REQ, RW, ECH, THRID)

RTI=DRTI(RZT, RHI, ECT, THRIN :
RTO=DRTO(RZT, RTI, RHO, RW, ECT, THRDV)

RXI=DRTIC(RZTTL, RTD, EFG, THRID
RXO=DRTO(RZTTL, RXI, RTQ, RW, EFG, THRIN

RTEYS=1. O/DEXP(RZSYS#THRD)

G T (485, 432, 422), TRFG
.. SFECIAL EQUATION FOR Z2-00 EFFECTES .. ..

AR=1. O0=(1. Q/DEXF (RXR¥RZO#THRO%EW) )

BTe=1 O—(1. O/DEXP(RXCH#RZIETHRO®EW) )
REF=1. O—(1. O/DEXF (RXF#RZIB#THRIEW) )
REE=1, O—-(1. Q/OEXF(RXE#RZO#THRO®EW) )
GIOTO (425, 424, 423, IGFG . )
REFZL=((1, Q= (RHR%RDF))%(l O= (ROF#RDE) ) Y##EPG
GOTD 475
JHX =RER
COLT. RBR)Y  SEX =R

LT REF) ESRZ=ROE
REPCLI=( (1. O-SGX)# (1. 0-S07) ) ##EPG

RTPG=((RXD*RSPEI)**EBﬁ)*RTSYE

GOTO (R00, 422, ITMN
EQUATIONS FOR USE OF FPARTIALS .. ..
RERTO=(1. O/DEXP{RWL#RZOX#THRD) ) #*EFY.

RTPX=(RXO#RIPCT) ##EFX

RTPG=( (RTFX#RFRTO) ##ERD) #*RTSYS
S0 T 500

CONTINUE
RS DOURBLE BIT ERROR lURREIT[“N EUUQ1IUN5 L2351

RZI=DRTI(RZZ, R1, ECZ, TSFT)

RZO=DRTO(RZZ, RZL, R1, RW1, ECZ, TSFT)

RZX=DRTX(RZZ, RZI, R1, R1, ECZ, TSFT)
(75, RZ 1. ECS, THRDD

VRS, RZ0, RWL, ECS, THRID

RFI=DRTI(RZIF, REL, ECF, THRI)D
RFO=DRTIO(RZF, RFI, RS0, RW1, ECF, THRD)
RFEX=DORTX{RZF, RF I, RS0, REX, RW, ECF, THRD)

REI=DRTI(RZE, RFI, ECE, THRIV
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FORTRAN IV voz 1-1
0073 REO=DRTO(RZE, REI, RFO, RW1, ECE, THRD)
0074 ' REX=DRTX(RZE, REI, RF, RFX, RW, ECE, THRD)
C : : :
0075 RHI=DRTI(RZH, REI, ECH, THRI)
0074 . RHO=ORTOI(RZH, RHI, RED, RW1, ECH, THRD)
0077 RHX=DRTX (RZH, RHI, RED, REX, RW, ECH, THRD)
[
0078 CRTI=DRTI(RZT,RHI, ECT, THRI)
0077 RTO=DRTO(RZT, RTI, RHI, RW1, ECT, THRDD
[aat=Ts) RTX=DRTX(RZT, RTI, RHO, RHX, RW, ECT, THRD)
e .
0081 RXI=DRTI{(RZTTL, RTI, EFG, THRD)
0057 RXO=DRTO(RZTTL, RXI, RTO, RW1, EFG, THRD)
00a3 RXX=ORTX (RZTTL, RXI, RTO, RTX, RW, EFG, THRD)
004 RTS YH—R1/DEXP(RZ=Y S#THRID
C
0035 GO TU (434, 431, 431), TOFG :
C ... SFECIAL EQUATION FOR 2-D EFFECTS .. ..
0084 431 RTP=DRTI(RZR, K1, R1, THRD) o :
007 . ROR=1. O-DRTO(RZR, RTP, R1, RW1, R1, THRD)
o0Rs ‘ RTP=DRTI(RZC, R1, R1, THRDD
009 - RBC=1. O-DRTO(RZC, RTF, R1, RW1, R1, THRDD
0090 RTP=DRTI(RZF.R1, R1, THRDN , o
001 REF=1. 0O~DRTO(RZF, RTF, R1, RW1, R1, THRD)
00wz RTF=DRTI(RZE, R1, R1, THRD
0093 REE=1. O-DRTO(RZE, RTF, K1, RW1, R1, THRD)
0094 GOETO (434, 433, 432), IGFG
0095 437 REPCZ=((1. 0—(RHR*RHI))*(1 0—(RUF*ROE)))**EPb
004 GO TO 434
00e7 433 SRX=RIR :
00vE IF (REC.LT. RER) SEX=REC
0100 SRZ=ROF
S 0101 - IF (RIZE.LT. ROF) S0Z=ROE :
0103 RSPCZ=( (1. O=SaX)#(1. O—S07) ) #+EPG ‘
: . C f
0104 434 RTPG=((RXX#RSPLZ) ##EBD) #RTSYS _
0105 GO TO (500, 435), IMN \ '
‘ co ... ERUATIONS FOR USE OF PARTIALS . ...
0104 425 CONTINUE
0107 GO TO (439 436, 436), IGFG .
0108 4346 ROR=1. 0—(1. O/DEXF(RXR*RZO#THROXEW) )
0109 REC=1. O=(1. O/DEXF (RXCH*RZD#THRO#EW) )
0110 REF=1. 0-(1, O/DEXF(RXF#RZO#*THRO*EW) )
0111 ROE=1: 0—(1. O/DEXP (RXE#RZD#* THRD#EW) )
0117 GO TO (439, 438, 437), 1OFG

0113 437 REPC1=((1. 0—(RG§R*RQC) Y# (1. O—(ROF#RIE) ) ) ##EPG
0114 GO T 439
0115 428 REPCI=((1. 0-S@X)#(1. O-SRZ))**EPG

- 0114 429 RPRTO=(1. OIDEXF‘(RW.&*RZDX*THRD))**EF’Z

0117 RPRT1=(RTO#RSPC1) #+EFY
o11e RPRT2=(RTX#RESPCZ) ##EFX

— . o
o119y RTPG=( (RPRTO*RF’RTI*RF‘RTZ y##EBD) #RTESYS
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FORTRAN IV
0120
0121 440

Q122 D00
0123
Q124
FORTRAN TV

0001
QOO
OO03

Q004 =0

[aInI}SY
OO0E

P
b]

QOO07
[slnlaked

=0

QOO
Q010

o
b

001l
0012 40
0013
[a{ahR:3 45
Q0i1s
QOOl4eA 50

0017
ool S5

0OLe
DOZ0
o

VoI 1-1
GOOTO SO0

CONT INUE
FUTURE TEZSTS HERE
CONTINLUE :
RETURN
END

VoI 1-1

SUBROUTINE HELF

COMMON ZECCA/ZITING ITOUT, ILF
WRITE (ITOUT, 20)

FORMAT (7, T10, Z( < #wssssss ), TX, “HELP TEXT ¥, Z( ##ss837), //

» T, 7 FRAMETER. . RANGE. . .. .. ... . ... ... COMMENTS. . . ... T
T15, “NECC — NON ECC EVALUATION RUN. <, /7, T1S, "SECC - SINGLES,
© BIT ERROR CORRECTION RUN. 7,/ TiS, "DECC - DOUEBLE BIT ERRORS
" ERROR CORRECTION RUN. ) :
NHITF CITOUT, 25) :

Dl ]

FORMAT (T2, "INDEX: *, T1Z, 4¢". . ... ... ), TS0, "<DATA TYFE INTESER>”

» £ T1lE, 70 = SFECIFIES FULL-OUTPUT NORMAL RUN. <, 7, T17, 720 -7,
SPECIFIES SINGLE FOINT CALCULATION OF R—-FUNCTION @ T7, /,
TZd, "WHERE T = INDEX # TIME, FURFOSE IS TO ASSIST USERT, /7,
T2z, “DETERMINE BEST TIME INTERVAL FOR RUNS. <)

WRITE (ITOHIT, 20)

Pl B B ]

FORMAT (TE, "TIME: “, TiZ. 407 . ... ... ), TS0, “IDATA TYPE FLIOATINGS,
CoORT. XA TLHA TR0 - SPECIFIES INT&RVQL OF TIME BETWEEN RUN-",

LOOTIMES . /7 TEZ, "EVALUATION POINTS
WRITE C(ITOUT, 35)

FORMAT (TZ, "PAGE: 7, T1Z, 4C7. .. .. ... 23, TS0, “<DATA TYPE INTEGERZ

£ T17, 71 = NUMEER OF MEMORY ROWS FER BOARD. <, 7/,
TZ, "BOARDS: <, T1Z, 407, .. .. T, TEO, CCDATA TYPE INTEGERD:S,
Ti7, ">1 - NUMEBER OF BOARDS FER MEMORY SYSTEM. <, /)
WRITE (ITOUT, 40)
FORMAT (TZ0, 7 % HIT "RETHRN' T CONTINUE s37)
READN (ITIN, 45) IDUM &
FORMAT (AZ) )
WRITE (ITOUT, 50) .
FORMAT (77, TZ0, < # ADDITIDNAL FOINTER FARAMETERS #-, /7,
TZ, "FOINTER: 7, T12, AP Y, TS0, "< DATA TYFE LITERAL3 e
Ti5 “LI= - LIﬁT HUTPHT FARAMETERS. 7, 7,
Ti%, "SIZE - MEMORY COMFPONENT & SYSTEM PARAMETERS. 7, /.
Ti5, "RATE - COMPONENT /% SYSTEM FAILURE RATES. 7, /,
T1%, "OIST - COMPONENT FAILURE-TYPE DISTRIBUTION. <, 7/
TiS, "COMM - OUTPUT RUN-TIME COMMENT LINE ) :
WRITE (ITOUT, S5)
FORMAT (T15,/ "ARORT - EXIT PROGRAM. *, /7,
TS “DUMP - DISPLAY < LIST, SIZE, RATE, DIST, COMM >7,/,

D e e )

e Eule e EeNwl

3

1y

LOT1S, "PURGE — PRINT REST OF RUN-TIME OUTPUT BUFFERY, 7/,
C-T1S, FLAG - UEE OF TTL % SYSTEM FAILLURE RATES, B-FLAG", /,
™ T22;’SY$ = TTL @ BOARD LEVEL, SYSTEM USED WITH MEMORY”, /,
oOTZE CMPD = TTL N W, SYSTEM RATE LISTED: IN HEADER ONLY", /,

C T2, "SOFT ERRDR RATE SPECIAL MPD ALGORITHM — MEM CYCLES®, /,
C.T2ZZ, "ME0 = (TTL X BOARDS) + SYSTEM COMBINED WITH MEMORY”, /,
[ TZL,’@I =  [ONE DIMENZIONAL ARRAY MODEL -, /, . } :
0TI, "RZ = SAME A @1, PLUS SPECIAL TWO DIMENSIONAL FIXS, /.
2 T10, S #eueu8), /77)

RETLURN

END

END 0OF PROGRAM 3-161,
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sYs /o1 . ECC PROBARILITY PROGRAM "INTEL-MPD/MC. "
MEMORY SYS: SIZE-» 2. 0KB WORD WIDTH-> 14+ & NO. PAGES-2> 1.X 1.
COMPONENT: TOTAL->" 16, + 6. ‘RAM SIZE-> 16384, COL SIZE-> 128 i
SYSTEM DATA:  TTL RATE -> 0. 00000%Z/1K-HRS, SYSTEM RATE -2 0. 00000%/1K~HRS
FAILURE DATA: MTEF. NECD -2 49212 LOHRS, MTEF. SYS ->» 0. OOHRS .
HARD ERRORS: “PARTIAL -2 O CELLE/PG  RATE -> 0. 0270004 / 1000 HRS
SOFT ERRORS:  "#" MAINT - 0. HRS, RATE -2 0. 100000% 7/ 1000 HRS
ANALYSIZ DATA: FERIOD -> 100000. 00HRS, AVE CELL FAILURE -2 14. 2
FAILURE TYPE RATIOS:
=TYPE= . =DISTRIBUTION=GEOMETRY=UNIT. RATE/1K HRS=AVE. CELLQ‘ELC DISTR=EXPS=
SOFT ERROR  —->0 73. 74041/ 14324, = 0. 61035E~05Z, 0.727 [ 4 87%]
HARD ERRORS -0 21. 260%1 o ) . . L 95 1341
SINGLE CELL - 50. 0000% / 14384: = 0. BZ397E-04&%, 0. 106 0. &9% 1.
ROW OR COL - -3 43 7000%Z /7 . 1282 = 0. 9Z180E-04%, 11. 292 77. 3&% 128,
COLUMN/ZROW  —3 A Z000% /7 L4, = 0. 261S6E-04%, . 33274 21. 957 Z
HALF CHIP =>  0.0000% / Z. = 0. 00000E+00%, - 0. 000 0. 00% 32
TOTAL CHIP = 0. 0000% / 1. = 0. 00000E+00X, 0.000  000%- 2
PERIOD FMET: 3 RLTI. SECC : - MTTF ENHANCEMENT % - R(T)
————— <M- HREZ> =FUNCT ION= < HRS > . FACTOR . . ~erT .
o] 0. 00 1. 00000 . 0. 0. 100, 0%
i 010 O 9vE3Z . : 14922026, - 303, 9. 3%
2 0. 20 0. 7389 7524078, 154, 7. 4%
c 0. 20 0. P42Z93 : 5149121, 105, 4. 3%
4 0. 40 0. 90200 h ) Co o E3RERR00. 20. 20, 2%
5 7 0. 50 0. BEIaY - ©BZZI005, LS 25, 3% )
& Q.60 0. 73742 ‘ . 27473223, Sk, 7% T%
7 0. 70 0. 73770 ) 2413825 42, 73.8%
g 0. B0 0. L7327 . , 21468007, 44, 7. 5%
b4 0. 70 0. 61217 ) 1980705, 40, L1, 2%
10 1. 00 0. 54952 ) 12324422 27. : 55, 0%
11 1.10 0. 4zas4 1718017, 25, a4z, %
12 1. 20 0. 43095 1624061, e} 43 1%
12 1. 20 Q. I7LLL - 1547397, 21, . 37.7%'
14 1. 40 0. 224650 ) 14243324, CE0. < OBZ YL
15 . 150 0. 28075 . 1432149 29 28.1Z
16 1. &0 0. 22954 1288787, pt=3 24. 0%
17 1. 70 0. 20290 : . 1352465, 27. 20, 3%
1z 1,280 0.17042 } } 1222533, o 27. 17. 1%
12 1. 90 0. 14243 : 12973295, . 26 14. 2%
Z0 Z.00 0 11819 . 1276427, b, 11, 8%
S 21 Z.10 0. 09741 S : 1z25a99R, 26, 9. 7%
2z 2. 20 0. 0797 N 1244505, - 25, 8. 0%
23 2,230 0. 0L4AYA : 12322508, 5 : & 5%
z4 Z. 40 0. 0525 12226046, ‘ 5. 5. 3%
Z5 2. 50 0. 042322 1214463, 25, 4. 2%
26 2. &0 0. O3zER . o T 1207796 . Z5. 3. 4%
27 .70 0. 02692 , 1202353 4. Zz. 7%
etz Z.30 - 0.02127 1197945 C 24, Z1%
s 270 0. 01685 : . So1194379. 4. 1. 7%
30 300 0. 013222 Coliwisiz o - 24 1,374
H#ibdt : ‘
L ) =MEMORY MTEF= - =EF=
21 3000 . 0 01322 4 117357355, 39 z4. —
FIN 1 =5YSTEM MTEF=_ 1175755, 35 Z4. 0. 8505ZE-03
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YS /1 ECC PROEABILITY FROGRAM “INTEL—MFD/MC. "

EMORY SYS: SIZE-> 4. 1ME WORD WIDTH-> 14+ 4. NOOPAGES-3 1.X128
COMPONENT: TOTAL-2> 2048 + 748, RAM SIZE~-> 1463284, COL SIZE-2 128
SYSTEM DATA:  TTL RATE -> 0. 000004/ 1KE-HRS, SYSTEM RATE -»> 0. 00000%/1K-HRS

~AILURE DATA: MTEF. NECCT -2 34, 47HRS, MTEF. S3Y5 - 0. DOHRE
1ARD ERRORS: PARTIAL -2 0. CELLE/PG RATE -3 0. 027000% /7 1000 HRS
SOFT ERRORS:  "#" MAINT -2 0. HRS, RATE -> 0. 100000% / 1000 HRS
ANALYSIS DATA: FERIOD —2» 2000, Q0OHRS, AVE CELL FAILURE -> 1462
"AILURE TYFE RATIOS: -
=TYFE= =DISTRIBUTION=GEOMETRY=UNIT. RATE/ 1k HRSZ=AVE. CELLS=ECC. DISTR=EXF3=
SOFT ERROR ~-2>[ 78 74071/ 143224, = 0, £1035E-03X, 0727 L 4 87%1°
HARD ERRORS -[ Z1. Z4&0X] L &3 13%1
SINGLE CELL -> S50.0000% / 16324, = 0, BZIYTE-QLYL, 00104 0. 9% 1,
ROW OR COL =3 43 70004 7/ 128 = 0. 9Z180E-04%, 11, 892 77.326% 128
COLUMN/ZROW =>4 2000% 7/ L4, = 0 26156E-04%, 20374 21, 95% 2.
HALF CHIF => 0.0000% / Z. = 0. 00000E+QOY, 0. 000 0. 00X 32
TOTAL CHIF =X 0. 0000% / 1. = 0. 00000E+QOX, 0. 000 0. 00X Z.
FERIOD PM@T: RLTI. SECC ; MTTF ENHANZCEMENT % - R(T)
————— < = HRS> v =FUNCTION= < HRE FACTOR eT
0 0. 1. DOO0O0 0. L0 100, 0%
1 2000, 0. 9944L 143294611, . 3744 LR 4%
Z 146000 0. 97304 72IH20. 1279, w7, B4
3 24000, ‘ 0. #5132 4324470, S 1260, 5. 1%
4 . 22000, Q. #1518 : ¢ BAA101. LN 21, 5%
=] 40000, 0, 87020 Z9THREE. 763, 27. 1%
6 42000, 0. 81935 247140, &H43 22074
7 SE000. 0. 7L294 216249, 543 Tk, 34
8 &4000. 0. 70256 T 1RZ1LEa. 500, 70.'3%
@ 72000, Q. L3973 17324652, 452, &4, O%
10 20000, 0. 37670 . 159190, 414. 57.7%
11 22000, 0. 51411 14746463, @4, S1. 4%
1z PEOO0. 0. 45241 1383244, 2E0. 45, 2%
3 104000, o 0. 39562 1207327, 340, 29, 6%
14 112000, - 0. 34153 S 124475, 224, < B4 2>
13 120000, ' 0. 29171 119297, 210, 29 2%
i6 123000, : 0. 24453 115001, 299, ) 24 7%
17 1324000. 0. 20614 111423, 290, (20, &%
12 144000, 0. 1705% 102471, 232 17. 1%
19 152000, : Q. 12948 : 106017, 276 - 14.0%
20 140000, - ‘ 0. 11318 102990, 270. B B Pic A
Z1 1468000. 0. 09076 102322, kb, 2. 1% X
22 176000, 0. 07202 100952, 243 7. Z%
23 184000, 0. 05454 =T 240, S 7%
24 192000, i 0. 04297 vaeh4. 257. 4. 4%
25 200000, . . 0. 03232 E=ecy s C 25k, 3. 4%
26 202000, - 0. 02575 PT7LLE. 254, Z. &%
27 Z146000. - 0.01941 - 97220, 253 1. 9%
22 224000, : 0. 01443 QEBTZ, 252, 1. 4%
29 Z3Z000. Q. 010467 - REAQE C 251 1.1%
30 Z40000. 0. Q0782 : DEIRT. 231, 0.'B%
’ : ) : ‘ . =MEMORY MTEF= =EF=
321 2Z40000. 00 0. 00732 5643 55 249,
FIN = 1 ) =SYSTEM MTEF= 95643 55 © 249, 0. 10455E-01
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sYS /01 ECC PROBABILITY PROGRAM "INTEL-MPD/MC. "
MEMORY SYS: SIZE-> 64. OKE  WORD WIDTH-> 32 + 7. ND. PAGES-> 1.X 1.
COMPONENT: TOTAL-> 32, + 7.  RAM SIZE-> 16284, COL SIZE-> 128
SYSTEM DATA: TTL RATE - 0. 00000%/1K-HRS, SYSTEM RATE -> 0. 00000%/1K-HRS
FAILURE DATA: MTBF. NECC -> 24404, 30HRS, MTBF. 8YS —> 0. 00HRS
HARD ERRORS: PARTIAL -> 0. CELLE/PG  RATE -> 0. 027000% / 1000 HRS
SOFT ERRORS: "#" MAINT -3 0. HRS, RATE -> 0. 100000% / 1000 HRS
ANALYSIS DATA:  PERIOD -» 46000, OOHRS, AVE CELL FAILURE -3 16. 2
FAILURE TYPE RATIOS: -~ ~
=TYPE= =DISTRIBUTION=GEOMETRY=UNIT. RATE/1K HRS=AVE. CELLS=ECC. DISTR=EXPS=
SOFT ERROR ->[ 78. 740%1/ 16334, = 0. &1035E-05%, 0.787 [ 4 87%]
HARD ERRORS ->[ 21. 260%1 [ 95, 13%1
SINGLE CELL -3 S50.0000% / 14384, = 0, 8Z397E-0&%, 0. 106 0. 6% 1.
ROW OR ©COL -3 43 7000% / 128 = 0. 9Z180E-04%, 11. 892  77. 36% 128,
COLUMN/ZROW =3 &, 2000% / L4, = 0. 26156E-04%, 3. 374 21, 95% z
HALF CHIF  => 0. 0000% 7/ Z. = 0. D0OOOE+00Y, 0. 000 0.00% 22
TOTAL CHIP =3> 0. 0000% / 1. = 0. 0000DE+00%, 0. 000, 0. 00% Z.
FERIOD  FMeT: RLTI. SECC . MTTF ENHANCEMENT % - R(T)
————— £ = HRS> =FUNCT ION= < HRS » . FACTOR .. . @T .
0 0. 1. DOOOO 0. 0. 100. 0%
1 6&ODD. 0. 99070 7066011, 287, 99, 1%
2z 132000 0. 9632 3LO4TET. 146, 6. A% |
3 192000, 0. 92173 2452257, 100. 92, 2%
4 264000, 0. BLLTT 1890454, 77. 26, 7%
5 30000 0. 80274 1554231, &3 B0, 3%
b FPEO00. 0. 73219 1333790 54. C 73 2%
7 462000, 0. 65822 ' 1179554, 43 LS. 8%
g . S28000. 0. 52374 : 10646E29, 43, 5&. 4%
9 S94000. 0. 51088 PE17SS. 40, . 51.1%
10 6460000, 0. 44151 916096, 27. 44, 7,
11 726000 0. 37700 B64581. 35, 37. 7%
12 792000. 0. 31821 B2E6E6, 33, < 31 8%
13 858000, 0. 26564 790958, a2z, 2b. 6%,
14 924000 0. 21942 ThA6T. =T 21, 9%
15 990000. 0. 17941 743EEE, 30. 17. 9%
161056000, 0. 14528 726238, 30, . 14. 5%
17 1122000, 0. 11655 712400 9. 11. 7%
18 1182000 0. 09267 701259, 28, 9. 3%
19 1254000 0. 07305 LFEELD, 28, 7. 3%
20 1320000 0. 05712 655174, 23, s, 7%
71 138000, 0. 04431 679492, 28 4. 4%
22 1452000, 0. 03411 L) 27, 3. 4%
23 1512000, 0. 02607 L714465. 27. Z. L%
24 1524000, 0. 01979 LOHSTOS. 27. Z. 0%
75 1650000, 0. 01492 C bLLSEZ. 27. 1. 5%
26 1716000. 0. 01118 664910, 27. 1. 1%
27 1732000. 0. 00BIZ L63644, .27. 0. 8%
~ =MEMORY MTEF=  =EF=
22 1782000. 00 0. 00832 t521272. 51 27
FIN 1 =SYSTEM MTBF= 452122, 51 27. 0. 15195E-02
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Ys /s : ECC PRDEABILITY'PRDGRQM “INTEL-MFD/MC. "

=
MEMORY =SYs: SIZE-Z So2ME WORD WIDTH-> 32 + 7. NOUPAGES-»> 1. X128

COMPONENT: TOTAL-2 4094 + 96, RAM SIZE->- 14384, COL SIZE-> 128
SYSTEM DATA:  TTL RATE - 0. 0000CXL/1K-HRE, SYSTEM RATE ~> 0. 00000%/1K-HRS

FAILURE DATA: MTEF. NECC -3 192 ZAHRSE, MTEF. SYS - 0. OOHRE
HARD ERRORS: FARTIAL ~2 0. CELLE/FG  RATE -2 0. 027000% /7 1000 HR=
SOFT ERRORS: "= MAINT -3 0. HRS, RATE -2 0. 1000007 7 1000 HRS
ANALYETIEZ DATA: PERIOO - S000. 00HRS, AVE CELL -FAILURE -2 1462

FAILURE TYFE RATIDES:
=TYFE= =DISTRIEBUTION=GEOMETRY=UNIT. RATE /1t HRZ=AVE. CELLS=ECLC. DI ETR=EXPS=
SOFT ERROR ~[ 72 740117 14324 = O, 10 EE—USA; 0.737 [ 4 37%]
HARD ERRORE -0 21, Z60%] L 935 13%1

SINGLE CELL -2 S0. 0000% / 146284 = 0. BZIVTE-OLY%, - 0. 1064 0. 69% 1.
ROW OR COL -> 43 7000% / 128 = 0. 9Z180E-04%, 11,892 77 3% 128
COLUMN/ROW =2 6. 2000% / 4. = 0. Z61S6E-04Y, 2.374  Z1.95% 2
HALF CHIF - 0. 0000% / Z. = 0 00000E+00%, 0. 000 0. 00% 3z2.
TOTAL CHIF - 0. 0000% / 1. = 0. 00000E+Q0%, 0. 000 0. 00% z
FERIOD  FMeT: ROTI. SECC : MTTF ENHANCEMENT % — R(T)
——m—— i = HRS> =FLUNCT ION= < HRS > FACTOR er
0 0, 1.0 0. 0. 100. 0%
1 5000, L 0.9 712154, 3724, LY
Z 10000, . 0. 97257 T BAOT kA, 1877. 97. 3%
I 15000, 0. FIP40 "4'7"/01_ 1240, ' 9 Y%
4 20000, , 0. 89494 954, 29, 5%
5 ZS000, 0. 24095 772 24, 1%
A 30000 452, 77. 9%
7 35000 S48, 71. 3%
a 40000, S04, T b4 3%
7 45000, 460, . 57. 2%
10 50000 423, S50. 2%
11 55000 294, A3 S%
12 £0000. 371 - 37, 2%
13 45000, 352 <31 A%
14 70000 BIE. 26, 1%
15 75000, . 326, 1. 4%
16 20000, 0. 17344 £O70Z, 31é. 17. 4%
17 85000 0. 1328 : 59159, 308, 13 9%
18 20000 C0. 10963 57913 301 11. 0%
19 25000 0. 02542 Se713. 296. 8. 5%
20 100000, 0. 0&SLT S6116. 292, b &%
Z1 . 105000, © 0. 04987 C 0 55436, z89, 5. 0%
ZZ 110000 0. 0E737 . 54992, 236, 3 7%
Z3 115000, 0. 02745 54609, 224, 2. 8%
Z4 120000, 0. 02019 54316, 223, Z. 0%
75 125000, . 0.01454 54093, 81, 1. 5%
26 130000 , 0. 01037 S3927. 281, 1. 0%
Z7 135000 . 0. 00729 S2E04. Z80. 0. 7%
: =MEMORY MTEF= =EF=
28 135000, 00 0. Q072% S3412. 22 273
FIN 1 v SYSTEM MTEF= 532412, 22 278. 0. 18722E-01
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CEvs s Eﬁt FROBARILITY PROGRAM "INTEL-MPD/MC. "

3

MEMORY SYS: SIZE-I 122 OKE WORD WIDTH-> &4 + 2 NO. PAGES-> 1.X 1.
COMPONENT: TOTAL-2 &4, + 2 RAM SIZE- laz24, COL SIZE-Z 128
SYSTEM DQTQ: TTL RATE - 0. QOOOOX/1E~HRE, SYSTEM RATE - 0. 00000ZL/1K-HRE

FATLIIRE DATA:  MTEREF. NECZ - 123203 15HRS, MTEF. 8YS - 0. OOHRS
HARD ERRIRE: FARTIAL -2 O CELLEAPGE RATE -2 0. QZ7000%4 7 1000 HRS
SOFT ERRORS: et MAINT - 0. HRZ, RATE - Q. 100000%L 7 1000 HRS
ANALYESIS DATA: FERIOD -3 22000, OOHRE, AVE CELL FAILURE - 142
FATLLURE TYFE RATIDE: -
=TYRFE= =0ISTRIBUTION=GEOMETRY=UNIT. RATE/ 1K HRS=AVE. CELLS=ECC. DISTR=EXPS=
SOFT ERROR =3[0 78 740%17 146324, = 0O, L1Q35E-05%, Q.727 [ 4. .87%]

HARD ERRORS -0 21, Z&0%] : : L %5 13%]

\

SINGLE CELL -3 S0, 0000% /7 1£384. = 0. S@Z397E-0L%, 0. 104 0. 9% 1.
ROW OR CoOL —2 4320 70004 7 122 = 0O 92120E-04%, 11, 892 77 36% 128
COLLUMNAROW -3 A Z000% ./ L4 = Q. 2LIGEE-Q4X, 20274 Z1. 95% Z
HALF CHIF =3 0. 0000%. 7/ Zoo= Q. 00000E+OOX, Q. 000 0. 00X 3z
TOTAL CHIP = 0. 0000% / 1. = 0. Q0DOOE+DOX, 0. 000 000X 2.

PERIOD  FMET: CROTI. SECC . MTTF,  ENHANCEMENT % - R(T)
_____ 2 - HRE> =FUNCTION= < HRS >  FACTOR er

1. OO0O00 o0 0. 100, 0%

0. 99197 AODILALT, i . 2%

. 2084463, 169, P, PL

0. 1418701, 115 93 2%

. 108554, - B2 4%

0. BYZLSS. 73, S 7%

0. 7EIPLL. %3 T, B

0, LT ESL4. 55, L9, L%

0. EOT7 238, - 42 &2 &%

0.5 S5&949. 45, 55. 8%

0. AP05E 517904, . 4z 49, 1%

0. 42747 ‘ 487054, 40, -4z 7%

0. BLE48 ‘ AL73E57. BEL £ Bk, SY

0. 21451 447553, Eb, 1. 5%

0. ZL59Z : 426159, CES YA

0. 2EIEO0 4IRS, 24, 27.5%

0. 18504 402015, i) 15, 5%

17 561000, 0. 15240 493104, 22, 15, 2%
18 SP4000, 0. 12450 RESTRT.. a1, 12, 5%
19 &27000. 0. 10093 F7esls 31, 10. 1%
20 L0000, C - 0. 08170 cyd ety 0, g 1%
Z1 L ETEO00, 0. OLAET o EBTOREA. 30, b 5%
EE 726000, 0. 05144 BLTT44. 20, S 1%
3. 7000, 0. 04054 365147, 0. 4. 1%
24 THZO00, 0. 03176 BIOLT. 30, 3. 2%
5 825000, L 0.02472 261395, 9. z. 5%
Zh BSE000. 0. 01912 IEO071. 29. 1. 9%
27 8¥1000. 0.01471 ISR0ZS, 9, 1. 5%
ZE 924000, 0. 01125 FEEZ03. z9. 1. 1%
Z¥ YS7000. 0. DOES6 BS57S561. 9. 0. %

=MEMORY MTEF= =EF=
9,

[
1o

F57000. 00 : 0. 002546 254499, 33

i
{
|

i
-
P
-

=ZYSTEM MTEF= 354499, 33 1 29, 0. Z82Z09E-02
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sYE /@1 CECC PROBARILITY PROGRAM "INTEL-MPD/MC,
MEMORY SYZ: SIZE-> 14, AME WIRD WIDTH-> A4+ = NO. PAGES-Z 1. X128,

COMPONENT: TOTAL-> 2192 + 1024, RAM SIZE-> 14324, COL SIZE-> 128 )
ZYSTEM DATA:  TTL RATE - 0. 00000Z/1K-HRE, SYSTEM RATE -> 0. 00000%/1kK-HRS

FAILURE DATA: MTEF. NECC -3 26, 12HRS, MTEF. SYS ~3 0. OOHRS
HARD ERRORS: FARTIAL ~2 CELLS/FG  RATE -3 0. 0Z7000% / 1000 HRS
SOFT ERRORS:  "#" MAINT -3 0. HRZ, RATE -> 0. 100000% / 1000 HRS
ANALYSIS DATA: FERION —> 2Z500. OOHRS, AVE CELL FAILURE -3 16,2
FAILURE TYPE RATIOS:
=TYFE= =DISTRIBUT ION=GEOMETRY=LUNIT. RATE/ 1K HRS=AVE. CELLS=ECE. DISTR=EXFS=
SOFT ERROR =3[ 78 740%1/ 16324, = 0. 6103SE-0S%, 0.787 [ 4 7/],
'HARD ERRORS —>[ 21, 260%]1 . [ oo5 13%1
SINGLE CELL -» S0, 0000% / 14384, = 0O, 82397E-06%, 0. 104 0. 607 1.
ROW DR COL  —» 43 7000% 7/ 128 = 0. Z150E-04%, 11. 892 77. 36% 128,
COLUMN/ZROW =3 & Z000% 7/ &4, = 0. 261SLE-04%, 3 574 21, 95% z
HALF CHIP  => 0. 0000% / Zo= 0. D0GOOE+O0%, 0. 000 0. 00% 32
TOTAL CHIF =3 0. 0000% / 1. = 0. 00000E+00%, 0. 000 0. 00% z.
FERIOD  FMeT: RLET1. SECC MTTF ENHANCEMENT % - R(T)
————— < - HRS> =FUNCT ION= < HRS » . FACTOR . . eT
) L 0. M= 1. 00000 : ) 0. 100. 0%
1 ZE00. ‘ 0. 99401 414341 4337, 9 4%
2 5000, ' 0. 97627 209042, 2175, 97, &%
3 7500, 0. 94751 140217, 1459, | 94 8%
4 10000, 0. FOSAD 104020, 1103, 0. V%
5 12500, 0. 86119 BSLT7 6. a1, B 1%
A 15000, 0. BOLSE 72244, Co7sz 0. 7%
7 17500, . 0. 74455 L2816, &54. 74. 7%
B 20000, 0. L3S S5251. S521. wE. DY
9 ZIEO0. 0. 61752 | B0E43. . S76. &1, 8%
10 25000, . 0.58187 . 45400, 453 55. 2%
11 27500, 0. 42749 43106, 44%. 4s. 7%
12 30000 0. 42546 40453, 471, " 47, 6%
13 22500, 0. 26741 IEZIS. 378, £ Bb.TUD
14 35000, 0. 31350 : FLSTE, 3 31, 3%
15 37500, 0. TL445 ’ 35074, . BY
16 40000, 0. 22053 FTRT6. 72 A%
17 AZS00. 0. 18183 BTEEE, 18 2%
12 45000, ’ 0. 14822 32075, 14. 8%
19 47500 0. 11947 21407, 11. 9%
20 SO000. 0. 09521 0862, 9. 5%
21 S2500. 0. 07503 30419 7. 5%
22 55000 ; 0. 05347 C 20061, 5. 8%
23 57500 0. 04504 29774, 4. 5%
24 &O000. 0. 03434 29546, 3. 4%
25 L2500, 0. 02535 C 2967 7. 6%
26 L5000 0. 01929 29227 1. 9%
27 47500. 0. 01422 29120 1. 8%
75 70000, 0. 01027 ZY0E7 1. 0%
29 72500. 0. 00745 28975, 0. 7%
' o =MEMORY MTEF=
30 72500. 00 0. 00745 ' 28758, 45
FIN 1 =SYSTEM MTEF= 28758, 48 299, 0. 34772E-01
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A new error-correction chip with dual-bus architecture interfaces
easily with dynamic RAMs. Memory-system reliability soars and the

additional parts count is relatively modest.

Keép memory design simple
yet cull single-bit errors

In memory-system design, the demand for greater
reliability is reflected by an increasing interest in
error-detection and correction circuitry. Several
semiconductor manufacturers have recently in-
troduced error-detection and correction chips. They
share a common architecture that features a
multiplexed data bus. But the Intel 8206 error-
detection and correction unit (EDCU) is different:
This LSI device, fabricated in HMOS II, allows error
correction to be added to memory systems with
minimal ~overhead. o

A single 8206 handles 8 or 16-bit data widths, and
up to five 8206’s can be cascaded to handle all
multiples of eight bits (up to 80 bits). The 8206
corrects single-bit errors in a maximum of 65 ns for
16-bit systems and typically replaces 20 to 40 ICs,
depending upon the number of features in the
system.

Common error detection circuits simply recognize
that data has a parity error. Correction circuits use
the Hamming code as an extension of parity to detect
~ and give the position of the error, allowing it to be
corrected. :

Single-bit correction and
multiple-bit detection is the,
typical implementation, re-’
flecting the tradeoff be-
tween the probability of er-
rors in a system and the cost’
of additional memory. For a
16-bit system, single-bit er-
ror correction and double-
bit error detection is im-

M. Bazes, Design Engineer

L. Farrell, Marketing Manager
B. May, Applications Engineer
M. Mebel, Design Engineer
Intel Corp., 3065 Bowers Ave.
Santa Clara, CA 95051

plemented by. using 6 additional check bits, for an
overhead of 37% (Table 1). Adding single-bit error
correction to a system improves system reliability
by at least a factor of 24 (Table 2).

Error correction is used extensively in mainframe

“and minicomputer design where memory sizes of

several megabytes are common. Here the prebability
of error is directly related to the error rate of the
individual RAMs and the number of RAMs in the
system. As the number of RAMs increases, so does
the system error rate.

With today’s microprocessors, like the Intel eight-
bit iAPX 88 and 16-bit iAPX 86 (each can directly
address 1 Mbyte), typical RAM memory sizes are 100
kbytes and climbing. As a result, microprocessor
system designers are looking to add error correction
as simply as possible.

New bus architecture

The 8206 is the first 16-bit EDCU to use separate
input and output data buses, a feature that simplifies
system design, saves board space, and reduces parts
count. The new architecture
is made possible by packag-

type A 68-pin leadless chip
carrier. Figure 1 shows the
8206's functional blocks.
During read cycles, data
and check bits enter via the
data input (DD and check-bit
input (CBI) pins, where they
are optionally latched by
the STBinput. The data then
take two parallel paths. The
first path is to the data-
output (DO/WDI) pins, where
the uncorrected data are
available 32 ns later. The
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Memory Technology: Error-correction chip :

bit generator, where check bits generated from the
data are compared with the check bits read from the
memory.

The result of the comparison is the syndrome, a
5-t0-8-bit value identifying which bit (if any) was in
error. The syndrome is then decoded to a 1-of-16 bit
strobe which is used to ““flip” the bit in error
(assuming the CRCT input is active). Syndrome-decod-
ing also tells the 8206 whether to assert the error
flags. The 16 data output pins are enabled on a byte
basis by the BM inputs. .

For write cycles, data enter the write data input
(DO/WDI) pins and goes to the check-bit generator.
The check bits are then written to the check-bit
memory by the check-bit output (SY0/CBO/PPO) pins.
These pins also output the syndrome bits during read
or read-modify-write cycles.

Note that only the 8206’s R/W pin is typically used
for.control during a memory cycle. This pin informs
the 8206 whether the cycle is a read (generate new
check bits and compare to those from memory) or
a write (generate new check bits only). During a read-
modify-write cycle, a falling edge of R/W tells the
8206 to latch the syndrome bits internally and output
check bits to be written back into memory. The strobe
input (STB) may optionally be used to latch data and
check bits internally.

The 8206’s dual-bus architecture saves the addi-
tional control lines and the sequencing logic required

Table 1. Check bits required for single-bit
correction, multiple-bit detection.

. Overhead %
Data word bits Check bits | (#check bits/# "data.

; bits)
8 5 62
16 6 37
32 7 22
64 8 12
80 8 10

Table 2. Single-bit error correction increases
- memory reliability a minimum of 24 times.

MTBF MTBF MTBF
(no error (single-bit error improvement

“Memory size | correction) correction) ratios
32 kbytes 5.6 Years 133.6 Years 24
64 " 27" 751" 28
128 " 14" 40.5 " 29 .
5 Mbytes 16 Days ~ 108" 246
8" 8" 6.1 " 278
16 " 4" 33" 301

‘Based on a 16 kbitdynamic RAM with a failure rate of 0. 127%every 1000 hours.

Note: MTBF, though related to memory size, also

onmemory

width, number of pages) thatis not detailed in this table:

(e.g.word

Z
£
16
Data in )
Dlots T Saten fead 2 POSo: .
j:r ERROR
‘ partial parity
STB > generator
N CE
Causvlv_,:') Cr‘,:ﬁ;‘h”" s
8 I AV4 ‘ 7 .
f+—— CRCT
. Syndrome N
. 8 Check bit N 8 wecoder 16 o ®
svo/cBor(——f———]  syndrome Syndromef 72 ana va I = oowo
PPQq » partial parity 1 iateh . error correction _ o-15
. 8 generator detection
PPI/POS/NSL :
s oy 2 wsi,
POS, + 8 1 !
NSLo +
Write L6
M/S partial panty <
generator
po&..ﬁz
_ GND 5V !
SEDCU R/W. Vss Ve Wz BMo.

1. The 8206's two 16-bit data buses, one for data from the RAM (DI, _,;) and one for datato the systembus

(DOy.,5), minimize the external control logic required.
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by single-bus EDCUs. The principal advantages of
dual-bus architecture can be illustrated by looking
at the three types of memory cycles: reads, writes,
and read-modify-writes.

In a read cycle (Fig. 2), data and check bits are
received from the. RAM outputs by the DI and CBI
pins. New check bits are generated from the data
bits and compared to the check bits read from the
RAM. An error in either the data or the check bits
read from memory means the generated check bits
will not match the read check bits. If an error is
detected, the ERROR flag is activated and the correct-
able error (CE) flag tells the system if the error is
(or is not) correctable.

With the BM mputs high, the corrected word
appears at the DO pins (if the error was correctable),
or the unmodified word appears (if the error was
uncorrectable). Note. that for this correction cycle
there is no control or timing logic required. The 8206’s
dual buses isolate the RAM outputs from the EDCU
outputs. Special transceivers that prevent contention
between the uncorrected RAM data and corrected
EDCU data are not needed.

A syndrome word, five to eight bits in length and
containing all necessary information about the ex-
istence and location of an error, is provided at the
syndrome output (SYO/CBO/PPO) pins. Error logging
is accomplished by latching the syndrome and: the
memory address of the word in error. The syndrome
decoding of Table 3 can be used as a table lookup
by the CPU.

If an error is detected during a read, the read cycle
is extended to a read-modify-write cycle where the
corrected data is rewritten to the same location. This
offers several advantages:
= Since soft errors are random, independent pro-
cesses, the longer a soft error is allowed to remain
in memory, the greater the probability that a second
soft error will occur in the memory word, resulting
in an uncorrectable double-bit error. By writing the
correct data back to RAM, the mean “lifetime” of
soft errors is reduced, greatly reducing the chance
of double-bit errors, and increasing reliability.

w “Error scrubbing” (going through the entire
memory and correcting any soft errors) may be done
as a background software task. For instance, the 8086
microprocessor’s load string (LODS) instruction can
consecutively read all addresses in RAM. Any soft
errors will be corrected. Scrubbing further increages
system reliability.

"» Error logging may be used to detect hard errors.
(A soft error is seen once when the affected word
is read and is then corrected, while a hard error is
seen again and again.) An error logger shows a
consistent pattern if a hard error is present in a
particular word. A system may be configured to
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System
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Corrected data
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2. The 8206 requires no control logic or timing inputs to
perform read-with-correction cycles.

High byte RAM Low byte RAM

Check bit
High byte RAM Low byte RAM RAM

o]} [s]e] DI DO DO
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“ Uncorrected data |
** Uncorrected |
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Error detection
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=
S
o
£
S
2
S
e
S
o
./

|| Receiver Recewer 8206
L?\ | F_ J ——
%Covrﬁctod data -
)
8286 8286
System
data bus A

»>— Corrected data

Corrected data >
< Corrected data )
N 14

3. The 8206 can correct both data bits and check bits.

generate an interrupt when the 8206 detects an error.

This last advantage allows the operating system
to re-read the address where the error occurred. If
the same error re-occurs, it is assumed to be a hard
error, and while the system can continue to function,
maintenance is indicated. The operating system may
mark that page of memory as “bad” until its PC card
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has been serviced. Alternatively, the memory system
may reconfigure itself and map the bit where the
hard error occurred to a spare dynamic RAM
whenever the affected memory page is accessed.
When a correctable error occurs during a read
cycle (Fig. 3), the system’s dynamic RAM controller
(or CPU) examines the 8206 ERROR and CE outputs
to determine if a correctable error occurred. If it did,

the dynamic RAM controller (or CPU) forces R/W ‘

. low, telling the 8206 to latch the generated syndrome
and drive the corrected check bits onto the
SY0/CBO/PPO outputs. The corrected data is already
available on the DO/WDI pins. The dynamic RAM
controller then writes the corrected data and check

_bits into memory. Once again the 8206’s dual buses
allow this cycle to be implemented without special
bus transceivers. _

The 8206 may be used to perform read-modify-
writes in one or two RAM cycles. If it is done in two
cycles, the 8206 latches are used to hold the data and
check bits from the read cycle to be used in the
immediately following write cycle. '

Write cycle corrections

For a full-word write (Fig. 4) where an entire word
‘is written to memory, data are written directly to
‘the RAM. This same data enter the 8206 through the
DO/WDI pins where five to eight check bits are
generated. The check bits are then sent to the RAM
through the SYO/CBO/PPO pins for storage along with
the data word. )

A byte write (Fig. 5) is implemented as a read-
modify-write cycle. Since the Hamming code works
only on entire words, to write one byte of the word,
it is necessary to read the entire word to be modified,
perform error correction, merge the new byte into
the old word inside the 8206, generate check bits for

the new word, and write the whole word plus check

- bits into RAM. :

Error correction on the old word is important.
Suppose a bit error occurs in the half of the old word
that was not changed. This old byte would .be
combined with the new byte, and check bits would
be generated for the whole word, including the bit
in error. The bit error now becomes “legitimate”; no
error will be detected when this word is-read; and
the system may crash. Obviously, it is important to
eliminate this bit error before new check bits are
generated. .

* The 8206 may alternatively be used in a “check-
only” mode with the correct (CRCT) pin left inactive.
With the correction facility turned off, the delay of
generating and decoding the syndromes is avoided,
and the propagation delay from memory outputs to
8206 outputs is significantly shortened. In the event
of an error, the 8206 activates the ERROR flag to the

Electronic Design * September 30, 1981

CPU or dynamic RAM controller, which can then per-
form one of several optins: lengthen the current cycle
for correction, restart the instruction, perform a
diagnostic routine, or activate the CRCT input to
enable error correction. Even with the CRCT pin

Check bit
RAM
|
|
|

R 7
SRV R.

Error detection circuit ——J

High byte RAM Low byte RAM

DI DO

=]

New check bits—a= }2

New data ~ ~———> .

I |

|
|
Recewer Recewer 8206 :

o
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|
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) s z X
{_ New data
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4. The 8206 generates check bits and writes them to memory.
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5. The “new data"rbyte is supplied by the CPU, while the
8206 supplies the corrected old byte. The 8206 also generates
new check bits.
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inactive, the 8206 generates and decodes the syn-
drome bits, so that data may be corrected rapidly
if the CRCT is activated.

Multiple 8206 systems

A single 8206 handles eight or 16 bits of data and
five or six check bits, respectively. Up to five 8206’s
can be cascaded for 80-bit data words with eight
check bits. When cascaded, one 8206 operates as a
master, and all others work as slaves (Fig. 6).

As an example, during a read cycle in a 32-bit
system with one master and one slave, the slave
calculates “partial parity” on its portion of the word
and presents it to the master through the partial-
parity output (SYO/CBO/PPO) pins. The master re-
ceives the partial parity at its partial-parity input
(PPI/POS/NSL) pins and combines the partial parity
from the slave with the parity it calculated from its
own portion of the word to generate the syndrome.
The syndrome is then returned from the master to
the slave for error correction.

The 8206 uses a modified Hamming code whxch )

was optimized for multi-chip EDCU systems. The
code is such that partial parity is computed by all
8206’s in parallel. No 8206 requires more time for
logic propagation than any other, hence no single
device becomes a bottleneck in the parity operation.

The 8206 is easy to use with all kinds of dynamie
RAM controllers. Because of its dual-bus architec-
ture, the amount of control logic needed is very small.

Figure 7a shows a memory design using the 8206 with
Intel’s 8203 64-kbit dynamic RAM controller and
2164 64-kbit dynamic RAM. As few as three addi-
tional ICs complete the memory control function
(Fig. b).

For simplicity, all memory cycles areimplemented
assingle-cycle read-modify-writes (Fig. 8). This cycle

-differs from a normal read or write primarily in

when the RAM Write Enable (WE) is activated. In
a normal write cycle, WE is activated early i in the
cycle. In a read cycle, WE is inactive.

- A read-modify-write cycle consists of two phases.

In the first phase, WE is inactive, and data are read

from the RAM; for the second phase, WE is activated
and the (modified) data is written into the same word
in the RAM. Dynamic RAMs have separate data
input and output pins so that modified data may be
written, even as the original data is being read.
Therefore, data may be read and written in'only one
memory cycle.

In order. to perform read-modify-writes in one
cycle, the 8203 dynamic RAM’s CAS strobe must be
active long enough for the 8206 to access and correct
data from the RAM, and write the corrected data
back into RAM. CAS active time (t,s) depends on the
8203's clock frequency. The clock frequency and
dynamic RAM must be chosen to satisfy:

tCAS(mm) tCA RAM + TDVvas +

TQVQVBZOG + tDSRAM + tCWLRAM

Data memory Check bits. / - * Data memary -
3 16 bits 7 bits 16 bits.
OE
[o]] [o]e] Dl__bo DI DO
32 bit 3
data 3
‘bus = §
T A %
DOMWDI DI SYO/CBOCBI,.¢ SYlo- DO/WDI DI
i . " PPlos . PPOo.s - POS,
CRCT PPI, _—»{ CRCT POS,
Control - Wz fe:18 1—(5 [ —~{wz : NSLo
8206 8206
lines { ~ sTB Master A (—D sTB slave NSL,
o AW ms :]—o-v " RW WS
) SEDCU PPls.;
BMo BMo SEBCU 5V
‘BM JR BM. Syl
Byte { ! ERROR ) CE ’
marks
Error
signals
_6. No additional logicis required for this 32-bit ter-slave sy The slave calculates partial parity on

“its half of the data, and the master determlnes which of the 32 data bits and 7 check bits is in error.
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' Table 3. Syndrome decoding identifies and corrects
all single-bit errors.

00 1 0 1 0 1 0 1 0 1t 01 0 1 0 1

Syndrome 10 0 1 1 0 0 1 1 -0 o 1 1 0 0 1 1
bits . 20 0 0 0 1 1 1 1 0 o 0o 0 1 1 1 1

7 6 5 4 30 0 0 0 0 0 0 0 1 1.1 1 1 1 1 1
0 0 o o N CBO CB1I D CB2 D D 18 CB3 .D D 0 D 1 2 D

o 0o o 1+ CB4 D D 5 D 6 7 D D 3 16 D 4 D D 17]
0 0 1 o0 _CBS D D 11 D 19 12 D D 8 9 D 10 D D 67]

0 0 1 71 D 13 14 D 15 D D 21 20 D D 66 D 22 23 D
0 1 0 O CcB6 D D 25 D 2 49 D D 48 24 D 27 D D 50
0 1 0 1 D 52 55 D 51 D- D 70 28 D D 65 -D 53 54 D
01 1 0 D 29 31 D 64 D D 69 68 D D 32 D 33 34 D
0 1 1 1 30 D D 37 D 3 3 D D 3 71 D 3 D D _U
1.0 0 0 CB7 D D 43 D 77 44 D _D 40 41 D 42 D D U
1.0 0 1 D 4 46 D 47 D D 74 72. D D U D 73 U D
1 0 1 0 D 59 75 D 79 D D 58 60 D D 5 D U 57 D
1. 0 1 1 63 D D 62 D U U D D U U D 6t D D U
11 00 D U U D U D D U 7 D DU D U U D
1 1 0 1 ‘78 D D U D U Uu b O U U D U D D U
1.1 1 0 U D D U D U Uu b b U U D U D D U
1 1 1 1 D U u D U D bDu U D DWUDWU U D

N = No error

CBX = Error-in check bit X (correctable)
. X = Error in data bit X (correclat;le)

D = Double-bit error (detected but not corrected)
U = uncorrectable multi-bit error
{

A
Avr- Ay >Eﬁ. AOUT_)A,O . Ao :DA’D
AL 8203 o0 High Low Check
DynamlcRAs" RAS  pyte ':8 RAS byte =CJRAS it
RD ———ae—p-(OJRD RAM RASO-B=-CIRAS  RAM RAS  pam =CJRAS RaM -
>0 wrcontroller CASIOBI-CYCAS ~ (16) =CICAS  (16) =CJCAS (12
WR o Acs >-CJwe . 2164 -QqWe 2164 -CJwe 2164
cs > XACK oI DO DI ~_oof oo ol
7~
(? P”
XACK - - ) F I
WE L >1s
CAS RW — i 8206
R0 BM p-BM.  EDCU sepcuy
——-CJWR BM, [O— p-CJBM. CRCT
be—>-CJcs T BDO'WDI
Ao e | A OEBO 1 l o
BHE et (J BHE OEB 1 .
Interface )
logic
Yo & Wl
OE T A OE 1 A
8286 B 8286 B
System data bus 3
N 14
TTL i
8203 { CAS n delay hne .
50 100 150 200 250
RAM
WE | aray
RW
Ao
. BM.. | 8206
de;tern . {contol
address
bus T . }
C BM,
BHE
Decode {
. logic OEB.
'
System { RD —4 = 821
cc;mrol OEBy ¢ controt
us | wR
N

(a)

(b)

7. The 256-kbyte system (a) has 32 64-kbyte dynahic RAMs for data plus 12 dynamic RAMs for error

correction. The dynamic RAMs are controlied by the 8203 dynamic RAM controller while error correction
control is supplied by the 8206. Interface logic (b) allows the 8203/8206 system to implement read-
modify-write cycles by generating Write Enable (WE) to the RAMs, Read/Write (RW) to the 8206, and byte-

control signals.
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The 8203 itself performs normal reads and writes.
To perform read-modify-writes, simply change the
timing of the WE signal. In Fig. 7b, WE is generated
by the interface logic—the 8203 WE output is not
used. All other dynamic RAM control signals come
from the 8203. A 20-Q damping resistor reduces the
WE signal ringing. These damping resistors are
included on-chip for all 8203 outputs..

The interface logic generates the R/W input tothe
8206. This signal is high for read cycles and low for
write cycles. During a read-modify-write cycle, R/'W
is first high, then low.

The falling edge of R/W tells the 8206 to latch its
syndrome bits internally and generate corrected
check bits to be written to RAM. Corrected data are
already available from the DO pins. No- control
signals at all are required to generate corrected data.
R/Whis generated by delaying CAS from the 8203 with
TTL-buffered delay line. This delay (tpg .y,) must
satisfy: v

toeray 1 = teac™™™ + TDVRL #2%
The 8206 uses multiplexed pins to output the

syndrome word and then the check bits. The R/W -

signal may be used to latch the syndrome word
. externally for error logging. The 8206 also supplies
two useful error signals: ERROR indicates an error
is present in the data or check bits; CE tells if the
error is correctable (single bit) or uncorrectable
(multiple bits).

After R/W goes low, sufficient time is allowed for
the 8206 to generate corrected check bits, then the
interface logic activates WE to write both corrected
data and check bits into RAM. WE is generated by
delaying CAS from the 8203 with the same delay line
used to generate R/W. This delay, tpp .y, must be
long enough to allow the 8206 to generate valid check
bits, but not so long that the spec of the RAM
(tcwy) is violated. This is'expressed by:

tpeay; + TRVSVES <

8203 __ RAM
tDELA\' 2 < t"(‘AS(min) t’(‘,WL

Errors in both data and check bits are automatically
corrected, without special 8206 programming.
. Since the 8203 terminates CAS to the RAMs at a
fixed interval after the start of a memory cycle, a
latch is usually needed to maintain data on the bus
until the 8086 completes the read cycle. This is
conveniently done by connecting XACK from the 8203
to the STB input of the 8206, latching the read data
and check bits inside the 8206. ,
The 8086, like all 16-bit CPUs, is capable of reading
and writing single-byte data to memory. As just

explained, the Hamming code works only on entire

words, so in byte writes, and new byte and old byte
must be merged, and new check bits written for the

‘ Memory Technology: Errorcorrection chip

ArAs X Row X Column X

RA$_—,—\ /—
csT——— S
WE - \ ] /
S
ol X vaa X

8. Inall memory cycles, the row and column
addresses are strobed to the RAMs by RAs and CAs.
Sometime after the data out s valid, the control logic
in Fig. 7b generates Write Enable (Wg) to write the data
back into the RAMs.

composite word. This is difficult with most EDC
chips, but it is easy with the 8206.

Further qualifications on 8206 operation
Referring again to Fig. 7b, the 8206 byte-mark

inputs (BM,, BM,), are generated from A0 and BHE,
respectively (off the 8086’s address bus) to tell the

8206 which byte is being written. The 8206 performs

error correction on the entire word to be modified,
but 3-states its DO/WDI pins for the byte to be written;
this byte.is provided from the data bus by enabling
the corresponding 8286 transceiver. The 8206 then
generates check bits for the new word. '

During a read cycle, BM, and BM, are forced inactive
(i.e., the 8206 outputs both bytes even if 8086 is only
reading one). This is done since all cycles are im-
plemented as read-modify-writes, so-both bytes of
data (plus check bits) must be present at the RAM
data in pins to be rewritten during the second phase
of the read-modify-write cycle. Only those bytes
actually being read by the 8086 are driven on the
data bus by enabling the corresponding 8286
transceiver.

The 8286's Output Enables (OEB,, OEB,) are
qualified by .the 8086's RD, WR commands and the
8203’s TS command. This serves two purposes: It

prevents data bus contention during read cycles and -

it prevents contention between the transcelvers and
the 8206 DO pins at the beginning of a’ write cycle

Thanks to the use of a 68-pin leadles/s chip carrier,
the 8206 error detection and correction unit is able
to implement an architecture with separate 16-pin

input and output buses. Thus single-bit error correc- -

tion may be added to a system with a minimum of
control signals or external logic.O
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SPECIAL REPORT ON MEMORY SYSTEMS DESIGN /

%

'BETTER PROCESSOR
- PERFORMANCE VIA
GLOBAL MEMORY

Wait states are eliminated by joining global and local
memories through five TTL components

e

by Joseph P. Altnether

microcomputers, which have become one of the
“most widespread components in a variety of elec-
tronic equipment ranging from video games to naviga-
tional flight computers. Microcomputers comprise
several elements. One of the more important of these is
the memory. In early systems (and even in some of
today’s low performance microcontrollers), the memory
is interfaced and accessed exactly like any other periph-
eral. Such an architecture is shown in Fig 1. For this
type of application, data store (random access
memory), control store (electrically programmable read
only memory/read only memory), and input/output
reside on a single bus connected directly to the central
‘processing unit. This kind of application is usually a
dedicated system performing only one function, such as
control of a vending machine. )
Memory consists of control store and data store. The
former occupies most' of the memory and contains
about 16k bytes of program; the latter is small and con-
tains less than 4k bytes. A major design goal is simplic-
ity, which can be best achieved when the components
of control store and data store are compatible. It is
much simpler and certainly more efficient to use the

At least 60% of today’s designs incorporate

Joseph P. Altnether is technical marketing manager
for memory products at Intel Corp, Aloha, OR
97005. Before that, he worked as an applications
engineer at Intel and a memory system designer for
nuclear/medical instruments at G. D. Searle. Mr
Altnether has a BSEE from St Louis University.
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same set of address
decoders and drivers, as’
well as data transceivers,
for both control and
data store. . This is
achieved with common
pinout and functionality
between random access
memory (RAM) and elec-
trically programmable

only memory (EPROM/
ROM). Therefore, the
memory should be an
8-byte wide RAM. Several
disadvantages are inherent in such a system: the address
space is limited; and because all elements—including the
central processing unit (CPU)—reside on a common bus,
the CPU, as the bus controller, suspends processing to
control bus operations.

Enhancing the system

The performance of this system can be enhanced by
upgrading to a microprocessor and storing a variety of
programs in permanent bulk memory. In this kind. of
system, control store consists of a RAM containing up to
64k bytes (Fig 2). This memory is much larger because'it

_serves a dual function: data store and control store.

Programs to be executed are downloaded via a boot
program residing in EPROM. The system overcomes the
memory addressing space deficit of the previous system-
but still retains the disadvantage of having all memory

COMPUTER DESIGN
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tPROM
ROM

checking and correction, and direct memory access all
become cost effective. ’

...because the global memory is so
large, the RAM used must be as dense
as possible to reduce the number of -
components.

Fig 1 Single-bus architecture of dedicated microcontroller.
Though inexpensive, this configuration limits available

address space and requires that CPU suspend processing
when controlling bus. ' .
PROGRAM - PERMANENT
DATA STORt B8OOI SIORAGE
BUBBLES _
EPROM. <: >
RAM DISK,
Rom 1APE

cPu’ ﬁ

: G

ﬁﬂﬁ

Fig 2 Improved performance results when microprocessor
using RAM program storage for up to 64k bytes of data and
control information is used. Disadvantages of common bus
architecture are retained, however.

reside on the CPU bus. For example, throughput effi-
ciency could be improved if it were possible to down-

load other portions of the program into control store -

while executing out of control store (dual porting).
High performance in both processing power and
speed is realized in distributed processing systems. In
such a configuration, several processors, together with
their local memories, are distributed throughout the
system. These could be structured like the systems
previously described; however, they have an important
distinguishing element—multiple local buses with a
common system or global bus. Fig 3 depicts such a
system. Here, the advantages of dual porting, error

£PROM.

RAM ROM 1o

(—

) H » H H
- LOCAL BUS

<; J woLietixioy

INTEREACE

SYSIEM BUS
iNON MULTIPLEXED)

MAIN
L memory

Fig 3 Distributed processing system using several
processors with local memories and common (global) bus
provide high performance. Each processor in system has
access to large (1IM-byte) global memory.

Residing on the system bus is a global memory to
which every processor has access. This memory can be
very large—even greater than 1M byte. Consequently, it
could be disk, tape, magnetic bubble, or RAM. If built
with RAMs, the type used would be dynamic RAMs
(DRAMs) for several reasons. First, because the global
memory is so large, the RAM used must be as dense as
possible to reduce the number of components. Lower
component count reduces system cost and increases sys-
tem reliability, which is inversely proportional to the
number of components in the system. Second, the com-
ponents should consume minimal power. Even a small -
amount of power per device multiplied by hundreds of

- devices will require a large power supply. In addition, as

the power requirements increase, so do the cooling re-
quirements, which again add to the overall system cost
and operating cost.

Finally, the RAM must be low cost to be competitive
and provide ample operating margins. DRAMs meet
these requirements quite adequately as they provide the
lowest cost per bit and also consume the lowest power
per bit' of RAM devices. Unfortunately, designing with
DRAMs has long been considered esoteric and difficult.
In fact, some designers still believe that DRAMs do not
even work. The first of these beliefs was based on fact in
earlier days, but the second is based on an emotional

.

LOW ORDER ___
ADDRESSES — |  MULTIPLEXER
AND BUFFERS MULTIPLEXED
HIGH ORDER (6 TTL PKG) . ADDRESS
ADDRESSES T
REFRESH
COUNTER
(2 TIL PKG)
N —= W
REQUEST g = (A
ACKNOWLEDGE Nt ore) > RS,
- RASN
RD .
WR = ARBITER
bl (4 TIL PKG)
REFRESH T l
~ OSCILLATOR REFREoH
(1 TTL PKG) (0TI PKG)

Fig 4 Typical pRAM controller. Oscillator provides timing
and control Io;ﬁ: for refresh timer.
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Fig5 Timing diagrams for arbiter circuit show that when
certain conditions exist, output is analog signal floating
between TTL levels 1 and 0. During this 75-ns period, no
decisions can be made and refresh failure occurs.

reaction to a memory that forgets unless it is periodi-
cally told to remember. DRAMs do not lose data if they
are properly refreshed. This can be easily accomplished
by a memory interface controller.

Designing a DRAM: system

Although it is more difficult to design a DRAM system
than a static RAM' (SRAM) system, it is not impossible.
Shown in Fig 4 is a typical DRAM controller. At the heart
of the controller is an oscillator which provides timing
and control logic for the refresh timer. Because DRAMs
are clocked, they need signals like row address strobe
(RAS), column address strobe (CAS), and write enable
(WE), which come from the control logic. The refresh
timer will periodically time out, typically every 15 us, to
request a refresh cycle asynchronously with respect to-
CPU memory requests. To decide which request (CPU or
refresh) is granted first, an arbiter circuit is required.
The arbiter is the most complicated controller element

" to design. In theory, a D type flipﬂbp could be an ar-

biter (Fig 5). If refresh request is set asynchronously
with respect to the system clock, a decision on the Q
output can be made. If Q is true, the refresh cycle is
granted; if false, the CPU is given access. Timing rela-
tionships of data and clock indicate that normal opera-
tion of the flipflop will occur if setup and hold times of
data with respect to the clock are met.

If the setup or hold times are violated, however, the Q
output is no longer a transistor-transistor logic (TTL)
level 1 or 0. The output becomes an analog signal
floating between TTL levels somewhat like a 3-state out-
put device with the output in a high impedance state.
This condition can persist for as long as 75 ns, during

The...DRAM controller...includes an
arbiter which synchronizes the refresh
and memory cycle requests to
eliminate the arbitration problem....

which it is impossible to make a decision. At the system
level this appears as a refresh failure. Lastly, the con-
troller requires multiplexers and drivers for the memory
addresses. The total system is built with 20 TTL com-
ponents (Fig 4).

Another consideration is design time. About four
weeks are usually required for design, two weeks for
worst-case analysis, six weeks for printed circuit board
layout, four weeks for building and debugging, and
another four weeks for redesigning to add features or
correct errors. And this does not include a possible sec-
ond iteration effort. In any case, the task could con-
sume up to six man-months.

A slmpler solutlon

Intel’s dynamic RAM controller, the 8203, is contained in
a single 40-pin package that incorporates the entire
DRAM controller (Fig 6). It includes an arbiter which

COLUMN

ADDRESS
>| |

Mux

AHg T0 AH

0UTy 10

AL T0 ALy MUX

© ROW

synchronizes ‘the refresh and
memory cycle requests to eliminate
the arbitration problem previously
described. Compatible with the
8080A, 8085A, iAPX88, and iAPX86
family of microprocessors, the
device directly addresses half a
megabyte of memory composed of
64k RAMSs (eg, the Intel 2164). All the

oum;

ADDRESS

By —
REFRESH B, 10 op? —
. COUNTER .
RO/SI—— o
R
PCS

1ATCH

ARBITER

REFRQ/ALE SYNC

| RAS,
[ RS,
- 725,
[ 25,
> &S
L - WE

refresh functions are. provided:
timer, 8-bit address counter, and
multiplexers for addresses. Because
refresh is usually performed asyn-
chronously with the CPU cycles, pro-
vision is made for performing syn-

TIMING

GENERATOR| g

[ XACK

chronous refresh if required. At

REFRESH

TIMER OSCILLATOR

Xg/0P;

times the. controller will be pro-
viding refresh when the CPU requires
access. Consequently, the CPU must

X)/CLK

be placed in a WAIT mode. This is
accomplished with a signal from the
8203 called SACK. In addition, the

Fig 6 40-pin, 8203 DRAM conlroller includes arbiter that synchronizes refresh and
isive condition of Fig 5. Chip directly

1. e s

memory cycle req
addresses 0.5M byte.
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signal XACK can be used to clock
data into the latches dunng a read
cycle.
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mode, a bus controller such as the
Intel 8288 is required. In this case,
the iAPX86 outputs status bits S, to

S, that are interpreted by the bus

controller. Commands for read and
write are now generated by the bus
controller. Independent of the

MEMORY

ASK 256k

mode, the 8203 and memory inter-
face identically to the micro-
processor. :

|_reao
WRITE 8286
i BHE o) XCEIVER
* o T A | 205 0 bl wRiTe
ot DECODER PCS
Aoig) 820 [T
| s BYTES
i 8287 ADOR ADDR|
|0, TorY| - XCEER N ___our]
e —_JRACK J sACK
| 0910 035 il
/- B o | b
| wich |\
|
MuLnisis |
WPE |
SISTEM |
s
| 8281
| XCEIVER
. N 8
M XACK vk | e [
d

Ease of use or simplicity of design
have been balanced against perfor-
mance. The simple system shown
(Fig 7) typically operates with one to
two WAIT states required. For the
minimum mode operation, the read
(RD) and write (WR) commands oc-
cur too late in the memory cycle to
allow the DRAM controller to

Fig 7 Typical global memory interface for microprocessor. Multiplexed
address/data bus serves as local bus and demultiplexed address/data bus serves as
global bus. Minimum or maximum mode operation is possible.

generate a ready signal early enough
to avoid. WAIT states. Operation
without WAIT states can be accom-

To illustrate the ease of interfacing global memories
to the microprocessor, an iAPX86 system using an 8086 is
shown. The multiplexed address/data bus is normally
thought of as the local bus, and the demultiplexed ad- -
dress and data bus as the global bus. In much larger
systems, it would-be possible for the local bus to be
demultiplexed immediately at the processor and. for
another bus that services the entire system to be the
global bus. The system described works on either
demultiplexed bus. The iAPX86 can be operated in either
of two modes, minimum or maximum (Fig 7). In the
former mode, the microprocessor generates the read
and write commands directly, whereas in the latter

plished by transmitting advance RD or WR commands to
the memory. This is a non-trivial task in the minimum
mode because,the iAPX86 produces the RD and WR
signals in a fixed relationship after address latch enable
(ALE) occurs. For maximum mode operation, the iAPX86
outputs status bit information ahead of ALE. With
proper logic circuitry, these status bits can be decoded
and the information used to initiate the advance RD and
WR commands. )

With a small amount of additional logic, it is possible
to combine ease of use of the DRAM controller with high
performance. As a result, the iAPX86 can operate at 5
MHz and requires no WAIT states unless the memory is

KWWC 217P g
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Fig 8 To achieve 5-MHz operation with no WAIT states, additional circuitry (dashed lines)
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indicated by T1 through T4. To read
without WAIT states, valid data must
| reach the processor by the end of T3
minus 30 ns. The latest read data
arrival at the processor does indeed
fall within this time frame. The
memory read cycle begins with ADV
RDC (Fig 9), which is latched by the
falling edge of ALE. ADV RDC
reaches the 8203 at 160 ns into the
cycle and begins access. Within 80
' ns, SACK is valid and ANDed with

‘| PCSto be returned to the 8284A clock
as READY. As a result, no WAIT
states are required unless the DRAM
controller is performing a refresh
cycle. The system is CAS access
limited, and as such the ADV RDC to
P — CAS delay is 225 ns. The 85-ns CAS

1]

*CRITICAL TIMING FOR ZERO WAIT STATES

WIEST
AE | .
/ e— 160 ns—»f
LATEST ADV ROE |
AT 8203
: —{ 80ns
WATEST SACK -
FROM §203 SACK
READY INPUT . I
(BUFFERED SACK) r »
10 8284
NECESSARY ASYNCHRONOUS READY [e—TACK = 10ns -
SETUP AT 8284 T0 GUARANTEE ND WAII [*— TRIVCL = 60 ns
XATK f— 250 s
AOV RC 10 RS DELAY &
AT 8203 (max) .
JOAC [— = 85nsFOR 2164 —d
max CAS ACCESS WITH . -
SLOWEST 2164 - DATA VALID OUT OF 2164
PROP DELAY 70 ns —>
LATEST READ DATA
ARRIVAL AT 8086 . ) READ DATA
= WUST BE 20 FOR NO
510 0 1wl sTATes
OATA MUST BE VALID AT -
CPU = 3TCLCL - TOVEL VALID DATA AT CPY

> o Tove

—X— access time (tcac) must be added to

this time. Finally, an additional
45-ns delay through the buffers is
included for a total delay time of
510 ns. Access required is 3 T times
(600 ns) minus 30 ns, or 570 ns. The
system indeed requires no WAIT
states for operation.

Fig9 Read cycle worst-case analysis. Processor Tstates Ti through 14.are
shown. For read without waitstates, valid data must reach processor 30 ns

before end of T3.

between data and WE and the rela-
tionship of CAS and WE must be

being refreshed. The circuitry added to the system is
shown inside the dashed lines in Fig 8. The 8205 is a
3:8 line decoder which monitors the status lines. With
the proper combination of status lines S,, S;, and S;, an
advanced. RD command (ADV RDC) or an advanced WR
command (ADV WRC) will be output on pin 13 or pm 14,
- respectively.
 The RD.or WR command, whichever is true, is latched
by the corresponding 74s74 on the falling edge of ALE
from the 8288 bus controller. Latch outputs at pins 5 and
9 (ADV WRC and ADV RDC) are entered into the 8203A WR
and RD inputs directly. The two latches are cleared later
- on the trailing edge of either the memory read command
(MRDC) or memory write command (MWRC) through the
two 74500 gates. System acknowledge (SACK)—used in
place of (XACK) because it occurs sooner—is ANDed
with protected chip select (PCS) and returned to the

Global memory' can be easily built
using only DRAMSs and the...
DRAM controller.

8284A, which provides a synchronous ready signal to the
iAPX86. The S, status bit (memory operation) is latched
by thé 745157 on the trailing edge of ALE. The 2:1
multiplexer is configured as a high speed flow-through
latch by feeding the output back into the input. Propa-
gation delay time is only 7.5 ns. The advanced memory
~ write command (AMWC) is ANDed with WE to provide
WE to the DRAMS. .
Read cycle worst-case analysis (Fig 9) considers the
maximum time delays. The four processor T states are

guaranteed. Data are written into
the DRAM on the falling edge of WE. Consequently, data
must be valid prior to the falling edge of WE. The skew
of data from the processor and WR from the 8203 is such
that it is possible for the data to be valid after the falling
edge of WR. In this event, invalid data would be written
into the memory as shown in Fig 10(a). In addition,
DRAMs have a timing constraint, tcyy, which is the
overlap between CAS and WE. If CAS were early and
MWTC were late, toywyp would be vidlated as shown in
Fig 10(b) Both of these requirements are satisfied by

ANDing AMWC with WR. N v

‘In the write cycle, the relatlonshlp' .

WORST-CASE DATA FROM 8086 VALID-
BEST CASE CAS/WE FROM 8203
tos
@

BEST CASE CAS FROM 8203

WORST-CASE COMMAND FROM 8086 (MWTC)
towL
(b

Fig 10 Required WE delay timing to memory

Fig 11 depicts the worst-case timing analysis for a
write  cycle, which is similar to that for the read cycle
with a few exceptions. The ADV WRC is latched on the
falling edge of ALE. The earliest that CAS can occur is
105 ns after ADV WRC starts the write cycle. Valid data
are output from the CPU within 210 ns and reach the
memory 35 nslater. By ANDing the AMWC with WR from
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Fig 11 Worst-case timing analysis for write cycle '
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the 8203, WE falls a minimum of 8 ns
after data are stable and valid at the
memory. In addition, this ANDing
guarantees a minimum tcyp of
100 ns. '

Overall system performance is im-
proved by using global as well as
local memories. Global memory can
be easily built using only dynamic
RAMs and the 8203 dynamic RAM
controller. Performance, together
with ease of use, is achieved by add-
ing just five TTL components. The
design of a 5-MHz system that runs
without WAIT states is a good ex-.
ample of this approach.
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SYSTEM DESIGN, [[VTTERRATED GIRENITS

THE CHIP THAT
REFRESHES ITSELF

An 8k x 8 memory chip with onchip refresh and control
circuitry offers designers the best aspects of both dynamlc

and statnc RAMS.

by John J. Fallin,
Joseph P. Altnether, and
William H. Righter

characteristics: ease of use, flexibility, and low'cost.

'he ideal microprocessor memory has 'three major

Unfortunately, all of these characteristics are seldom
available in a single device. Thus, memory system
design involves compromises. Matching memory com-

“ponent characteristics to desired des:gn parameters rarely'

results in a perfect fit.

To optimize memory design, -the -designer must set
priorities in choosing between static random access
memory (SRAM) and dynamic random access memory
(DRAM). Neither choice completely supplies all the bene-
ficial characteristics. SRAMs are easy to use, but high
cost, limited density, and high power consumption limit
their application to under 64k bytes. DRAMs are suitable
for large memory arrays (above 64k bytes) where density
and low'power are important. In addition; the refresh

John J: Fallin is currently an applications engineer at
Intel Memory Products, 2111 NE 25th, Hillsboro, OR
97123. He is responsible for iRAM applications. -

Mr Fallin has a BSEE from Oregon State University.

Joseph P. Altnether ig the technical marketing
manager at Intel Memory Products and is involved in
the technical marketing of Intel iRAMs. Mr Altnether
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William H. Righter is also an applications engineer at
Intel Memory Products. He is responsible for the
- graphics applications of dynamic RAMs. Mr Righter is
currently working on a BSEE from the Umverslty of
Portland. -

)

overhead of large memory systems is spread over a large
amount of memory. Between the two extremes repre-
sented by static and dynamic RAMs, however, is a per-
formance zone where all three ideal characteristics (low
cost, flexibility, and ease of use) are required.

Low cost can be achieved with a DRAM cell. A major
factor determining the cost of a memory device is the
physical area occupied by the memory cell. Small cell
size allows small die size, which results in more die per
wafer. The net result is lower cost.. DRAMs achieve lower
unit costs because they use a single. transistor for the
memory cell. Each SRAM cell, on the other hand,
requires six transistors. In addition, the DRAM cell pro-
vides the benefits of low power and high density. The
remaining ideal characteristics (flexibility and ease of
use) demand more innovative approaches‘than are pres-
ently available.

A microprocessor memory system using DRAMs con-
sists of three major elements: microprocessor, memory,
and controller. To gain ease of use, the controller must
be incorporated into either the microprocessor or the
memory. By including the memory control in the micro-

' processor, a simple memory device can be built in which

the cost of the control logic is distributed over the entire
memory system. Sadly, this approach has inherent
faults. Because refresh is derived from microprocessor
timing, any operation that suspends or stretches the
timing must be carefully analyzed to ensure that it does
not violate system refresh’timing. Examples of such
time stretching operations are extended wait states, hold
operations in direct memory access, or the single-step
operations important in system debugging. Moreover,
placing the burden of refresh on the microprocessor can
reduce processor performance by suspending operanon
to service memory refresh.

Another technique for refresh control is to incorpo-
rate most of the refresh mechanism on the RAM chip,
leaving the most difficult portion—the arbiter—to the
system designer. This type of RAM is known as a

COMPUTER DESIGN/March 1983
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pseudo- or quasistatic RAM. Statistical tech'niques or

special features of a particular central processing unit
(CpU) may be used to accomplish refresh, though it is

- not always guaranteed. The system must be thoroughly
analyzed to ensure proper refresh timing.

"The third memory refresh method incorporates all of
the memory control logic, including arbitration logic,
into the RAM chip. Thus, all DRAM cell control is con-
tained on the same piece of silicon, creating a complete
integrated memory system on a chip. This concept is
called an integrated RAM (iRAM.) Combining the best
features of dynamic and static RAM, the iRAM satisfies
the ideal microprocessor memory requirements—a
DRAM storage cell for low cost, a Joint Electron Device
Engineering Council 28-pin package configuration con-
forming to universal flexibility standards, and ease of
use because of onchip control. (See the Panel.)

Intel’s 8k x 8 iRAM contains all the elements needed
for complete memory control. Recognizing the need for
both synchronous and asynchronous refresh, Intel
offers the 2187 iRAM with synchronous refresh for
special applications and the 2186 with asynchronous
refresh for general purpose designs. With onchip
refresh, the 2186 needs no external stimulus or control.
As aresult, memory is autonomous; like an SRAM it can
be left alone with power applied and still retain data.
Any operation that suspends or stretches the system
timing has no effect on refresh operation. However,
because refresh is asynchronous with the micro-
processor, a memory request can occur during a refresh
cycle. In this case, the iRAM signals the system micro-
processor that a delay will occur in the cycle.

Device operation
The 2186/2187 performs four types of cycles: read, write,
false memory, and refresh. It is important to note that
chip enable (CE) is an edge-triggered, not a level-
triggered, input. On the 2186/2187, an access cycle is
requested for every high to low transition of CE, Care
, must be taken to ensure that a new access cycle is not
requested before the previous cycle is completed. This
-would violate memory cycle time (TELEL) and would
jeopardize data integrity. A minimum precharge (CE
high time—TEHEL) must also be guaranteed. The viola-
tion of CE high time would most likely occur in systems
‘where noise spikes can occur on chip enable.

Functioning like a clocked static RAM, iRAM addresses
are latched off the external address bus on the falling
edge of CE. This feature is useful in many designs
because it saves the designer one or two transistor-
transistor logic packages. In contrast to the trailing edge
write of the SRAM, the iRAM requires a leading edge
write. Further, the iRAM permits three different types of
‘access cycles. Depending on the active time of CE and its
relation to output enable (OE) or write enable (WE), a
long mode cycle, a pulsed mode cycle, or a false
memory cycle (FMC) can be performed.

A long mode cycle is similar to a fully static RAM cycle’
in that CE remains valid throughout the entire cycle. In
the pulsed mode cycle, the iRAM operates as a clocked
static RAM and CE is active only at the beginning of the
cycle. When CE becomes active, without an OF or WE,
the iRAM performs an FMC and terminates on the rising
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edge of CE. This is useful during byte write operations
of 16-bit microprocessors. In this case, a 16-bit word is
selected (two iRAMS), and only ofie receives a write pulse
to perform byte write. The other selected iRAM per-
forms an FMC. ) .

Assuming a refresh is not in progress when the cycle
begins, an access cycle is initiated on the high to low
transition of CE. After activating CE, addresses are
latched from the external bus and data are presented to
the bus. Data will remain at the bus as long as OE
remains active, independent of the state of CE.

Any operation that suspends or
stretches the system timing has no
effect on refresh operation.

If a refresh cycle is in progress at the time CE goes
low, a deferred cycle occurs. In this case, ready (RDY)
will respond by going low within a given time (TELRL) of
CE going low. After the refresh cycle and part of the
access cycle complete, RDY will return to a high state. At
a specified time after this (TRHQV), valid data will
become available 4t the data input/output (1/0) outputs.

It should be noted that OE can remain active for an
unlimited period of time, and data will remain on the
bus even though internal refresh cycles continue to be
performed. This allows operation in systems using
single-stepping hardware debug, since wait states can be
inserted at will. RDY does not respond under these
conditions. )

For the sake of clarity, assume that a refresh cycle is
not in progress at the time of CE’s falling edge. A write
cycle begins in the same way as a read cycle, with
addresses latched on the falling edge of CE. For a pulsed
mode, WE must go low within a specified time of the
falling edge of CE (TELWL). If this specification time is
not met, an FMC occurs and thus, no write. For a long
mode, TWLEH must be met to ensure a write given setup
time before (TDVWL) and a given hold time (TWLDX)
after the leading edge of WE.

If a refresh cycle is already in progress at the onset of
a write cycle, the RDY will respond at a given time
(TELRL) after CE’s falling edge. Data will still be latched
into the device on the falling edge of WE, but the actual
write to the array will not occur until after the refresh
cycle is completed. RDY responds during write cycles.to
prevent cycle timer (TELEL) violations. As in a read
cycle, CE and WE can remain active for an indefinite
period to accommodate single-step type operation. An
FMC occurs when CE becomes active but neither OE nor
WE becomes active. An FMC is a valid mode of operation
and also acts like a row address strobe (RAS) only
refresh, in which the row selected by the seven external
row addresses is refreshed.

Internal vs external refresh )

The 2186 internal refresh is completely automatic,
requiring no external stimulus; an internal timer provides
refresh requests. If an access cycle is requested during a
refresh cycle, the 2186 will respond by outputting a RDY
low. For applications requiring maximum performance,
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the 2187 allows external generation of refresh signals. A cycle Deferred access cycles are not allowed on the 2187,
high to low transition on the -refresh enable (REFEN) as it has no arbitration circuitry. If REFEN is held low
input of the 2187 will initiate a refresh cycle. After for at least one timer period, the internal timer will
starting a refresh cycle, one cycle time (TELEL) must be begin to time out, and the 2187 will maintain refresh with

. allowed before attempting another access or refresh no outside intervention.
[

Inside the iRAM \

Included in the 5-V irRaM device are a dynamic array, } : . .
an arbiter, a refresh address counter, and a refresh |43 19.07 <::f:> e ﬁ
timer along with complete control .and precharge cir- ’ i .

cuitry. The 2187 differs from the 2186 only in the t

refresh timer and arbiter control circuitry. The dia- 0 - - READ/WRITE
gram illustrates the interrelation of these irRaM : i DATA CONTROL

elements. Rov

Arbiter ’ ) CYCLE TERMINATION
The arbiter that determines the priority sequence of  REFEN——»{ REFREH 1o “ggﬂi’,‘m‘g‘” )
two or more asynchronous inputs is the most signifi-
cant element of the 2186 internal refresh circuitry. In R l ) l
the 2186, the two inputs to the arbiter are an external (¢ RErRESH : )
access cycle request and an internal refresh cycle . ADDRESS .
request. When either of these requests is made, the COUNTER P
arbiter decides whether the cycle will proceed imme- . ' DRAM
diately or be delayed. For example, if an access cycle o i ROW ARRAY
is 'in progress at the time of an internal refresh AD’B%"E’SS
request, the refresh cycle will be delayed until after BUFFER ~
the access cycle is completed. Conversely, if an ' COLUMN
access cycle is requested while the 2186 is per-  ADDRESSES ADDRESS
forming a refresh cycle, the access cycle will be BUFFER
delayed. Here the 2186 will respond with a RDY low

output, instructing the device that more time must be

allowed. In the limit, both cycle requests can occur iRAM Pin and Signal Definitions
simultaneously. Therefore, arbitration becomes nec-

PRECHARGE

COLUMN ADDRESS 1

essary along with the simple state gating as outlined.  Fit Description/Function

, Agto Ayp Address inputs: These inputs provide
Array the addresses needed to select one
The memory array, designed with direct random ) ) of 8192 bytes. Addresses appearing

on these inputs are latched into the

access memory (DRAM) storage cells, is fabricated - 5 )
device on the high to low transition

using-an N-channel double-layer polysilicon gate pro-

cess. The array features polysilicon word lines and ’ of CE.

folded metal- bit lines that provide high common !Op to l/0; Data input/output. These bidirec-

mode rejection. - tional pins receive data to be written
- to the device and output data during

Refresh timer _ a read cycle.

Refresh peripheral circuitry is lncluded on the device  CE ) Chip enable input. A high to low

to preserve the integrity of the data in the bprRAM array. transition on this pin latches

addresses and initiates an access

A refresh timer provides refresh cycle requests at cycle.

appropriate intervals: The timer is designed to track  __ . . .
with both process variations and temperature so as  OE Output enable input . During a read

to guarantee proper refresh over all specified ranges. cycle this input turns on the data
: output buffers.

Row address counter WE Write enable input. Data are Iatched
When the internal refresh cycle is granted, refresh into the device on the leading
addresses are'provided by a refresh address counter. . (falling) edge of this signal.

. This counter contains the 7-bit address of the next VRDY This output becomes active to sig-

* row to be refreshed and is incremented after each (2186 only) nify a delay in the cycle. It is open
refresh cycle. Control logic within the peripheral cir- drain, allowing the wire ORing of
cuitry handles the multiplexing of external memory several 2186 RDY outputs.
addresses and refresh addresses dunng appropna’(e VREFEN This input allows for external refresh
cycles . | (2187 only) " control. A high to low transition of

REFEN causes a refresh cycle to be
initiated. Holding REFEN low causes
asynchrqnous timer operation.

Device pinout
The 2186/2187 comes in Joint Electron Device Engi-

neering Council compatible 28-pin socket. Pin 1 V¢ This input supplies operating voltage
_(labeled ""CNTRL’’) becomes the RDY output on the " to the device. Vi is specified at

2186, or the REFEN input on the 2187. Pin functlons are, . ,5 V £10%.

described in the Table. GND _ Ground input for the device.
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~ After REFEN returns high from this state, 2 minimum
amount of time (TRFHEL) must be allowed before the
next falling edge of CE or REFEN in order to complete
any refresh cycles initiated by the timer. This mode of
operation is called power-down refresh. The 2187 also
supports a single-step mode of operation, which is
accomplished by strobing REFEN low after an access
cycle is started and then holding it low. REFEN can be
kept low indefinitely and data integrity guaranteed.
With REFEN held low, data remain valid on the 1/0 pins
as long as OE remains active, even while refresh cycles
are being performed.

Three requirements must be kept in mind when
building microprocessor memory systems with iRAMs.
The first is the need for a stable CE because the active
low transition of CE latches addresses into the iRAM.
Also, there is a minimum specification between transi-
tions of CE (TEHEL) to allow for proper precharge of
internal dynamic circuitry. The second requirement is
the need for valid data at the memory device when the
WE line is activated. This is a necessity since the iRAMs
write data into the array on the leading edge of the write
pulse. The third consideration is compatibility with
SRAMs. In particular, the design should allow for the
trailing edge write of SRAMs. This permits using SRAMs
as second source chips, or allows the iRAM to replace

read only memory (ROM) or erasable programmable
read only memory (EPROM) during system debug stages.
Following are applications that exemplify the tech-

niques for interfacing the asynchronous 2186 and the

synchronous 2187 iRAMs to various miCroprocessors.

Although the designs can be simpler, additional circuitry

is included to provide memory site compatibility with
SRAMs and EPROMs.

5-MHz 8088 processor application

The first example involves a 5-MHz 8088 microprocessor
configured to a bank of 2186 iRAMs. It runs in the maxi-
mum mode without wait states for normal memory
access cycles, except when RDY is activated due to inter-
nal refresh. The schematic diagram is shown in Fig 1.
The iRAM chip enable circuit is a simple cross-coupled
latch that provides an active low enable signal (E) syn-

“chronized with address latch enable (ALE). This enable
signal, along with latched status bit S2, is used to enable -

the 745138 address decoder to provide stable chip enable
signals (CEO to CE7) to the 2186 iRAMs. The memory write

‘control (MWTC) output from the 8288 bus controller pro-

vides for both leading and trailing edge write conditions.

The basic operation of the CE circuit is as follows:
early in the CPU cycle, ALE goes high, then low, clearing
the cross-coupled latch and driving E high. E remains

.

15 MH.
D'_Z_L @ ROYf—
e
‘E B hOT0AT 6
ROY
. r 48 10 A12
8284A 10010107 WE OF
cLkfa— ek 52 : —:
—{Reapy st | |
L——{ResET S0 I | _ D
. — ct
| | N
] | AN TOAT
R | | A8 10 A12
| | 10010 1.07 WE OF
8088 | _ L
| ) Q M 10 ¢ b b
: 741871 MG oAl | 748138 P | L—,\‘ﬂv ROY
. ¢
L_‘_ ——T'—'F _____ I r'/mnm .
RESEY A8 10 A12 Nag 10 12
) RESET y
A8 10 AIS| 7533 [ ] 100101107 WEOE
rY
— i3 RO
A
AD0 10 AD7K 748373 A0 10 A7 . L>A0 VA e
v : A8 10 A12 . )
% . 1:00 10 1-07 WE OF
. RO
i MIN_SAX 00 10 07
L

- Fig 1 - Schematic for iRAM use with 8088 microprocessing unit running in maximum mode. To
ensure proper startup, all iRAM control inputs must be inactive for 100 s after V¢ reaches spec.
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Fig 2 Schematic for iRAM use with 3086 microprocessing unit operation in minimum mode. NAND

latch in processor’s WR line ensures adequate delay of data to iRAM as well as supplying trailing

edge WR signal required by conventional SRAMs.

high at least as long as ALE holds the clear condition of
the latch. Due to the skew of the falling edge of ALE
with the system clock, two possible decoder enable timing
sequences exist. The first occurs when ALE returns to a
low state before the falling edge of the system clock. In
this case, the latch remains cleared and E remains high.
On the falling edge of the system clock, the latch is set,
driving E low and enabling the decoder (depending on
the state of S2). The other timing sequence occurs when
ALE goes low after the falling edge of the system clock.
In this case, when ALE goes low, the E signal is immedi-
ately driven low as a result of the system clock (low)
input on the “‘set’’ side of the latch. The memory cycle
completes and early into the next cycle when.ALE goes
high, E returns to a high state. This clearing action
occurs independently of the state of the clock. -

The net result is the enabling of the 745138 decoder
after its address inputs have stabilized. Thus, a transient-
free chip enable is supplied to'the iRAMs. The balance of
the memory system is wired in a straightforward manner.
The OE signal for the memory array is connected directly
to the read control (RD) signal of the 8088 processor.
Bidirectional data lines of the memories are connected
to the processor’s ADO to AD7 lines. CPU addresses are
latched by the 745373s two gate delays after the fallmg
edge of ALE. Although the iRAMs do not require the
address latches, they are included for completeness. A
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typical system needs to latch the addresses from the
multiplexed bus for interfacing to SRAMs, EPROMs, and
so on. The address lines feed the memory array via the
745373 flow-through latches. All of the RDY lines of the
memory array connect to a RDY input of the 8284A clock
generator in an OR configuration. A 510-Q pullup
resistor is used for stability.

Note that s2 is latched into a 74LS74 fhpflop on the

- rising edge of ALE. This is important because, during

certain CPU operations such as the execution of the halt
instruction, the status bits are not guaranteed to remain
valid until the falling edge of ALE. To guarantee proper
power-up of the 2186, all control inputs must remain
inactive for 100 us after V¢ reaches specification. This
is accomplished by tying RESET to the clear input of the
M/10 flipflop. ‘A pullup resistor on the OE is also required
because the RD line on the 8088 goes into a hlgh impe-
dence state during RESET.

iRAMs in an 8086 based system

The interface requirements for an 8086/2186 system (Fig 2)
are similar to those for an 8088. The CE generation cir-
cuitry consists of two JK flipflops, arranged as a 4-state -
sequencer. This sequencer makes its first transition on
the rising edge of ALE, when sequencer output A is set.
On the next falling edge of the system clock, sequencer
output Bis set, enabling the 8205 decoder if the cycle is a
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memory access (M/10 also gates the decoder). After one

more clock cycle, output A is reset, causing output B to

be reset on the fourth clock cycle. When output .B is

reset, the CE decoder is disabled, causing the CE to the

- 2186 to return to a high state. With this arrangement, CE
is low for only two processor T states, allowing a CE

" high time of at least two T states. This relatively long
deselect time is important in 16-bit systems where a 2186
could receive a CE but no OE or WE. This preceding con-
dition would cause a false memory cycle to occur, in
which case an extended CE high time is requlred because
TEHELF is greater than TEHEL.

For an 8086 operating in minimum mode, data output
during a write cycle is not guaranteed to be valid at the
falling edge of WR. To satisfy the leading edge write
requirement of the 2186, the leading edge of WR needs to
be delayed until data out is valid. This can easily be
accomplished through the use of a cross-coupled NAND
latch, which also provides the trailing edge write needed

‘for SRAMs. This delayed WE is then steered to either one
~or both devices in the 16-bit word by ORing- WE with .
either AO or bus high enable (BHE). This allows for
either word or byte writes. If wait states are needed, the
RDY outputs of the 2186 can be routed back to the RDY
input of the 8284A clock chip. Because the RDY outputs

are open drain, a 510-Q pullup resistor is required.

ALE D 748373
A [

e L 7

—p745112 —745112

K K ]
| ]

741500 |

RESET
CLOCK

7as00 ’

Fig 3 Additional circuitry required for 10-MHz 8086
microprocessing unit/iRAM operation with one wait state.

By adding a single AND gate to the 8086interface (Fig 3)
2186 can bé run in one wait state 10-MHz 8086 system.
Upon going high, ALE causes the flipflop driving A to be
set, forcing A low. After a 1-gate delay, RDYI is asserted.
On the next falling edge of clock after ALE goes high,
the flipflop driving ‘A can now be reset on the next fall-
ing edge of clock, which occurs at the end of T2.

This arrangement ensures that RDYI will remain low
for the time frame required to insert at least one wait
state. If the 2186 responds to this access with a RDY low

741832

il

WE - ROV ) T RDY
741532 2186 : 2186
741532 —
ALTO AL3 ) A0 T0 A2 A0 10 A12
80186 - ,
CIRCUIT OUT a5 » g_i ‘;_EE
RESET 0UT —‘>c ]
AE 74504 1200 10 1/07 | _1/0070 1707
408 10 015 K : ] a2 jl [
0 £ ROV i RDY
Wi
#0010 407 K _ 8282 A 2186 o 2186
%VCD' ALTOMI NA0TORZ 40 10 A12
L | -
[ CE
1/00 10 1/07 1/00 10 1/07

i-‘ig 4 Interface circuitry required for iRAM operation with 5-MHz 80186 microprocessing unit. /This
system, based on popular iAPX 86 fam|ly of components, provides users with programmable memory

chip selects for blocked y

PP
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condition, the trailing edge of RDYI will be pushed out
to insert more wait states as needed. The number of wait

. states that can be inserted will never exceed six—assuming
a maximum RDY low time of 575 ns._

Fig 4 shows the circuitry required to interface the 2186
with Intel’s 80186 high integration 16-bit processor. The
80186 is an integration of 10 common iAPX 86 compo-
nents, including an-enhanced 8086-2 CPU, a clock gener-
ator, a local bus controller, and an interrupt controller.
The clock speed of this configuration is 5 MHz. The

' 80186’s bus structure is much like that of the 8086, but
there are some useful additions, including program-
mable memory chip select (MCS) outputs. These outputs
can be programmed to become active for a user-selected
block of memory. In Fig 4, one of four available mid-
range MCSs would be programmed to become active in
the memory space allocated to”the iRAM. This MCS
signal is then used to initiate a count sequence with the
two JK flipflops. The two flipflops’ outputs provide
both the CE and the properly positioned WE (for leading
edge writes) to the iRAMs. -

FMCs, in which the iRAM receives a' CE but no OE or
WE, will occur any time a single byte write occurs. If this
is the case, the CE high time requirement becomes
somewhat longer than that Tequired for a read or write .
cycle, The CE circuitry used was selected with this con-
sideration in mind because of the long CE high time it
guarantees. :

Synchronous iRAMs in an 8088 system

One way to create a synchronous design using the 8088,
operating in maximum mode with the 2187 iRAM, is to
use a status decoder to generate a refresh signal during
an opcode fetch cycle. The following example assumes
that the 2187 iRAM is used for data store only, so that the

~ iRAM can be sent a refresh strobe during the time the

8088 is executing an instruction fetch from some other
portion of memory (ie, EPROM, ROM). It also assumes
that opcode fetches occur often enough to meet the 128
refreshes/2-ms refresh specification.

In the circuit shown in Fig 5, it is evident that the 2187
and the 8088 are interconnected with a minimal amount

7415138 |
c
8
A I
. Y4 ML
\ 0 Q
741574
15 MHz
I_‘[“_l ‘ 8288 |yurc _ REFEN
WE
MRDC @
82848 2 ) 2187
CLOCK 2'1] N iRAM1 G
oY ALE. 7415138 D_°‘——,A—_M7 i
b— iRAM3
RESET . -
8088 4 '
741313 Al4 10 AIS
o A8 T0 AlS 2
MIN/MAX - 2 A0 TO AL2 1/00 10 1/07
)\ g
= 2 -
i - 7418373
RO TOAT
———
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Fig 5 System diagram of 2187/8088 synchronous system. iRAM refresh occurs during 8088 instruction

fetch cycle and is generated by external status decoder. Minimal transistor-transistor logic interface

circuitry is required.
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nted

Combining memory and control
together on a single piece of silicon...
satisfies all the requirements for
microprocessor memory.

* of transistor-transistor logic interface circuitry. The
decoded 8088 signal M1 is connected to the REFEN input
of the iRAM. This connection generates a refresh strobe
to the 2187 évery time the 8088 performs an opcode fetch.
The 8288 bus controller generates memory read com-
mands and memory write commands that are properly
timed for all memory requirements. Thus, these signals
may connect directly to the WE and OE control lines of
the iRAM without special conditioning circuitry. The
8-bit multiplexed address-data bus of the 8088 is con-
nected directly to the 170 0 to 7 lines of the iRAM. The
low order addresses A0 to A7 are latched by ALE at the
74LS373 latch and , together with lines A8 to Al12, form
the iRAM device address.

The M/10 signal is status bit S2. It is latched by ALE
and is used as-one of the enable inputs to the iRAM chip
enable decoder. The other decoder enable input is syn-
chronized to ALE, providing a properly timed signal that
ensures a stable CE to the iRAM. The decoder is disabled
on the rising edge of ALE. However, due to the skew of

. the falling edge of ALE and the system clock, two slightly
different enable timing sequences can occur. If ALE goes
low at or after the falling edge of the clock, the E enable

" line is immediately activated and enables the decoder.

Note that when RESET is low, REFEN will be forced low.

This guarantees proper 2187 power-up. This circuit runs

at 5 MHz without wait states.

Combining memory and control together on a single
piece of silicon, the iRAM satisfies all the requirements
for microprocessor memory. Its ease of use, flexibility,
and low cost make it an attractive memory alternative.
By using it in some of the applications demonstrated,
engineers will find that the iRAM can help them meet the
majority of both present and future memory system
design needs. .
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2114A
1024 X 4 BIT STATIC RAM

’

2114AL1 | 2114AL-2 | 2114AL3 2114AL-4' 2114A-4 | 2114A5

Max. Access Time (ns) 100 120 150 200 | . 200 250

- Max. Current (mA) 40 - 40 40 40 70 70
8 HMOS Technology ; ) ] Directly TTL Compatible. All lnputs
Low Power, High Speed and Outputs

: f :

B Identical Cycle and Access Times ~ m Common Data Input and Output Using
8 Single +5V Supply +10% ' Three-State Outputs
B ,

High Density 18 Pin Package s Available in EXPRESS -
& Completely Static Memory - No Clock — Standard Temperature Range

or Timing Strobe Required — Extended Temperature Range

The intel® 2114A is a 4096-bit static Random Access Memory organized.as 1024 words by 4-bits using HMOS, a hugh per-
formance MOS technology. It uses fully DC stable (static) circuitry throughout, ‘in both the array and the decoding, therefore it
requires no clocks or réfreshing to operate. Data access is particularly simple since address setup times are not required. The
data is read out nondestructively and has the same polarity as the input data. Common input/output pins are provided.

The 2114A is designed for memory applications where the hlgh performance and high reliability of HMOS, low cost, Iarge bit
storage, and simple interfacing are important design objectives. The 2114A is placed in an 18-pin package for the highest
possible density. -

It is directly TTL compatible in all respects: mputs outputs, and a single +5V supply. A separate Chlp Select (CS) lead allows
easy selectuon of an indivldual package when outputs are or-tied.

PIN CONFIGURATION ~ LOGIC SYMBOL ' : BLOCK DIAGRAM ‘
o A': s, Ay g X Vee
- Ay >3 GND
A0 M 1o, — ® .
A —a, . As ® >3 mow | | MEMORY amRAY
—A Ag X SELECT s4CoLUMNS
- a0 . 10— ® °
—a A >3
&0 ‘ A
A 5 ) * & .
! —{a, i I I
A~ —a, : 10, Lj_j E COLUMN 1/0 CIRCUITS
Can — 4 Vo — 10, ® NPUT COLUMN SELECT
ano[] —] 4 \ 110, - P:':TTR:JL
we_cs | - j
® .
7 : ? 110, | . b
: ) o ‘*B_—-‘ . ‘o©‘|®‘z@~ r&
— A
o .cs ™Y
] PIN NAMES
_m-A, ADDRESS INPUTS Voc POWER (+5V) |- we ‘ -O = PIN NUMBERS
[ WE WRITE ENABLE GND GROUND ) :
=] CHIP SELECT
1/0,-1/0, DATA INPUT/OUTPUT

INTEL CORPORATION ASSUMES NO RESPONSIBILITY FOR THE USE OF ANY CIRCUITRY OTHER THAN CIRCUITRY EMBODIED IN AN INTEL PRODUCT NO OTHER CIRCUIT PATENT LICENSES ARE IMPLIED
<INTEL CORPORATION, 1977, 1979 DECEMBER. 1979
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2114A FAMILY

ABSOLUTE MAXIMUM RATINGS*

Temperature Under Bias .................. -10°C to 80°C
Storage Temperature ................. .. -65°C to 150°C
Voltage on any Pin

With Respectto Ground .................. -3.5V to +7V
Power Dissipation ................ N 1.0W

D.C. AND OPERATING CHARACTERISTICS
TaA = 0°C to 70°C, Ve = 5V + 10%, unless otherwise noted.

.

*COMMENT: Stresses above those listed under “Absolute

Maximum Ratings” may cause permanent damage to the device.
This is a stress rating only and functional operation of the device
_at these or any other conditions above those indicated in the
operational sections of this specification is not implied. Ex-
posure is not implied. Exposure to absolute maximum rating
conditions for extended periods may affect device reliability.

2114AL-1/L-2/L-3/L-4 2114A-4/-5 .
SYMBOL . PARAMETER Min. Typ.I1l Max. Min.  Typ.I1l. Max. |UNIT CONDITIONS
Nyl Input Load Current o 1 1 | uA | Vin=0t055V
(All Input Pins)
ol 1/0 Leakage Current A 10 10 HA CS=Vi : ‘

i ‘ Vijo=0t05.5

lec Power Supply Current 25 40 50 70 | mA | Vec= max, lyo=.0mA,
Ta=0C B

ViL Input Low Voltage -3.0 0.8 -3.0 0.8 \Y
Vin Input High Voltage 2.0 6.0 ‘2.0 6.0 .
loL Outpqt Low Current 4.0 9.0 . 4.0 9.0 mA Voo = 0.4V
loH Output High Current -20 -25 -2.0 -25 mA Vou = 2.4V
lncl2l Output Short Circuit ' 40 40 mA =
0s Current , . VopT GND

NOTE: 1. Typical values are for T, =25°C and Vg =5.0V.
2. Duration not to exceed 1 second. .

LOAD FOR Torp AND Tory

CAPACITANCE ) ) +5V
Ta = 25°C, f = 1.0 MHz
j 1.8K
SYMBOL TEST "MAX UNIT CONDITIONS
- D
Cio ) Input/Output Capacitance 5 pF Vyo =0V o : _I_ 100pF
— v : K3
Cin Input Capacitance 5 pF VN =0V 1 |
NOTE: This parameter is periodically srﬁpled and not 100% tested. —
; .
Figure 1.
. +5V
: 8K
A.C. CONDITIONS OF TEST b
INPUL PUISE LeVeIS ............iuuueeeiieiiienne, T 08Voltto20Volt ™"~
Input Rise and Fall Times ...........couiuiiiniininiinenensinrnenenneneniveenss 10 nsec 1K i; ' SeF
Input and Output TIMING LeVeIS ............coeernnnreeeerannnennnnns 0.8 Volts to 2.0 Volts _I
OUPUL LOAD .. eeeveeeeeeneeeeeeannn, SUUTTTRR 1 TTL Gate and C,_ =100 pF N =
- - Figure 2.
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2114A FAMILY

A.C. CHARACTERISTICS T4 =0°Cto70°C, Vcc = 5V * 10%, uniess otherwise noted.

'

READ cYCLE [V

o T2112aL1 [2118AL-2  [2114AL-3 | 2114A-4/L-4]2114A-5
SYMBOL PARAMETER Min. Max.| Min. Max.| Min. Max.| Min. Max.| Min. Max. | UNIT
the Read Cycle Time 100 120 150 200 | 250 ns
ta “Access Time . 100 120 150 200 250 ns
teo Chip Selection to Output Valid 70 70, 70 70 85 ns
tex® Chip Selection to Output Active | 10 10 » 10 10 10 ns
toro® Output 3-state from Deselection 30 35 40 | 50 ) 60 ‘ns
ton | Soepeny Cramea 15 15 15 15 15 ns
WRITE cYCLE (2 \
) 2114AL-1 2114AL-2 2114AL-3 2114A-4/L-4 [2114A-5 .
SYMBOL PARAMETER Min. Max.| Min. Max.| Min. Max.| Min. Max.| Min. Max. UNIT
twe Write Cycle Time 100 120 150 200 250 ns
tw Write Time 75 75 90 120 135 ‘ns
twa Write Release Time 0 0 0 0 0 ns
torw® Output 3-state from Write 30 . 35 40 ‘50 60 ns
tow Data to Write Time Overlap 70 70 90 120 135 ns
© ton Data Hold from Write Time 0 0 0 0 0 ns
NOTES:

1. A Read occurs during the overlap of a low CS and a high WE.
2. A Write occurs during the overlap of a low CS and a low WE. t,, is measured from the latter of CS or WE going low to the earlier of CS or WE going high.
3. Measured at +500 mV with 1 TTL Gate and C, =500 pF.

3. WE is high for a Read Cycle.
4. f the CS low transition occurs simultaneously with the WE low

transition, the output buffers remain in a high impedance state.
5. WE must.be high during all address transitions.

'WAVEFORMS
- READ CYCLE®
ADDRESS ___) B 2K
I V777777
| tco—=| L—'om———_o
‘*—'cx«—-]l toHA:
Oour g\
NOTES:

WRITE CYCLE

aooRess ¥

X
® [+— twa—=
= A\A\NK 77T,
W @Rk y A 3
O J‘)
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2114A FAMILY

TYPICAL D.C. AND A.C. CHARACTERISTICS

- NORMALIZED 15

NORMALIZED t5

loH (mA)

NORMALIZED ACCESS TIME VS.
SUPPLY VOLTAGE

12

1.1

1.0

—

09

08

07

06

05 .

4.50 475 5.00 5.25 5.50
VeeV)
NORMALIZED ACCESS TIME VS.
OUTPUT LOAD CAPACITANCE

14

13 /
12

11

1.0

09

08
07

100 150 200 250 300 350
CL ®F) -
OUTPUT SOURCE CURRENT
' VS. OUTPUT VOLTAGE |

) i _

30

20

NORMALIZED Icc

NORMALIZED tp

“lop (mA)

NORMALIZED ACCESS TIME VS.

AMBIENT TEMPERATURE
12
11
10
09 -
08
1
07
\
X -
0.5
0 20 40 €0 80
Ta (°C)

NORMALIZED POWER SUPPLY CURRENT
VS. AMBIENT TEMPERATURE

09

I

08
07
0.6
0.5

0 20 40 60 80

Ta (°C)
OUTPUT SINK CURRENT
VS. OUTPUT VOLTAGE
|

20
0

0 1 2 3 4

VoL V)

3-195



intal

2115A, 2125A FAMILY
HIGH SPEED 1K X 1 BIT STATIC RAM

2115AL, 2125AL 2115A,2125A 2115AL-2,2125AL-2 2115A-2, 2125A-2
Max. Taa (ns) 45 45 70 70
Max. Icc (mA) 75 125 75 125

= Available in EXPRESS
— Standard Temperature Range
— Extended Temperature Range

= Pin Compatible To 93415A
(2115A) And 93425A (2125A)

w Fan-Out Of 10 TTL (2115A Family)
--‘16mA Output Sink Current

= Low: 'Operatin‘g Power Dissipation
~ --Max.0.39mW/Bit (2115AL, 2125AL) « Standard 16-Pin Dual In-Line

. TTL Inputs And Outputs Package

The Intel® 2115A and 2125A families are high-speed, 1024 words by 1 bit random access memories. Both open collector
(2115A) and three-state output (2125A) are available. The 2115A and 2125A use fully DC stable (static) circuitry through-
out — in both the array and the decoding and,. therefore, require no clocks or refreshing to operate. The data is read out non-
destructively and has the same polarity as.the input data. ) ' .

The 2115AL/2125AL at 45 ns maximum access time and the 2115AL- 2/2125AL-2 at' 70 ns maximum access time-are fully.
compatible with the industry-produced 1K bipolar RAMs, yet offer a 50% reduction in power of their bipolar equivalents.
The power dissipation of the 2115AL/2125AL and 2115AL-2/2125AL-2 is 394 mW maximum as compared to 814 mW
maximum of their bipolar equivalents. For systems already designed for 1K bipolar RAMs, the 2115A/2125A and the
2115A-2/2125A-2 at 45 ns.and 70 ns maximum access times, respectlvely, offer complete compatibility with a 20% reduction
in maximum power dissipation.

= Uncommitted Collector (2115A)
And Three-State (2125A) Output

The devices are directly TTL compatible in all respects: inputs, outputs, and a smgle +5V supply. A separate select (CS) lead
allows easy selection of an individual package when outputs are OR-tied. .

The 2115A and 2125A families are fabricated with Intel’s N-channel MOS Silicon Gate Technology.

PIN CONFIGURATION LOGIC SsYMBOL BLOCK DIAGRAM
irT
_ B WORD 32x32
s} 16 ] Vee g 0 ORIVER ARRAY
—]2
Y b w0 Ay —3
N nfwe i I : 1
~ ] m) S
4 13
2 A Ay—J6 SENSE AMPS. CONTROL
. AND 0GIC
A ]s 12 A As—]s WRITE (SEE TAUTH * Bour
Al DRIVERS TABLE)
a s s W s @
., A—opn -
P3O s ER T re—re !
aoJs - o[ i L ‘
\
ADDRESS ADDRESS
Ve = PIN16 o DECODER DECODER
GND < PINB our ) .
| T
‘ Ag By Ay Ay AL Ag Ag Ay Ag A s W oy
, . QOEEE® OOOA® ¢ @ ©
_ PIN NAMES TRUTH TABLE
& CHIP SELECT SOTPoT o
M 7o A ADDRESS INPUTS | U OUTPUT
T0 ADDRESS INPUTS INPUTS _|2115A FaMILY | 21254 FamiLy [: MoDE
[WE_  waire enasie | (ALY
Oy DATA INPUT o WOl Sour Dour
N TA NPT WX x n HIGH 2 NOT SELECTED
Doyt _DATA OUTPY [ H __HIGH Z WRITE 0"
: (] W HIGH Z WRITE 1"
T H X Dour . Dourt READ

INTEL CORPORATION ASSUMES NO RESPONSIBILITY FOR THE USE OF ANY CIRCUITRY OTHER THAN CIRCUITRY EMBODIED IN AN INTEL PRODUCT NO OTHER CIRCUIT PATENT LICENSES ARE IMPLIED.
<INTEL CORPORATION, 1977, 1979
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- 2115A, 2125A FAMILY

ABSOLUTE MAXIMUM RATINGS*

Temperature Under Bias. .. .......... -10°C to +85°C *COMMENT: Stresses above those listed under “Absolute Maxi-
Storage Temperature . . .. .......... -65°C to +150°C mum Ratings” may cause permanent damage to the device. This is a
Al utput or Suply Volisges. ... OVt S g ol il oo of e ds o s
All Input Voltages. . . .............. -0.5V to +5.5V sections of this specification is not implied. Exposure to absolute
D.C.OutputCurrent . ...........c.uuun... 20 mA zﬁ:g::‘;‘ rating conditions for extended periods may affect device
D.C. CHARACTERISTICS"2 \
Vee =5V 5%, Ta=0°Cto 75°C .

Symbol Test Min. | Typ. | Max. Unit Conélitions

Vou1 2115A Family Output Low Voltage 0.45 \ loL=16 mA

Vo2 2125A Family Output Low Voltage 0.45 \% loL=7mA

Viy Input High Voltage 2.1 %

ViL Input Low Voltage a8 | V

he | Input Low Current -0.1 -40 uA Vee = Max., Viy = 0.4V

I Input High Current 0.1 40 MA Vce = Max., Viy = 4.5V

|lcex| 5 | 2115A Family Output Leakage Current

0.1 | 100 | wA | Vce=Max., Vour =45V

llogel | 2125A Family Output Current (High Z)

0.1 50 MA VCC = Max., VOUT =0.5V/2.4V

31 | 2125A Family Current Short Circuit
los
. . | to Ground

-100 mA | Vg = Max.

\/OH Family Output High Voltage 24

V | lon=-32mA

Power Supply Current:
lcct: 2115AL, 2115AL-2, 2125AL,
lee 2125AL-2

60 75 | mA All Inputs Grounded, Output

Icco: 2115A, 2115A-2, 2125A, 2125A-2

Open
100 125 mA

NOTES:"

1. The operating ambient temperature ranges are guaranteed with transversk air flow exceeding 400 llnear feet per minute and a two minute
warm-up.- Typical thermal resistance values of the package at maximum temperature are:

04 (@ 400 fpyy air flow) = 45°C/W
64 (still air) = 60°C/W
6jc = 25°C/W

2. Typical limits are at Vgg = 5V, Tp = +25°C, and maximum loading.

3. Duration of shart circuit current should not exceed 1 second.
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2115A, 2125A FAMILY

2115A FAMILY A.C. CHARACTERISTICS!™? v = 5V #5%, T4 = 0°C to 75°C

READ CYCLE
o 2115AL Limits | 2115A Limits [2115AL-2 Limits|2115A-2 Limits
Symbol Test Min. Typ. Max.|Min. Typ. Max.{Min. Typ. Max. [Min. Typ. Max.|Units
tacs Chip Select Time 5 15 30 5 15 30 5 15 30 5 15 40| ns
trcs Chip Select Flecovery Time 10 30 10 30 10" 30 10 40 | ns
taA Address Access Time 30 45 30 45 40 70 40 70 | ns
Previous Read Data Valid After ' .
tow Change of Address 10, 10 10 10 ns
WRITE CYCLE
Symbol Test Min. Typ. Max.|{Min. Typ. Max.|Min. Typ. Max.{Min. Typ. Max.|Units
tws Write Enable Time 10 25 10 30 10 25 " 10 40
twRr Write Recovery Time 0 25 0 30 0 25 0 45 | ns
tw Write Pulse Width. 30 20 30 10 30 15 50 15 ns
twsp Data Set-Up Time Prior to Write 0 -5 5 -5 0 -5 5 -5 ns
twHD Data Hold Time After Write 5 0 5 0 5 0 5 0 ns
twsa Address Set-Up Time 5 0 5 0 5 0 15 0 ns
tWHA Address Hold Time 5 0 . 5 0 5 0 5 0 | ns
twscs Chip Select Set-Up Time 5 0 5 0 5 0 5 0 N
tWHCS Chip Select Hold Time 5 0 5 0 5. 0 5 0 ns
A.C. TEST CONDITIONS ALL INPUT PULSES
4.5V
‘% 5100
M2125A '
Dour .
e - A o N /o%_
SCOPE AND 3.5Vp-p I N : X
| t JIG) R ety - - —90%
[ o
J <4 GND= —>1 —10ns —a e—t0ns
READ CYCLE WRITE CYCLE
| _ [
Ao-Ag X cs N( i
‘ |
|
| S X X
[
Dour DATA VALID ety —
WE /
wso le—s| twHD /
Dour

(ALL ABOVE MEASUREMENTS REFERENCED TO 1.5V)
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2115A, 2125A FAMILY

2125 FAMILY A.C. CHARACTERISTICS"2
READ CYCLE

Ve =5V 5%, Ta = 0°C to 75°C

2125AL Limits | 2125A Limits [2125AL-2 Limits| 2125A-2 Limits
Symbol Test ] Min. Typ. Max.|Min. Typ. Max.| Min. Typ. Max.|Min. Typ. Max.|Units
tacs Chip Select Time ’ 5 15 30 5 15 30 5 156 30 5 156 40 | ns
tzRes Chip Select to HIGH Z 10 30 10 30 10 30 10 40 | ns
tAA Address Access Time 30 45 30 45 40 70 40 70 | ns
: Previous Read Data Valid After . .
fou Change of Address 10 10 10 10 ns
WRITE CYCLE
Symbol Test Min. Typ. Max.|Min. Typ. Max.|Min. Typ. Max.|Min. Typ. Max.|Units
tzws Write Enable to HIGH Z 10 25 10 30 10 25 10 40 | ns
twR Write Recovery Time 0 25 0 30 0 25 0 45 | ns
tw Write Pulse Width 30 20 30 10 30 10 50 15 ns
twsD Data Set-Up Time Prior to Write 0 -5 5. -5 0 -5 5 -5 ns
tWHD Data Hold Time After Write 5 0 5 0 5 0 5 0 ns
twsa Address Set-Up Time 5 0 5 0 5 0 15 0 ns
tWHA Address Hold Time 5 0 5 0 5 0 5 0 ns
twscs Chip Select Set-Up Time 5 0 5 0 5 0 5 0 ns
twHCs Chip Select Hold Time 5 0 5 0 5 0 5 0 ns
A.C. TEST CONDITIONS ALL INPUT PULSES
asv
3000 . .
M2115A GND= o e -10ms o le—10ns
Doyr }
< )
g oo T ELUDING ﬁ—\:——-———wv“—/T-
SCOPE AND 35Vpp '
JIG) P ':‘*—90%
= GND_l_ o] e 10ns __.: ——10ns
READ CYCLE WRITE CYCLE
| _! f_
Ag-Ag X e N / .
| -
X X
Bour -~ tw —|
WE -
PROPAGATION DELAY FROM CHIP SELECT s |aa |t
cs 15V
e - twscs - twn e twHes |
Dour © HiGHZ

DOUT

{ALL ABOVE MEASUREMENTS REFERENCED TO 1.5V)
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2115A, 2125A FAMILY

2125A FAMILY WRITE ENABLE TO HIGH Z DELAY C

5V
WE
¢ WRITE ENABLE 1.5V
75082 . -
oout 1§ aws | e
: y HIGH 2
2258 | 50D =< 5or - L nATAouDTgs} [0 LEVEL _ L}'osv'
B D ' “1" LEVEL I
. . - D T —— * 0.! B
= . DATA OUTPUT et (——} 5\)Iu(;uz
‘ | SRR et
LOAD 1
2125A FAMILY PROPAGATION DELAY FROM CHIP SELECT TO HIGH Z -
cs
CHIP SELECT
Dour
DATA OUTPUT
Dout
DATA OUTPUT
(ALL tZXXX PARAMETERS ARE MEASURED AT A DEFTA'
OF 0.5V FROM THE LOGIC LEVEL AND USING LOAD 1)
2115A/2125A FAMILY CAPACITANCE* Vee=5V, f=1MHz, Ta =25°C
2115A Family 2125A Family :
SYMBOL TEST LIMITS LIMITS UNITS TEST CONDITIONS
TYP. MAX. TYP. MAX. ' .
C Input Capacitance . 3 5 3 5 pF All Inbuts = 0V, Output Open
Co Output Capacitance 5 - 8 5 8 pF CS = 5V, All Other Inputs = 0V,
. Output Open .
*This parameter is periodically sampled and is not 100% tested.
TYPICAL CHARACTERISTICS
Icc VS. TEMPERATURE lec VS. Vee ACCESS TIME VS. TEMPERATURE
10 - . 110 _ _ 70
1l _2sAznion2 I/I
100 A, 5A-2 — 100 - T T 60
B -
T /'g;::f ;:;:g . 2115AL.2,2115A2 |, r~
90 90 - 50 2125AL-2, 2125A-2
L1
g 80 g 80 Pw ] =
8 8 % R — |
[~ ) 2115AL, 2115AL-2 N —————/115AL, 2115A
60 r 2125AL, 2125AL-2 | 60 20 2125AL, 2125A T/
\\ 2115AL, 2115AL-2
[ 2125AL, 2125AL-2 ,
50 50 10
o” o‘k . ) Ta=25°C e : vee =5V
0 10 20 30 4 5 6 70 8 o 1 2 3 a4 ‘s & 7 '8 010 20 30 4 S0 60 70 80

TEMPERATURE (°C) Vee (V) TEMPERATURE (°C)
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2115H, 2125H FAMILY
HIGH SPEED 1K X 1 BIT STATIC RAM

_ 2115H-2, 2125H-2 2115H-3, 2125H-3 2115H-4, 2125H-4
Max. Tpa(ns) 25 30 35
Max. lec(mA) 125 125 125

m HMOS II Technology

® Pin Compatible to 93415A (2115H) and
93425A (2125H) -

m 16mA Output Sink Current

m Low Operating Power Dlssmatlon —
Max. 0.53 mW/Bit (2115H-3, 2125H-3)

B Standard 16-Pin Dual In-Line Package

® TTL Inputs and Outputs
| Single *5V Supply

" m Uncommitted Collector (2115H) and

Three-State (2125H) Output

- Avallable in EXPRESS

— Standard Temperature Range
' — Extended Temperature Range

The Intel® 2115H and 2125H families are high speed, 1024 words by 1-bit random access memories fabricated with
HMOSII, Intel’s advanced N-channel MOS silicon gate technology. Both open collector (2115H) and three-state output
(2125H) are available. The 2115H and 2125H use fully DC stable (static circuitry throughout — in both the array and the
decoding and, therefore, require no clocks or refreshmg to operate. The data is read out non- destructlvely and has the

same polarlty as the input data.

HMOS II's advanced technology allows the production of the industry’s fastest Iow power, 1K static RAMs — offering

access times as low as 25ns.

HMOS 1I allows the production of the 2115H/2125H families, fully compatrble with the 1K Bipolar RAMs yet offermg
' substantial reductions in power drssmatlon The power dlssnpavtlons of 525mW maxlmum‘and 656mW maximum’
compared to 814mW maximum offer reductions. of 19% and 36% respectively.

The devices are directly TTL compatibje in all respects: inputs, outputs, and a single +5V supply. A separate select (CS)
lead allows easy selection of an individual package when eutputs‘are QR-tied_.

PIN CONFIGURATION ~ LOGIC SYMBOL

BLOCK DIAGRAM

S D, WE
rL | WORD 32x32
[ 1 % N/ I To15 14 DRIVER B - - ARRAY
m F = A O —
Y b ] s A —3
A ]s b we A —a ] l
~ ] - N
4 13 A,
: — A {6 SENSE AMPS CONTROL
AND LOGIC
s 2% e WRITE (SEE TRUTH Dour
Ay 410 DRIVERS TABLE) 7
Ay 6 n A, A
= ] N I
oour []7 L Y YRR K7 |
ano [Je o[ Ja, A A3 s
1 ADDRESS ADDRESS
Ve PIN 16 o DECODER DECODER
GND  PINB our '
Ag Ay Ay Az A, Ag Ag A; Ay Ag CS WE Dy
RIOIOOICH DARRPIC) ® ® ®
P'N NAMES outPuT ouTPuT
[+ CHIP SELECT INPUTS  [2115H FAMILY | 2125H F AMILY MODE
A9 TOAg  ADDRESS INPUTS CS_WE D Oour Dour
wE WRITE ENABLE WX x HIGH 2 HIGH 2 NOT SELECTED
Ow ____ DATA INPUT [ HIGH Z HIGH 2 “WRITE 0~
Ooyr DATA OUTPUT L L H HIGH 2 HIGH 2 WRITE "1
U A X Dour Dour READ
intel C ion A No R

©INTEL CORPORATION, 1980 3-201

for the Use of Any Circuitry Other Than Circuitry Embodied in an Intel Product. No Other Circuit Patent Licenses ave Implied.



intel

2115H/2125H FAMILY

ABSOLUTE MAXIMUM RATINGS*

Temperature Under Bias. ... ......... -10°C to +85°C
Storage Temperature . ... ... ... .... -65° Cto+1 50°C °
All Output or Supply Voltages. .. .. .....: -0.5V to +7V
All Input Voltages. . . .. ............ -15Vto+7V
D.C.OutputCurrent .. .......... . ..... 1 20mA’

D.C. CHARACTERISTICS "2
Vee =6V 6%, Ta = 0°Cto 75°C

*COMMENT: Stresses above those listed under “Absolute Maxi-
-mum Ratings’ may cause permanent damage to the device. This is a
stress. rating only and functional operation of the device at these or
at any other conditions above those indicated in the operational
sections of ‘this specification is not implied. Exposure to absolute

- maximum rating conditions for extended periods may affect device

rellabllny

Symbol o Test - - . Min. Typ. Max. Unit - Conditions
Vou 2115H/25H Family Output Low Voltage ‘ 045 \" lo. =16 mA
Vin “Inpuit High Voltage ol 2.1 v
Vie ‘Input Low Voltage 08 Y
e . Input Low Current ~ - . —041 | —40- | uA Vee = Max., Vin = 0.4V
I Input High Current - 01 | 40 | wA | Voo =Max, V=45V
llgex! | 2115H Family Output Leakage Current ‘01 | 100 uA | Voo = Max., Vour = 4.5V
v"l!os.rl N 2125H Family Output qurent (High Z) 0.1 50‘ HA vac = Max,, Vour = 0.5V/2.4V
!os f‘: 2G5;:naémly Current Short C?wcunt 125 209 mA Voo = Mai. .
Vou Family Output High Voltage o L 2.4 V lon=—5.2 mA ‘
Power Supply Current:. .
e . Im g: .1‘ 2:3 g: 52:3 a0 .1 2 rnA gl'l:. ;:puts Grounded, Output
leca: 2116H-3/2125H-3 80 125 m\A
NOTES: ‘
1. The operating ambient temp ranges are gt teed with air flow

2. Typical limits are at Vcc = 5V, Ta = +25°C, and maximum loading.

e
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intel

2115H/2125H FAMILY

2115H FAMILY A.C. CHARACTERISTICS

Ve =5V +5%, Ta =0°C to 76°C

READ CYCLE .
2115H-2 Limits 2115H-3 Limits 2115H-4 Limits
Symbol Test Min. Max. Min. Max. Min. Max. Units
tacs Chip Select Time 15 20 20 ns
tacs - [1) Chip Select Recovery Time 20 | .20 20 ns
taa Address Access Time 25 30 .35 ns
o 1) | Epmrous s Dt Vel Ater 0 : 0
WRITE CYCLE
Symbol " Test Min. Max. Min. Max. Min Max. Units
tws 1] - Write Enable Time 15 20 20 ns.
twa Write Recovery Time 0 15 0. - 27 0 20 ns
tw Write Pulse Width- 20 20 25 ns
twso Data Set-Up Time Prior to Write 0 0 0. “ns
twho Data Hold Time After Write 0 0 0 ns.
twsa Address Set-Up Time 5 5 5 ns
twra Address Hold Time 0 0 0 ns
twscs Chip Select Set-Up Time 5 5 5 ns
twwes Chip Select Hold Time 0 5 5 ns

[1] These specifications are guaranteed by design and not production tested.

A.C. TEST CONDITIONS

ALL INPUT PULSES

vee vee
30002 3001
2115H - 2115H
%wﬁ %uv—_T
>
P F 2 6000
3 {INCLUDING .2 SeF
1 SCOPE AND
JIG)
.
= LOAD FOR tgcs, tws =
READ CYCLE WRITE CYCLE
& p Vi
\N 7
i X X
DIN * 4*
WE
twsp WHD
|— twsa —» | — twHA—|
e twscs > tws twHes ——
fwn
. . FIUOATA
Dour  UNDEFINED '/, 7 * O
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Inter 21-15H/2125H FAMILY .

2125H FAMILY A.C. CHARACTERISTICS V(g = 5V 5%, Ta = 0°C to 75°C

READ CYCLE
. 2125H-2 Limits | 2125H-3 Limits | 2125H-4 Limits
Symbol Test Min. Max. |Min. Max. | Min. Max. | Units
tacs Chip Select Time ' 15 ’ 20 ) 20 | ns
tzrcs  [1]1 | Chip Select to HIGH Z 20 20 20 | ns
tan Address Access Time ’ ‘25 30 ‘ © 3| ns
o 1 e A" : 0 o B
WRITE CYCLE .
Symbol ) Test Min. Max. [Min. ~  Max. |Min. Max. | Units
tzws  [1] | Write Enable to HIGH Z 15 |- 20| 20| ns
twr ‘Write Recovery Time 0 1510 20{ 0 20 | ns
tw Write Pulse Width - : 20 20 . 25 ns
“twsp Data Set-Up Time Prior to Write ' 0 0 10 ns
twHp Data Hold Time After Write 0 0 0 ns
twsa - Address Set-Up Time . 5 5 ‘5 .ns
twia  [1] | Address Hold Time 0 0 "0 ns
twscs Chip Select Set-Up Time ) 5 5 ‘5 ns
twHes Chip Select Hold Time ) 0 5 5 ns -

[1] These specifications are guaranteed by design and not production tested.

ALL INPUT PULSES

'A.C. TEST CONDITIONS

Vee

51082
P!

(INCLUDING

SCOPE AND

JIG)

READ CYCLE , oo WRITE CYCLE , A
» ' a7 —
Ao'Aq ' N /
|

X X

"DATA VALID ©

WE

PROPAGATION DELAY FROM CHIP SELECT

wsp . [w—=|twHo

< twsa —=
twscs ——|

77 ;
Doyr HIGHZ".

cs 15v

- lWHA |

tWHes ——

[<—tacs

%

-

(ALL ABOVE MEASUREMENTS REFERENCED TO 1.5V)



Iﬂte' 2115H/2125H FAMILY

2125H FAMILY WRITE ENABLE TO HIGH Z DELAY

sv
WE
IS WRITE ENABLE 15V
$ sion
1’
Oout tzws -
< DouTt gy ‘r HIGHZ
2125|3003 = ser DATA OUTPUT QU LEVEL. 7 T osv
i
1" LEVEL 1o
4 Dour =\ } osv
= DATA OUTPUT N

LOAD 1

2125H FAMILY PROPAGATION DELAY FROM CHIP SELECT TO HIGH Z

cs
CHIP SELECT 15v
) ot ——— -
Oout ZRes !/‘ HIGH Z
DATA OUTPUT 0" LEVEL w }osv
1" LEVEL
—_— 7 osv
DouT by
DATA OUTPUT HIGH Z

{ALL tzxxx PARAMETERS ARE MEASURED AT A DELTA
OF 0.5V FROM THE LOGIC LEVEL AND USING LOAD 1.)

2115H/2125H FAMILY. CAPACITANCE® Vec-5v, = 1MHz, Tp = 25°C

2115H Family 2125H Family
SYMBOL TEST LIMITS _LIMITS UNITS TEST CONDITIONS
) TYP. | mAX. | Tve. | max.
Ci . input Capacitance 3 5 3 5 pF All Inputs = 0V, Output Open
Co Output Capaqitance 5 8 5 8 pF C—S.= 5V, All Other Inputs = 0V,
) . Output Open

*This parameter is periodica|ly sampled and is not 100% tested.
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HIGH SPEED 4096 x 1 BIT STATIC RAM

. 2147H-1 2147H-2 2147H-3 2147H 2147HL
Max. Access Time (ns) 35 45 55 | 70 70
Max. Active Cutrent (mA) 180 180 180 160 140
Max. Standby Current (mA) 30 30 30 20 10
= Pinout, Function, and Power Com- = Direct Performance Upgrade for 2147
" patible to Industry Standard 2147 a Automatic Power-Down

s HMOS Il Technology

s Compietely Static Memory—No Clock
or Timing Strobe Required o

s Equal Access and Cycle Times
a Single +5V Supply

= 0.8-2.0V Output Timing Reference
Levels n. Three-State Output

The Intel® 2147H is a 4096-bit static Random Access Memory organized as 4096 words by 1-bit using
HMOS-II; Intel's next generation high-performance MOS technology. It uses a uniquely innovative design
approach which provides the ease-of-use features associated with non-clocked static memories and the
reduced standby power dissipation-associated with clocked static memories. To the user this means low
standby power dissipation without the need for clocks, address setup and hold times, nor reduced data
rates due to cycle times that are longer than access times.

CS controls the power-down feature. In less than a cycle time after CS goes high—deselecting the 2147H
—the part automatically reduces its power requirements and remains in this low power standby mode as
long as CS remains high. This device feature results in system power savings as great as 85% in Iarger
systems, where the majority of devices are deselected.

The 2147H is placed in an 18-pin package configured with the mdustry standard 2147 pinout. It is dlrectly

TTL compatibie in all respects: inputs, output, and a single + 5V supply. The data is read out nondestruc-
tively and has the same polarity as the input data. A data input and a separate three-state output are used.

High Density 18-Pin Package

Available in EXPRESS
— Standard Temperature Range
— Extended Temperature Range

= Separate Data Input and Output

PIN CONFIGURATION BLOCK DIAGRAM

-
[*]
2]
(2]
»n
<
2
@
=]
-

Al 18 vee ::4" Ag ) 3 ) ‘vcc
M 170 As — Az Ar ®, >3 .ﬁcw‘
als  wfa = ®
ase  15[0As —]as Az —‘X " MEMORY ARRAY
as A {4 Sovrl— ] Q‘K soom 64 ROWS .
—Ja; a3 64 COLUMNS
As(]s 137 A — A @ "
bour [ 7 120 An — :9 ™ __k:
—_— —1 A0
we(]s n :l':-_'« —an ®
ewo[]e  wfEs " lomwecs As ||
- m ' l
@) @
COLUMN 1/0 CIRCUITS —Dp— Dour
PIN NAMES COLUMN SELECT
Ag—A11 ADDRESS INPUTS | Vcc POWER (+5V) |
[ WRITE ENABLE GND_GROUND
cs CHIP SELECT

Din DATA INPUT
Doyr DATA OUTPUT

M

A7 A Ag Ay An

TRUTH TABLE
[GS[WE MODE___ |OUTPUT | POWER
H| X | NOTY SELECTED | HIGHZ | STANDBY
L] L WRITE HIGH Z ACTIVE
L| H READ Dour ACTIVE
intel C i no resp ibility for the use of any circuitry other than circuitry embodied 1n an Intel product. No other circurt patent licenses are implied.
Intel Corporation, 1979, 1980 Apnil. 1980
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ABSOLUTE MAXIMUM RATINGS*

TemperatureUnderBias ............. —-10°Cto85°C
Storage Temperature............. -65°Cto +150°C
Voltage on Any Pin )
With RespecttoGround ............ -35Vto +7V
Power Dissipation ............ ... oL, 1.2W

D.C.OutputCurrent................ T 20mA

D.C. AND OPERATING CHARACTERISTICS!"

*COMMENT: Stresses above those listed under “Abso-
lute Maximum Ratings” may cause permanent damage
to the device. This is a stress rating only and functional
operation of the device at these or any other conditions
above those indicated in the operational sections of this
specification is not implied. Exposure to absolute maxi-
mum rating conditions for extended periods may affect
device reliability. N

(TA=0°C t0 70°C, Vec = + 5V + 10%, unless otherwise noted.)

Symbol Parameter Mir? 47.:;' ;’ 2":“‘ Min. :;;7[: Max. | Min. 21'1y:7glL Max. Unit Test Conditions
I Input Load Current 0.01 1.0 0.01 1.0 0.01 1.0 A | Vec=Max.,
(All Input Pins) : Viy=GND to Veo
o Output Leakage 0.1 50 0.1 50 0.1 50 | uA .| CS=Vy, Vec=5.5V
Current Vour =GND to 4.5V
lee Operating Current 120 170 100 150 100 135 mA | T,=25°C Ve = Max.,
180 160 140 | mA | T,=0°C gﬁ;s’l’;' Open
Isg Standby Current 18 30 12 20 7 10 mA | Vcc=Min. to Max.,
) . CS=Vy
150l Peak Power-On 35 70 25 50 15 30 mA | Voo =GND to Ve Min.,
Current . CS = Lower of V¢ or Viy Min.
Vi Input Low Voltage -3.0 0.8 -3.0 0.8 -3.0 0.8 Vv
Vi Input High Voltage 2.0 6.0 2.0 6.0 2.0 6.0 \
VoL - Output Low Voltage 04 0.4 0.4 \ loL=8mA
Von Output High Voltage | 2.4 2.4 24 \ loy=-4.0 mA
NOTES:
1. The operating i p range is gt d with air flow ding 400 linear feet per minute.

2. Typical limits are at Vo =5V, Ta = +25°C, and specified loading.

3. A pull-up resistor to Vgc on the CS input is required to keep the device deselected; otherwise, power-on current approaches Icc active.

A.C. TEST CONDITIONS
Input Pulse Levels - GND to 3.0V
Input Rise and Fall Times 5ns
Input Timing'Reference Levels 1.5V
Output Timing Reference Level (2147H-1) 1.5V
Output Timing Reference Levels - , .
(2147H, H-2, H-3, HL) 0.8-2.0V
Output Load See Figure 1

CAPACITANCE™ (TA’= 25°C, = 1.0 MHz2)

Symbol Parameter Max.|Unit|Conditions
Cin Input Capacitance 5 | pF | Viy=0V
Cout |Output Capacitance| 6 | pF | Vour=0V

NOTE: ' )

4. This parameter is sampled and not 100% tested. -

Vee

4800

Dour

30 pF
(INCLUDING
2550 SCOPE AND
1G)

Figure 1. Outpuf, Load

Vee

4800

Dour

Figure 2. Output Load for tyz, ti 2z, twz, tow
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A.C. CHARACTERISTICS (T,=0°C to 70°C, Vee= +sv +10%. unless otherwise noted.)
Read Cycle

2147H,
. . ‘ o 2147H-1 2147H-2 2147H-3 | - 2147HL _
Symbol Parameter ‘ Min. Max. | Min. Max. | Min. Max. | Min. Max. | Unit
tpct! Read Cycle Time 35 45 55 70 ns
taa .Address Access Time : ’ 35 45 55 - 70 ns
tacs1® | Chip Select Access Time o 35 | 45 - 55 70 | ns
tacs2¥ | Chip Select Access Time : 35 45 65 80 ns
ton Output Hold from Address Change 5 5 5 5 ns
t 237 | Chip Selection to Output in Low Z 5 5 10 10 ns
tyz{237) | Chip Deselection to Output in High Z 0 30 0 30 0 30 | 0 40 ns
tpu Chip Selection to Power Up Time 0 ) 0 0 0 ] ns
tpo Chip Deselection to Power Down Time 20 20 20 30 ns
WAVEFORMS
Read Cycle No. 1(451
‘ ’ e |
. ADDRESS )(
’ | ‘ taa* .
: g ton - N
DATA O.UY R PREVIO!‘JS DATA VALID -x X X X DATA VALID
Read Cycle No. 246l
. tRe I
N .
tacs
Mz
w2z
DATA OUT HIGH IMPEDANCE - DATA VALID HIGH
: - . " IMPEDANCE

Vee
SUPPLY L 50%
CURRENT Igg -

NOTES:

. All Read Cycle tlrnlngs are referenced from the last valid address to the first transitioning address. '

. At any given temperature and voltage condition, t,;; max. is less than t ; min. both for a given device and from devnce to devnce.

. Transition is measured 500 mV from steady state voltage with specified loadmg in Figure 2.

. WE is high for Read, Cycles.

. Device is continuous|y selected, CS=V,_.

. Addresses valid prior to or coincident with CS transition low.

. This parameter is sampled and not 100% tested.

. Chip deselected for greater than 55 ns prior to selection. '

. Chip deselected for a finite time that is less than 55 ns prior to selection. If the deselect time is 0 ns, the cmp is by definition
selected and access occurs according to Read Cycle No. 1. Applies to 2147H, 2147HL, 2147H-3.

OONDU B WN =
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- 2147H
A.C. CHARACTERISTICS (Continued)
Write Cycle
2147H,
2147H-1 2147H-2 2147H-3 2147HL

Symbol Parameter Min. Max. | Min. Max. | Min. Max. | Min. Max. | Unit
twcl? Write Cycle Time 35 45 55 70 ns
tow Chip Selection to End of Write 35 45 45 55 ns
taw Address Valid to End of Write 35 45 45 55 -ns
tas Address Setup Time 0 0 0 0 ns
twe Write Pulse Width 20 25 25 40 ns
twr Write Recovery Time 0 0 10 15 ns
tow - Data Valid to End of Write .20 25 25 30 ns
ton Data Hold Time . 10 10 10 10 ns
twzl®! Write Enabled to Output in High Z 0 20 0 25 0 25 0. 35 ns
towl® - | Output Active from End of Write 0 0 0 0 ns

WAVEFORMS I

Write Cycle No. 1 soonss X

(WE CONTROLLED)4 e B

- EAN G 2/ L7077
T r;:_ii."““ ]
" A £

DATA IN

X

DATA IN VALID * -

“o-«J

DATA OUT

Fo—— twz —— [ tow -~
HIGH IMPEDANCE
DATA UNDEFINED

Write Cycle No. 2 e
(CS CONTROLLED) sooness Y ) 4
& —_* J(
= TYISS S SN LSS X (77777777
[ wz ——"]
NOTES: DATA OUT DATA UNDEFINED D,

1. 1f CS goes high simultaneously with WE high, the output remains in a high impedance state.

2. All Write Cycle timings are referenced from the last valid address to the first transitioning address.
3. Transition is measured =500 mV from steady state voltage with specified loading in Figure 2.

4. CS or WE must be high during address transitions.
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" 1024 x 4 BIT STATIC RAM | |

_ *2148H-2 2148H-3 2148H *2148HL-3 2148HL
Max. Access Time (ns) a0 | " 55 70 55 70
Max. Active Current (mA) 150 “150 | *150 ' 1258 | 125
- Max. Standby Current (mA) 30 » 30 30 oo ‘ 200 |.. 20
" Improved Performance Margins . HMOS* 1l Techhblogy
a Automatic Power-Down ) o= Common Data Input and Output
m Single +5V Supply ' i | a Three-State Output

= Completely Static Memory — No Clock = High Reliability Plastic or CERDIP
or Timing Strobe Required , Package

. The Intel® 2148H is a 4096-bit static Random Access Memory organized as 1024 words by 4 bits tfsing HMOS i,
an ultra high-performance MOS technology. It uses a uniquely innovative design approach which provides the ease-of
use features associated with non-clocked static memories and the reduced standby power dissipation associated
with clocked static memories. To the user this means low standby power dissipation without the need for clocks,
address setup and hold times, nor reduced data rates due to cycle times that are longer than'access times.

CS controls the power-down feature. In less than a cycle time after CS goes high — disabling the 2148H — the part
‘automatically reduces its power requirements and remains in this low power standby mode as long as CS remains
high. This device feature results in system power savings as great as 85% in larger systems, where the majority
of devices are disabled. A non- power—down compamon the 2149H, is available to provide a fast chip select access
time for speed critical applications. - .

The 2148H is assembled in an 18-pin plastic package configured with the industry standard 1K x 4 pinout. Itis dlrectly
TTL compatible in all respects: inputs, ouputs, and a smgle +5V supply The data is read out nondestructlvely and
“has the same polarity as the input data.

* HMOS is a-patent process of Intel. -

PIN CONFIGURATION - LOGIC SYMBOL ' : BLOCK DIAGRAM
3 ) - -
as[] wvee % ha . @ vee,
as]2 ] ar a* ot |- ’ As @—E ~® o
N —J A2 :
a]s 5 : ; (0] _t *
g o] 4s A . e ROW . MEMORY ARRAY
a3 15[ A9 du oz}~ ) i K SELECT | seOUMNS
0:2148Hwpwo |, ‘ ) - )
- . .
ms w[Jioz | 5 wo3f— ®
A2]7 12| Jvos ar . A 4{ O =piNNUMBERS
TS[]s 1[] vos s voa |- ) | RN
ano[Je o wE . 104 - ?—‘ 1 coumnuocircurrs |
S 1%cs:  w e == |
o 02 »?—— — coumn szu.scv
INPUT
DATA
_ PIN NAMES . } i ) 103 @ 3_ conTRoL | -
' Ag-Ag . | ADDRESS INPUTS o X . X . .
WE WRITE ENABLE TRUTH TABLE vos 2 3—— ' ®Ao o @
cs CHIP SELECT CS [WE MODE ~ | vO | POWER
VO1-VO,4| DATA INPUT/OUTPUT H| X [NOT SELECTED|HIGH Z|STANDBY o <}
Vec POWER (+5V) [N WRITE Din | ACTIVE | .CS . POWER
GND GROUND L H READ Dout | ACTIVE | . . Priii
Figure 1. Pin Configuration, Logic Symbol, wE—L ‘ ) )
Pin Names and Truth Table ', Figure 2. 2148H Block Diagram
*_Improved performance margins .
The g are f Intel Corporation and may be used only to describe Intel products: Intel, ICE, iMMX, iRMX, iSBC, iSBX, iSXM, MULTIBUS, Multichannel and MULTIMODULE.
Intel C { no responsibility for the use of any circuitry other than circuitry embodied in an Intel product. No other circuit patent licenses are implied. Information contained
herein sup i i ifications on these devices from Intel. AUGUST, 1983

' © INTEL CORPORATION, 1983 3-210 ORDER NUMBER: 230781-001
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ABSOLUTE MAXIMUM RATINGS* * * COMMENT: Stresses above those listed under “‘Ab-
Temperature Under Bias. ....... ~10°C to +85°C solute Maximum Ratings’ may cause permanent
Storage Temperature CERDIP. . -65°C to +150°C :  damage to the device. This is a stress rating only and
Storage Temperature Plastic. . .. -65°C to +125°C functional operation of the device at these or any other
Voltage on Any Pin with conditions above those indicated in the operational sec-

Respect to Ground......... L...-35Vto +7V tions of this specification is not implied. Exposure to
D.C. Continuous Output Current. . ......... 20 mA absolute maximum rating conditions for extended
Power Dissipation. ............... LS 12W periods may affect device reliability.

D.C. AND OPERATING CHARACTERlSTICS"‘
Ta=0°Cto +70°C, Voc= +5V+ 10% unless otherwise noted.

2148H/H-3/H-2 2148HL/HL-3
Symbol . Parameter Min. Typm Max. Min. Typ(z) Max. | Unit Test Conditions
gl Input Load Current (All Input Pins) . 0.01 1.0 © oot 1.0 #A | Vee = max, Vi = GND to V|
R ' CS = Vjy, Vo = max,
lol Output Leakage Current ‘ 0.1 10 . 0.1 10 .y Vayr = GND to 4.5V
. - Ve = max, CS =V,
. 0 5 cc J L
lec Operating ’Current ‘ ) 10 150 . 70 125 mA | Outputs Open
lsg Standby Current 20 30 10 20 mA [ Vce = minto max, CS = V,
“ ' Vgc = GND to Ve min,
lpo Peak Power-On Current 25 50 15 30 mA TS = Lower of Viag or Vi min
V, | Input Low Voltage -30 0.8 -3.0 08 v
*Viy ‘ input High Voltage 20 - 6.0 20 6.0 \
Voo Output Low Voltage 0.4 : 0.4 V |l = 8mA
Vou Output High Voltage 2.4 24 1V lloy=-40mA
los™ | Output Short Circuit Current +250 +275 +250 4275 [ mA [Vour = GND to Ve
Notes:
1. The operating ambient temperature range is guaranteed with transverse air flow exceeding 400 linear feet per minute. Typical thermal resistance values of the
package at maximum temperatures are:  For plastic 6, (@ 400 fpy, air flow) = 70° C/W For CERDIP- ¢, (@ 400 fpm air flow) = 40° C/W
0, (still air) = 109° C/W (IJA (still air) = 70° C/W
0)c = 42° CIW O = 25° CIW
2. Typical limits are at Vo = 5V Ta =" +25°C, and Load A.
3. For output Ieakage tests, data [[e] pms are treated as outpuls . . N

4. A putl-up resistor to V¢ on the CS input is required to keep the device deselected during power-on. Otherwise, power-on current approaches lg¢ active.
5. Output shorted for no more than 1 second. No more than one output shorted at a time.

A.C. TEST CONDITIONS - +sv
Input Pulse Levels : GND to 3.0 Volts 4800
Input Rise and Fall Times 5 nsec Dour o
*Output Timing - . ﬁacpiunme v
Reference Levels 0.8 & 2.0 Volts 2550 SCoPE AND .
Output Load See Load A. 4800
- DOIIT
CAPACITANCE"™ LOAD A. 2550 SpF
Ty = 25°C,f = 1.0 MHz
Symbol - Parameter Max. [Unit |Conditions L
Cin Addresleontrol‘Capacitahce -5 | pF | Viy = OV LOAD B.
. _ Note 6. This parameter is sampled and not 100% tested.
Cio |Input/Output Capacitance 7 | pF |Vout = OV - improved performance margns.
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A. C CHARACTERISTICS
T4 = 0°C to +70 C, Vcc = +5V. 4+ 10% unless otherwise noted.

READ CYCLE
2148“-2 ’ .2148‘H-3/HL-3 . 2148H/HL
- . . - — - ! Test
Symbol -..Parameter . . Min. Max. Min. Max. Min. Max. Unit. .|  Conditions

tac Read Cycle Time 45 §5 |7 70 . ns

[ Address Access Time 45 : 55" o ns

tacs Chip Select Access Time Lo , i 45 IR 55 . 70 ns

ton Output Hold from Address Change 5 : 5 5 .1 ons

1 Chip Selection Output in Low Z 20 20 20 | ns Note 4
\ tuz ’ Chiﬁ Desélection tq Output ianigh z 0 . 20 0 20 0 20 ..ns Nate 4

toy Chip Selection to.Power Up Time 0 B o - - - 0 . ns

tp Chip Deselectfon to Power Down Time 30 - 30 ’ 30 ns
WAVEFORMS o _ ,
READ CYCLE No. 10, R L .

ADDRESS j( ‘

tan ) .
: - tow ! .
DATA ouT PREVIOUS DATA VALID -)( X x DATA VALID |

Notes:

1. WE is high for Read Cycles. o I R

2. Device is continuously selected, CS = V.. ’ o
- 3. Addresses valid prior to or coiricident with CS transition low.

4. Transition is measured +500mV from high impedance voltage with Load B.
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READ CYCLE No. 202

DATA OUT

cs \

iz

HIGH IMPEDANCE

DATA VALID

IMPEDANCE

_.I "_ top
leem————— - F
Ise
Notes:
1. WE is high for Read Cycles.
2. Device is continuously selected, CS = V..
3. Addresses valid prior to or coincident with TS transition low.
4. Transition is measured +500mV from high impedance voltage with Load B.
A.C. CHARACTERISTICS (continued) ;
WRITE CYCLE
2148H-2 2148H-3/HL-3 2148/HL
. - - Tes‘
Symbol Parameter Min. Max. Min. Max. - Min. Max. Unit Conditions
twe Write Cycle Time 45 55 70 ns
tew Chip Selection to End of Write 40 50 65 ns
taw Address Valid to End of Write - 140 50 65 - ns
tas Address Setup Time o 0 0 ns
e Write Pulse Width 35 40 50 ns
twr Write Recovery Time 5 5 5 ns
tow Data Valid to End of Write 20 20 25 ns
ton Data Hold Time 0 0 0 ns -
twz Write Enabled to Output in High Z 0 15 [} - 200 0 25 ns- " Note 2
tow Output Active from End of Write 0 0 0 ns Note 2
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WAVEFORMS |
WRITE CYCLE No. 1 (WE CONTROLLED)

ADDRESS D{ - o X

oSl NNk : - LI
tas— AW . fe—twRr—>| ’

WE . ;&\ - 7(

) toH
F!Dw-—>j
DATA IN DATA IN VALID

ﬁ‘wzi:‘; ltow>]
DATA OUT DATA UNDEFINED ,!HIGH IMPEDANCE —

N~

WRITE CYCLE No. 2 (CS CONTROLLED)®

twe
ADDRESS __ ¥ X
. —tag| tcw
c3 - ra
T law i —twr—>
. : twe )
WE . ARARARRARRARANS ‘ Y AT/
tow—>={<=tpy >
DATA IN . ‘%ATA IN VALID
i twz
DATA OUT . DATA UNDEFINED HIGH IMPEDANCE

Notes:

1. If CS goes high simultaneously with WE high, the output remains in a high impedance state.
2. Transition is measured +500mV from high impedance voltage with Load B.
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2149H
11024 x 4-BIT STATIC RAM

2149H-2 2149H-3 2149H " 2149HL
Max. Address Access Time (ns) 45 55 70 70
Max. Chip Select Access Time (ns) 20 25 30 30
Max. Active Current (mA) 180 ~ 180 180 125

s Fast Chip Select Access Time—20ns = High Density 18-Pin Package
Maximum

= Common Data Input and Output
= HMOS Il Technology

a  Three-State Output
» Equal Access and Cycle Times

a Available in EXPRESS _
— Standard Temperature Range = Automatic Power-Down 2148H
— Extended Temperature Range Available

s Single +5V Supply

The Intel® 2149H is a 4096-bit static Random Access Memory organized as 1024 words by 4 bits using
HMOS Ii, a high performance MOS technology. It provides a maximum chip select access time as low as 20
ns instead of an automatic power-down feature. This fast chip select access time feature increases system
throughput. An automatlc power-down companion, the 2148H, is available for power critical applications.

The 2149H is assembled in an 18-pin package configured with the industry standard 1Kx4 pinout. It is directly
TTL compatible in all respects: inputs, outputs and a single +5V supply. The data is read out non-
destructively and has the same polarity as the input data.

a1 wvee M
a2 w[]dar a* I
a]s 16[] a8 T :"
a3 -xgn _..: 102~
M _@____(2: - O s 2149H w0 ]
. @ : .-@—cun e nfdo, Ja o
. aqr w[oy
- —ar
" ‘Q——‘k: wow | ° EMORY ARRAY @ wflioe | vou|-
A _Lx SELECT . 64 COLUMNS ano(]s o wE
. E — Aq.
R * ——4-
Ay —Q——m: — . Q : PINNUMBERS .
T PIN NAMES
w0y —@——w?— F— * cowummuocimcuns . Ag-Ay  ADDRESS INPUTS
1oy B | 1 WE WRITE ENABLE
2 .;::’A' ) COLUMN SELECT ‘ cs CHIP SELECT
(€] conTROL | . V0,-UO,  DATA INPUT/OUTPUT
103 »?—— u H u k Vee POWER (+5V)
wos Q. r oF o of, @], GND GROUND
e —— : __TRUTH-TABLE
B A ——
— L C5 | WE MODE v
d H [ X |NOTSELECTED| HiGH-Z
(S WRITE Din
we LW READ Dour
Figure 1. 2149H Block Diagram . Figure2. 2149H Pin Diagram

3-215



intel " 2149H FAMILY

ABSOLUTE MAXIMUM RATINGS* - *COMMENT: Stresses above those listed-under “Ab-’

. solute Maximum Ratings” may cause permanent

Temperature Under Bias............ —10°Cto +85°C damage to the device. This is a stress rating only and

Storage Temperat}lre R RRREERREREE ~-65°Cto +150°C _ functional operation of the device at these or any other

Voltage on Any Pin with conditions above those indicated in the operational sec-

RespecttoGround ................. -35Vto +7v tions of this specitication is not implied. Exposure to

D.C. Continuous Output Current ............ -20mA absolute maximum rating conditions for extended
Power Dissipation. . ... Ceeee ERRRRPE 1 2W periods may affect device reliability.

D.C. AND OPERATING CHARACTERISTICS""

Tao=0°Cto +70°C, Vo =+5V % 10% unless otherwise noted.

2149H/H-2/H-3 2148HL

Symbol ) Parémel_er : Min. Typ(m Max. | Min. Typ(m Max. | Unit | Test Conditléné

[lul | Input Load Current (All Input Pins) 0.01 1.0 0.01 1.0 | pA V¢c='rﬁax, V,N=GND‘tov5.5V

' ) ‘ , . .| CS=Vy, Vec=5.5V

|lto] | Output Leakage Current . 0.1 50 ) 0.1 - ' 50 A Vour=GND to 5.5V

lcc | Operating Current ‘ 120 180 0 125 | mA _gﬁﬁpjgég‘;gé = Vi,

ViL Input Low Voltage ‘—S.O 7 08 | -30 o 0.8 Y

ViH Input High Volt_age ) 21 6.0 21 6.0 v )

VoL . | Output Low Voltage . . 04 . . L 04| v.- “loL =8 mA,

VoH | Output High Voltage 2.4 ] 24 V | lon= ;4.0_'mA "

los™ | Output Short Gircuit Current +150 200 +150 200 | mA | Vour = GND to Vec
Notes: ; ‘

1. The operatmg amblent temperature range is guaranteed with transverse air flow exceedmg 400 Ilnear feet per mlnute Typlcal
thermal resistance values of the package at maximum temperatures are:
Gia (@ 400 fpm air flow) = 40° C/W
Bya (still air) = 70° C/W
6sc = 25° C/W
2. Typical limits are at Vcc.= 5V, Ta = +25°C, and Load A.

3. Duration not to exceed 1 second.

+5V

A.C. TEST CONDITIO}NS
Input Pulse Levels . GND to 3.0 Volts , 4800
Input Rise and Fall Times 5 nsec . Dour 30 oF +5v
Input and Output Timing : (INELUDING
Reference Levels o 1.5 Volts f%OPE AND
Output Load L See Load A. ) o
- - ouT
3 ) . N . . N
CAPACITANCE © . " Load A,
‘TA=25°C,f=1.0MHz . U
Symbol . . Parame:e}, o .| Max. | Unit Conditions )
Cin [ Address/Control Capacitance | * 5 oF | vin= oV ' LoadB.
Cio | Input/Output Capacitance |7 pF | Vour = OV

Note 3. This parameter is sampleq and not 100% tested.
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A.C. CHARACTERISTICS

Ta=0°Cto +70°C, Voc= +5V =10% unless otherwise noted.

READ CYCLE
2149H-2 2149H-3 2149H/HL
Test
Symbol Parameter ) Min. Max. Min. Max. Min. Max. Unit Conditions
trRe Read Cycle Time 45 55 70 - ns
taa Address Access Time 45 55 70 . ns
tacs Chip Select Access Time 20 25 30 ns
toH Output Hold from Address Change 5 ) 5 5 ns
Ttz Chip Selection Output in Low Z 5 5 5 ns Note 3, 4
tHz Chip Deselection to Output in High Z 0 15 0 15 0 15 ns Note 3, 4
WAVEFORMS

READ CYCLE No. 1 2

- tac
ADDRESS )( . ] *

taa |
ton
DATA OUT PREVIOUS DATA VALID )( X x DATA VALID

READ CYCLE No. 2?

ADDRESS D( )(

|

A AAANANRANAARNANNT

tacs |<— thz

Dour

Notes: ~

1. WE is high for Read Cycles.

2. Device is continuously selected, CS = ViL. )

3. At any given temperature and voltage condition, tyz max. is less than tiz min. both for a given device and from device to device.
4. Transition is measured +500 mV from high impedance voltage with Load B. This parameter is sampled and not 100% tested.
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2149H FAMILY

A.C. CHARACTERISTICS
WRITE CYCLE '

(continued)

2149H-2 2149H-3 2149H/HL
Test ;
Symbol Parameter Min. Max. Min. Max. Min. Max. Unit Conditions.
twc Write Cycle Time 45 55 70 ns
tow Chip Selection to End of Write 40 '50 65 ns
. taw Address Valid to End of Write. 40 50 65 ns .
tas Address Setup Time 0 0 0 ns ‘
twp Write Pulse Width 35 40 50 ns
twr Write Recovery Time 5 5 5 ns
tow Data Valid to End of Write 20 20 25 ‘ns
toH Data Hold Time 0 0 0 - .ns
twz Write Enabled to Output in High Z 0 15 0 20 0 25 ns Note 2
tow Output Active from End of Write o 0 0 ns' | " Note?2
WAVEFORMS )
WRITE CYCLE No. 1 (WE CONTROLLED)
: lvic f
ADDRESS )K (
cw
OIS i Y
taw N ) .
tas - WR
: wp
WE AN id
- | toH
tow—>
"DATA IN )[ DATA IN VALID 1
re— twz —> ) tow .
DATA OUT DATA UNDEFINED HIGH IMPEDANCE l'r

WRITE CYCLE No. 2 (CS CONT!

ADDRESS D
. ) —

cs

ROLLED)

’

twe

3

tagl

&

—tcw

taw

‘WE ARMAMARARRARASS

DATA IN

tow—><tpH
DATA IN VALID

DATA OUT

DATA UNDEFINED

HIGH IMPEDANCE

Notes:

1. 1f (ﬁ_goes high simultaneously witHVv_E high, th'e odtput remains in a high impedance state. _
2. Transition is measured =500 mV from high impedance voltage with Load B. This parameter is sampled and not 100% tested.
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2164A FAMILY |
65,536 x 1 BIT DYNAMIC RAM

2164A-15 2164A-20
Maximum Access Time (ns) 150 200
Read, Write Cycle (ns) 260 330
Page Mode Read, Write Cycle (ns) 125 170

= Extended page mode, read-modify-
write and hidden refresh operation

= HMOS-D Il technology

= Low capacitance, fully TTL compatible
inputs and outputs

= Single +5V supply, +10% tolerance

a Inputs allow a — 2.0V negative |
overshoot

= 128 refresh cycle/2 ms RAS only = Industry standard 16-pin DIP

4 refresh = Compatible with Intel’s micropro-
= Compatible with the 2118 “cessors and DRAM controllers

The 2164A is a 65,536 word by 1-bit N-channel MOS dynamic Random Access Memory fabricated with Intel’'s HMOS-D Il|
technology for high system performance and reliability. The 2164A design incorporates high storage cell capacitance
to provide wide internal device margins for reduced noise sensitivities and more reliable system operation. Moreover,
high storage cell capacitance results in low soft error rates without the need for adie coat. HMOS-D Ill process employs
the use of redundant elements. ‘

The 2164A is optimibzed for high speed, high performance applications such as mainframe memory, buffer memory,
microprocessor memory, peripheral storage and graphic terminals. For memory intensive microprocessor applications
the 2164A is fully compatible with Intel’s DRAM controllers and microprocessors to provide a complete DRAM system.’

Multiplexing the 16 address bits into the 8 address input pins allows the 2164A to achieve high packing density. The 16
pin DIP provides for high system bit densities, and is.compatible with widely available automated testing and insertion
equipment. The two 8-bit TTL level address segments are latched into the 2164A by the two TTL clocks, Row Address
Strobe (RAS) and Column Address Strobe (CAS). Non-critical timing requirements for the RAS and CAS clocks allow the
use of the address multiplexing technique while maintaining high performance.

The non-latched, three state, TTL compatible data output is controlled by CAS, independent of RAS. After a valid read or
read-modify-write cycle, data is held on the data output pin by holding CAS low. The data output is returned to a high im-

pedance state, by returning CAS to a high state. Hidden refresh capability allows the device to maintain data at the out-

ing

addresses Ag through Ag, during a 2 ms period.

S-only cycles, hidden refresh cycles, or normal rea

put b‘x holding CAS low while RAS is used to execute RAS-only refresh cycles. Refreshing is accomplished by perform-
A d or write cycles on the 128 address combinations of

L

~ BLOCK DIAGRAM

PIN LOGIC .
CONFIGURATION SYMBOL A | 128 128 CELL R 128128 CELL -— Ve
MEMORY ARRAY MEMORY ARRAY
A - i .
A
— A
— A Ay - 128 SENSE AMPLIFIERS 128 SENSE AMPLIFIERS
A Ow |-
— A A - seTc b Jx 17201 OF 128 A " / 10F4 .
/ADDRES! (1 OF 128 OuUTPUT
— e v COLUMN DECODERS) COLUMN DECODERS) aamma: [ | Burrer I Dour
—J A Dour |- A—e ™ :
i 128 SENSE AMPLIFIERS L 128 SENSE AMPLIFIERS L] 9 4 t 4
-—of RAS Ay - - = H
— O} CAS :
—of W
A - 128 x 128 CELL 10F 128 128 x 128 CELL
MEMORY ARRAY RoW MEMORY ARRAY
A - ’I
' i
AcA;  ADDRESS INPUTS T T 1
—_——— .
Cas___ COLUMN ADDRESS STROBE | .
O DATA IN l . N
ROW *| coLuun =| Waire =l oara
Dour __ DATAOUT ms | ctock cLock s INPUT
© WE 'WRITE ENABLE BUFFER " - BUFFER [ «| BuFFER - BUFFER
WAS.  ROW ADDRESS STROBE l ! !
Voo POWER (+5V) cAS : }
WE
Vss GROUND
DATAIN - A
Intel C no y tor the use of any circuitry other than circuitry embodied in an Intel 'producf No other circuit patent hcenses are implied.

INTEL CORPORATION. 1982
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2164A FAMILY

ABSOLUTE MAXIMUM RATINGS*
Ambient Temperature :
UnderBias....... et —10°Cto +80°C
Storage Temperature . . Cerdlp 65°Cto +150°C
. ' ' Plastic —55°C to + 125 °C
Voltage on Any Pin except VDD o
RelativetoVgg......... ... e 2.0V to 7.5V

Voltage on Vpp Relative to Yss .. —1.0Vto7.5V
DataOutCurrent ............. e 50 mA

Power Dissipation . . ..... e 1.0W

D C. AND OPERATING CHARACTERISTICS!!

*COMMENT:

Stresses above those listed under “Absolute Maximum Rating”
may cause permanent damage to the device. This is a stress

. raung only and functional operation of the device at these or at-

any other condition above those indicated- in the operational
sections of this specification is not implied. Exposure to ab-
solute maximum rating conditions_for extended periods may
affect device reliability. .

\

=0° Cto 70°C, Vpp=5V + 10%, Vss 0V, uniess otherwise noted

Ta=25°C, Vpp =5V £ 10%, Vss =0V,
unless otherwise noted.

Typ.

Symbol Parameter Max. | ‘Unit
Cyy Address, Data In 3. 5 | pF
Cq2 W_E, Data Out 3 6 pF .
Ci; | RAS,CAS | 4 | 8 | oF

Limits : ‘
Symbol Parameter Min. [ Typ.[? | Max. |Unit Test Conditions Notes
[tul :-]'Input Load Current (any input) 10 pA | Vin=Vss to Vpp )
“' | | Output Leakage Current.for’ "‘1'0 |l A Chip Deselected: CAS at Vjy,.
- 1ol | High Impedance State 2 I Doyr=01t05.5V -
. 1op1 - | Vpp Supply Current, Standby. ; 3 5 | mA | CAS and RAS at V) -
' o ' . 42 | 55. | mA |2164A-15 tgc=tromin . . || 3.
lop2 VD'D Supply Current, Operating '
o ‘ e 233 45 mA | 2164A-20, tgc=tpcmin 3
| Vpp Supply Current AASonly | ' | 30 | 45 |mA | 2164415, tho=taoun
bo3- | Cycle 1 ] 28 | 40 | maA |2164A20, the =tromin
:..] Voo Supply Current, Standby fo | =5 YT N
'00s | Output Enabled . N 8| mA | CAS at Vi, RAS at Viy o8
ViL. . | Input Low Voltage (alt.inputs) | =1.0 08 | V .4
"M Input High Voltage (all inputs) r2.4 7.0 v
VoL Output Low Voltage 0.4 V |loL=42mA
Vou Output High Voltage . 2.4 V |lon=-5mA
NOTES: ‘
1. All'voltages referenced to Vgg.
2. Typical values are for Tp = 25°C and nominal supply voltages. :
3. Ipp is dependent on output.loading when the device output is selected. Specified Ipp yax is measured with the output open.
4. Specified Vy_yn is for steady state operation. During transitions the inputs may overshoot to — 2.0V for periods not to exceed.20ns. -
5. Test condigio’ns apply only for D.C. characteristics. A.C. parameters specified with a load equivalent to'2 TTL loads and 100 pF.
CAPACITANCEM NOTES:

1. Capacitance measured with Boonton Meter or effective .
capacitance calculated frqm the equation: .
LAt
C= -
- - AV
with AV equal to 3 volts and power supplles at nominal
levels.
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ITte| 2164A FAMILY

A.C. CHARACTERISTICS 1231
Ta=0°C to 70°C, Vpp =5V + 10%, Vss =0V, unless otherwise noted.
READ, WRITE, READ-MODIFY-WRITE AND REFRESH CYCLES ’

’ : 2164A-15 2164A-20 . :
Symbol Parameter _Min. Max. | Min. Max. | Unit | Notes
trac Access Time From RAS 150 . 200 .ns ‘45
tcac Access Time From CAS 85 120 ns 56

trer Time Between Refresh . 2 2 ms
trp RAS Precharge Time . | 100 120 ns
tcen AS Precharge Time (non-page cycles) . 25 . 35 ns |
tcrp CAS to RAS Precharge Time -20 -20 .1 ns .
thco | BAS to GAS Delay Time , 30 65 35 80 ns 7
then | RAS Hold Time 85 120 ns
tcsm | CAS Hold Time 150 200 ns
tasr Row Address Set-Up Time . 0 . 0 ns
ta:H Row Address Hold Time o C 20 . 25 - ns
tasc Column Address Set-Up Time 0 0 ns-
tcaH Column Address Hold Time .25 30 ns
tAR Column Address Hold Time to RAS 90 110 ns
tr Transition time (Rise and Fall) . 3 50 3 50 ns 8
torF Output Buffer Turn Off Delay . 0 30 0 40 ns
READ AND REFRESH CYCLES
tae Random Read Cycle Time 260 330 ns
tras RAS Pulse Width 150 10000 | 200 = 10000 ns
tcas CAS Pulse Width ' 85 - 10000 | 120 10000 | ns
tRcs Read Command Set-Up Time 0 0 ns
tRcH Read Command Hold Time referenced to CAS 5 5 ns 9
tRRH Read Command Hold Time referenced to RAS 20 20 ns 9

NOTES:

1.
2.

All voltages referenced to Vgg.
An initial pause of 500 ps is required after power up followed by a minimum of eight (8) initialization cycles (any combinatlon of

" cycles containing a RAS clock such as RAS-only refresh). 8 initialization cycles are