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PREFACE

This handbook has been prepared to provide a comprehensive grouping of
technical literature cbvering Intel’s memory products, with special emphasis
on microprocessor applications. In addition, a brief summary of current
memory technologies and basic segmentation of product lines is provided.
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CHAPTER I:

MEMORY OVERVIEW

Joe Altnether

- MEMORY BACKGROUND
AND DEVELOPMENT

Only ten years ago MOS LS| memories were little more
than laboratory curiosities. Any engineer brave enough
to design with semiconductor memories had a simple
choice of which memory type to use. The 2102 Static
RAM for ease of use or the 1103 Dynamic RAM for low
power were the only two devices available. Since then,
the memory market has come a long way, the types of
memory devices have proliferated, and more than 3,000
different memory devices are now available. Conse-
quently, the designer has a lot to choose from but the
choice is more difficult, and therefore, effective memory
selection is based on matchmg memory characteristics
to the application.

Memory devices can be divided into two main cate-
gories: volatile and non-volatile. Volatile memories re-
tain their data only as long as power is applied. In a great
many applications this limitation presents no problem.
The generic term random access memory (RAM) has
come to be almost synonymous with a volatile memory
in which there is a constant rewriting of stored data.

In other situations, however, it is imperative that a non-
volatile device be used because it retains its data
whether or not power is applied. An example of this re-
quirement would be retaining data during a power
failure. (Tape and disk storage are also non-volatile
memories but are not included within the scope of this
book which confines itself to solid-state technolognes in
an IC form factor.)

Thus, when considering memory devices, it’s helpful to
see how the memory in computer systems is segmented

by applications and then look at the state-of-the-art in .

these cases.

Read/Write Memory

First examine read/write memory (RAM), which permits
the access of stored memory (reading) and the ability
to alter the stored data (writing).

Before the advent of solid-state read/write memory,
active data (data being processed) was stored and re-
trieved from non-volatile core memory (a magnetic-
storage technology). Solid-state RAMSs solved the size
and power consumption problems associated with core,
but added the element of volatility. Because RAMs lose
their memory when you turn off their power, you must
leave systems on all the time, add battery backup or

store important data on a non-volatile medium before
the power goes down.

Despite their volatility, RAMs have become very popu-
lar, and an industry was born that primarily fed computer
systems’ insatiable appetites for higher bit capacities
and faster access speeds.

RAM Types

Two basic RAM types have evolved since 1970. Dynamic
RAMs are noted for high capacity, moderate speeds
and low power consumption. Their memory cells are
basically charge-storage capacitors with driver tran-
sistors. The presence or absence of charge in a capac-
itor is interpreted by the RAM’s sense line as a logical
1 or 0. Because of the charge’s natural tendency to dis-
tribute itself into a lower energy-state configuration,
however, dynamic RAMs require periodic charge re-
freshing to maintain data storage.

Traditionally, this requirement has meant that system
designers had to implement added circuitry to handle
dynamic RAM subsystem refresh. And at certain times,
refresh procedures made the RAM unavailable for writ-
ing or reading; the memory’s control circuitry had to ar-
bitrate access. However, there are now two available
alternatives that largely offset this disadvantage. For
relatively small memories in microprocessor en-
vironments, the integrated RAM or iRAM provides all
of the complex refresh circuitry on chip, thus, greatly
simplifying the system design. For larger storage re-
quirements, LSI dynamic memory controllers reduce
the refresh requirement to a minimal design by offer-
ing a monolithic controller solution.

Where users are less concerned with space and cost
than with speed and reduced complexity, the second
RAM type — static RAMs — generally prove best.
Unlike their dynamic counterparts, static RAMs store
ones and zeros using traditional flip-flop logic-gate con-
figurations. They are faster and require no refresh. A
user simply addresses the static RAM, and after a very
brief delay, obtains the bit stored in that location. Static
devices are also simpler to desigh with than dynamic
RAMs, but the static cell’'s complexity puts these non- .
volatile chips far behind dynamics in bit capacity per
square mil of silicon.

The iRAM

There is a way, however, to gain the static RAM’s
design-in simplicity but with the dynamic RAM’s higher
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capacity and other advantages. An integrated RAM or
iRAM integrates a dynamic RAM and its control and
refresh circuitry on one substrate, creating a chip that
has dynamic RAM density characteristics, but looks like
a static RAM to users. You simply address it and collect
your data without worrying about refresh and arbitration.

Before iRAM's introduction, users who built memory

. blocks smaller than 8K bytes typically used static
RAMs because the device’s higher price was offset by
the support-circuit simplicity. On the other hand, users
building blocks larger than 64K bytes usually opted for
dynamic RAMs because density and power considera-
tions began to take precedence over circuit complexi-
ty issues.

For the application area between these two limits, deci-
sions had to depend on less straightforward tradeoffs.
But iRAMs could meet this middle area’s needs (See
Figure 1).

Reéad-Only Memory

Another memory class, read-only memory (ROM), is
similar to RAM in that a computer addresses it and then
retrieves data stored at that address. However, ROM in-

cludes no mechanism for altering the data stored at that

address — hence, the term read only.

ROM is basically used for storing information that isn’t
subject to change — at least not frequently. Unlike
RAM, when system power goes down, ROM retains its
contents.

ROM devices became very popular with the advent of
microprocessors. Most early microprocessor applica-
tions were dedicated systems; the system’s program
was fixed and stored in ROM. Manipulated data could
vary and was therefore stored in RAM. This application
split caused ROM to be commonly called program
storage, and RAM, data storage.

The first ROMs contained cell arrays in which the se-
quence of ones and zeros was established by a metali-
zation interconnect mask step during fabrication. Thus,
users had to supply a ROM vendor with an interconnect
program so the vendor could complete the mask and
build the ROMSs. Set-up charges were quite high — in
fact, even prohibitive unless users planned for large
volumes of the same ROM. '

To offset this high set-up charge, manufacturers devel-
oped a user-programmable ROM (or PROM). The first
such devices used fusible links that could be melted or
“burned” with a special programmer system.

Once burned, a PROM was just like a ROM. If the burn
program was faulty, the chip had to be discarded. But,
PROMs furnished a more cost-effective way to develop
program memory or firmware for low-volume purposes
than did ROMs.

As one alternative to fusable-link programming, Intel
pioneered an erasable MOS-technology PROM (termed
an EPROM) that used charge-storage programming. It
came in a standard ceramic DIP package but had a win-
dow that permitted die exposure to light. When the chip
was exposed to ultraviolet light, high energy photons
could collide with the EPROM’s electrons and scatter
them at random, thus erasing the memory.

The EPROM was obviously not intended for use in
read/write applications, but it proved very useful in
research and development for prototypes, where the
need to alter the program several times is quite com-
mon. Indeed, the EPROM market consisted almost ex-
clusively of development labs. As the fabrication pro-
cess became mature, however, and volumes increased,
EPROM'’s lower prices made them attractive even for
medium-volume production-system applications.

TOTAL SYSTEM COST (RELATIVE)
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Another ROM technology advance occurred in 1980

with the introduction of Intel’s 2816 — a 16K ROM that's

user programmable and electrically erasable. Thus, in-
stead of removing it from its host system and placing it
under ultraviolet light to erase its program, the 2816 can
be reprogrammed in its socket. Moreover, single bits or
entire bytes can be erased in one operation instead of
erasing the entire chip.

Such E2PROMs (for electrically erasable program-
mable ROM) are opening up new applications. In point-
of-sale terminals, for example, each terminal connects
to a central computer but each can also handle moder-
ate amounts of local processing. An E2PROM can store
discountinformation to be automatically figured in dur-
ing a sales transaction. Should the discount change, the
central computer can update each terminal via telephone
lines by reprogramming that portion of the E2PROM
(Figure 2).

In digital instrumentation, an instrument could become
self-calibrating using an E2PROM. Should the instru-
ment’s calibration drift outside specification limits, the
system could employ a built-in diagnostic to reprogram
a parametric setting in an E2PROM and bring the
calibration back within limits.

E2PROMs contain floating-gate tunnel-oxide (Flotox)
cell structure. Based on electron tunneling through a
thin (less than 200 Angstroms) layer of silicon dioxide,
these cells permit writing and erasing with 21 Volt pulses.

During a read operation, the chips use conventional + 5
Volt power.

Bubble Memory

A very different device type, bubble memory was once
considered the technology that would obsolete RAM
components. This View failed to consider the inherent
features and benefits-of each technology. There is no
question that RAMs have staked out a read/write appli-
cations area that is vast. Nevertheless, their volatility
presents severe problems in more than a few applica-
tions. Remote systems, for example, might be unable
to accept a memory that is subject to being wiped out
should a power failure occur.

Bubble memories use a magnetic storage technique,
roughly similar to the core memory concept but on a
much smaller size and power-consumption scale. They
are non-volatile and physically rugged. Thus, their first
clear applications target has been in severe-environment
and remote system sites. Portable terminals represent
another applications area in which bubbles provide unique
benefits.

Considering bubble products, Intel’s latest design pro-
vides 1,048,576 bits of data storage via a defect-tolerant
technique that makes use of 1,310,720 total bits (Figure
3). Internally, the product consists of 256 storage loops °
of 4,086 bits each. Coupled with available control
devices, this single chip can implement a 128K byte
memory subsystem.

10 DIGIT UNIT PRODUCT

OUTPUT
PRINTER DISPLAY

UNIVERSAL PRICE DESCRIPTION
PRODUCT (2 bytes) (15 bytes)
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T S—

CODE l

KEYBOARD
CODE cPU
SCANNER E? PROM
LOOK UP TABLE
|——22 bytes ——]
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TO INVENTORY
RECORD

Figure 2. Typical E2PROM Application
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memory. Each of these factors plays a important role in

the final selection process.

SEGMENTATION OF MEMORY DEVICES

Besides the particular characteristics of each device

that has been discussed, there are a number of other

Performance

factors to consider when choosing a memory product,
such as cost, power consumption, performance, mem-
ory architecture and organization, and size of the

Generally, the term performance relates to how fast the

device can operate in a given system environment. This

1-4
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parameter is usually rated in terms of the access time.
Fast SRAMs can provide access times as fast 20 ns,
while the fastest DRAM cannot go much beyond the 100
ns mark. A bipolar PROM has an access time of 35 ns.
RAM and PROM access is usually controlled by a signal
most often referred to as Chip Select (CS). CS often ap-
pears in device specifications. In discussing access
times, it is important to remember that in SRAMs and
PROMs, the access time equals the cycle time of the
system whereas in DRAMs, the access time is always
less than the cycle time.

Cost

There are many ramifications to consider when eval-
uating cost. Cost can be spread over factors such as
design-in time, cost per device, cost per bit, size of
memory, power consumption, etc.

Cost of design time is directly proportional to design
complexity. For example, SRAMs generally require less
design-in time than DRAMs because there is no refresh
circuitry to consider. Conversely, the DRAM provides
the lowest cost per bit because of its higher packing
density.

Memory Size

Memory size is generally specified in the number of
bytes (a byte is a group of eight bits). The memory size
of a system is usually segmented depending upon the
general equipment category. Computer mainframes
and most of today’s minicomputers use blocks of RAM
substantially beyond 64K bytes — usually in the hun-
dreds of thousands of bytes. For this size of memory,
the DRAM has a significantly lower cost per bit. The ad-
ditional costs of providing the refresh and timing cir-
cuitry are spread over many bits.

The microprocessor user generally requires memory
sizes ranging from 2K bytes up to 64K bytes. In mem-
ories of this size, the universal site concept allows max-
imum flexibility in memory design.

Power Consumption

Power consumption is important because the total
power required for a system directly affects overall cost.
Higher power consumption requires bigger power sup-
plies, more cooling, and reduced device density per
" board — all affecting cost and reliability. All things con-
sidered, the usual goal is to minimize power. Many
memories now provide automatic power-down. With to-
day’s emphasis on saving energy and reducing cost,
the memories that provide these features will gain an in-
creasingly larger share of the market.

In some applications, extremely low power consumption
is required, such as battery operation. For these appli-

1-5

cations, the use of devices made by the CMOS tech-
nology have a distinct advantage over the NMOS pro-
ducts. CMOS devices offer power savings of several
magnitudes over NMOS. Non-volatile devices such as
E2PROMs are usually independent of power problems
in these applications.

Power cansumption also depends upon the organiza-
tion of the device in the system. Organization usually
refers to the width of the memory word. At the time of
their inception, memory devices were organized as
nK x 1 bits. Today, they are available in various config-
urations such as 4Kx 1, 16Kx1, 64Kx 1, 1Kx 4, 2Kx8,
etc. As the device width increases, fewer devices are re-
quired to configure a given memory word — although
the total number of bits remains constant. The wider
organization can provide significant savings in power
consumption, because a fewer number of devices are
required to be powered up for access to a given memory
word. In addition, the board layout design is simpler due
to fewer traces and better layout advantages. The wider
width is of particular advantage in microprocessors and
bit-slice processors because most microprocessors are
organized in 8-bit or 16-bit architectures. A memory chip
configured in the nKx8 organization can confer a definite
advantage — especially in universal site applications.
All non-volatile memories other than bubble memories
are organized nKx 8 for this very reason.

Types of Memories

The first step to narrowing down ybur choice is to deter-
mine the type of memory you are designing — data
store or program store. After this has been done the
next step is to prioritize the followmg factors:

Performance

Power Consumption
Density

Cost

Global Memory

Generally, a global memory is greater than 64K bytes
and serves as a main memory for a microprocessor
system. Here, the use-of dynamic RAMs for read/write
memory is dictated to provide the highest density and
lowest cost per bit. The cost of providing refresh circuitry
for the dynamic RAMs is spread over a large number of
memory bits, thus minimizing the cost impact. Bubbles
would also be an excellent choice for global memory
where high performance is not required. In addition,
bubbles offer low cost per bit and non-volatility.

Local Memory

Local memories are usually less than 64K bytes and
reside in the proximity of the processor itself — usually
on the same PC board. Two types of memories are
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often used in local memory applications: RAMs and
E2PROMs/EPROMSs. These devices all offer universal
site compatibility and density upgrade.

Synchronous and Asynchronous Memories

Historically, there have been several definitions of con-
venience when describing synchronous and asyn-
chronous memory devices. The question of which
definition is the more appropriate boils down to a
philosophical decision, and depends on whether the
definition is narrowed to component operating param-
eters or expanded to system operating parameters.

One popular and accepted definition defines the two
types of memories by relying on the most apparent dif-
ference. The synchronous memory possesses an inter-
nal address register which latches the current device
address, but the asynchronous device lacks this capa-
bility. The logic of this definition is easy to follow: Register
transfer or sequential logic is considered synchronous
because it is clocked by a common periodic signal —
the system clock. Memories with internal address regis-
ters are also internally sequential logic arrays clocked
by a signal, common throughout the memory system,
and are, therefore, synchronous.

By the foregoing definition, asynchronous memories
would require the device address be held valid on the
bus throughout the memory cycle. Static RAMs fall in-
to this category. In contrast, synchronous memories re-
quire the address to be valid only for a very short period
of time just before, during, and just after the arrival of
the address register clock. DRAMs and clocked static
RAMs fall into this category.

With the introduction of the 2186 and 2187 iRAMs, the
preceding definition no longer fits, because both de-

vices have on chip address latches. Yet with respect to
the system, one device operates synchronously and the
other asynchronously.

Therefore, in considering memory devices or systems -
that operate within a specified cycle time, Intel defines
a synchronous memory as one that responds in a pre-
dictable and sequential fashion, always providing data
within the same time frame from the clock input. This
allows a system designer to take advantage of the
predictable access time and maximize his system per-
formance by reducing or eliminating WAIT states.

Intel defines an asynchronous memory as one that
(within the framework of the memory cycle specifica-
tions) does not output data in a predictable and repeat-
able time frame with respect to system timing. This is
generally true of DRAM systems, where a refresh cycle,
which occurs randomly skewed to the balance of the
system timing, may be in progress at the time of a
memory cycle request by the CPU. In this case, provi-
sion must be made to re-synchronize the system to the
memory — usually with a READY signal. The 2186
iRAMs fit into this'category, while the 2187 iRAMs are
considered synchronous devices.

These definitions are somewhat broader in scope than
those chosen in the past; however, as systems become
implemented in silicon, a more global definition is re-
quired to encompass those former systems that are now
silicon devices.

§

SUMMARY

Table 1 provides a summary of the various memory
devices that have been discussed.

Table 1. Segmentation of Memory Devices

Operating d Speed Write Speed Down Size Removable | System

From Fast Slow Fast_ Slow Load Small  Large (Archive) Level

Mass Bubbles Bubbles | N/A Bubbles Bubbles Add on RAM

Disk Disk Disk Disk Bubbles

Boot EPROM N/A N/A N/A All2 N/A

Monitor EPROM N/A -N/A N/A All N/A

Buffer Bytewide |Bubbles | Bytewide | Bubbles | N/A All Bubbles Add in RAM

X1 Bubbles

Diagnostics | E%EPROM/ Bytewide | E2PROM | 'Disk All AlR Bubbles N/A

RAM Bubbles Disk

Operating N/A N/A Disk All X1 Bubbles Add in/

System Bubbles Disk Add on RAM

APP/PGM/ | E2/EPROM/ Bytewide | E2PROM | 'Disk All X1 Bubbles Addin/

Data Store | RAM X1 Bubbles Disk Add on RAM
Down Loaded From Add on/Add in Bubbles
2g2/EPROM Bytewides
3X 1 Dram Bubbles Disk
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CHAPTER 2: INTEL MEMORY TECHNOLOGIES

Larry Brigham, Jr.

Most of this handbook is devoted to techniques and in-
formation to help you design and implement semicon-
ductor memory in your application or system. In this sec-
tion, however, the memory chip itself will be examined
and the processing technology required to turn a bare
slice of silicon into high performance memory devices
is described. The discussion has been limited to the
basics of MOS (Metal Oxide Semiconductor) technolo-
gies as they areresponsible for the overwhelming ma-
jority of memory devices manufactured at Intel.

There are three major MOS technology families —
PMOS, NMOS, and CMOS (Figure 1). They refer to the
channel type of the MOS transistors made with the
technology. PMOS technologies implement p-channel
transistors by diffusing p-type dopants (usually Boron)
into an n-type silicon substrate to form the source and
drain. P-channel is so named because the channel is
comprised of positively charged carriers. NMOS tech-

nologies are similar, but use n-type dopants (normally
phosphorus or arsenic) to make n-channel transistors
in p-type silicon substrates. N-channel is so named
because the channel is comprised of negatively charged
carriers. CMOS or Complementary MOS technologies
combine both p-channel and n-channel devices on the
same silicon. Either p- or n-type silicon substrates can
be used, however, deep areas of the opposite doping
type (called wells) must be defined to allow fabrication
of the complementary transistor type.

Most of the early semiconductor memory devices, like
Intel’s pioneering 1103 dynamic RAM and 1702 EPROM
were made with PMOS technologies. As higher speeds
and greater densities were needed, most new devices
were implemented with NMOS. This was due to the in-
herently higher speed of n-channel charge carriers
(electrons) in silicon along with improved process
margins. The majority of MOS memory devices in pro-
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Figure 1. MOS Process Cross-sections

2-1



|nte|

MEMORY TECHNOLOGIES

duction today are fabricated with NMOS technologies.
CMOS technology has begun to see widespread com-
mercial use in memory devices. It allows for very low
power devices and these have been used for battery
operated or battery back-up applications. Historically,
CMOS has been slower than any NMOS device. Re-
cently, however, CMOS technology has been improved
to produce higher speed devices. Up to now, the extra
cost processing required to make both transistor types
has kept CMOS memories limited to those areas where
the technology’s special characteristics would justify the
extra cost. In the future, the learning curve for high per-
formance CMOS costs will make a larger and larger
number of memory devices practical in CMOS.

In the following section, the basic fabrication sequence
for an HMOS circuit will be described. HMOS is a high
performance n-channel MOS process developed by
Intel for 5 Volt single supply circuits. HMOS, along with
its evolutionary counterparts HMOS Il and HMOS |il,
CHMOS and CHMOS Il (and their variants), comprise
the process family responsible for most of the memory
components produced by Intel today.

The MOS IC fabrication process begins with a slice (or
wafer) of single crystal silicon. Typically, it's 100 or 125
millimeter in diameter, about a half millimeter thick, and
uniformly doped p-type. The wafer is then oxidized in a
furnace at around 1000°C to grow a thin layer of silicon
dioxide (SiO») on the surface. Silicon nitride is then
deposited on the oxidized wafer in a gas phase chemi-
cal reactor. The wafer is now ready to receive the first
pattern of what is to become a many layered complex
circuit. The pattern is etched into the silicon nitride using
a process known as photolithography,.which will be
described in a later section. This first pattern (Figure 2)
defines the boundaries of the active regions of the IC,
where transistors, capacitors, diffused resistors, and
first level interconnects will be made.
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Figure 2. First Mask

The patterned and etched wafer is then implanted with
additional boron atoms accelerated at high energy. The
boron will only reach the silicon substrate where the

nitride and oxide was etched away, providing areas
doped strongly p-type that will electrically separate ac-
tive areas. After implanting, the wafers are oxidized
again and this time a thick oxide is grown. The oxide
only grows in the etched areas due to silicon nitride’s
properties as an oxidation barrier. When the oxide is
grown, some of the silicon substrate is consumed and
this gives a physical as well as electrical isolation for ad-
jacent devices as can be seen in Figure 3.

p, P-SUBSTRATE
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Figure 3. Post Field Oxidation

Having fulfilled its purpose, the remaining silicon nitride
layer is removed. A light oxide etch follows taking with
it the underlying first oxide but leaving the thick (field)
oxide.

Now that the areas for active transistors have been de-
fined and isolated, the transistor types needed can be
determined. The wafer is again patterned and then if
special characteristics (such as depletion mode opera-
tion) are required, it is implanted with dopant atoms. The
energy and dose at which the dopant atoms are im-
planted determines much of the transistor’s character-
istics. The type of the dopant provides for depletion
mode (n-type) or enhancement mode (p-type) operation.

The transistor types defined, the gate oxide of the ac-
tive transistors are grown in a high temperature furnace.
Special care must be taken to prevent contamination or
inclusion of defects in the oxide and to ensure uniform
consistent thickness. This is important to provide pre-
cise, reliable device characteristics. The gate oxide layer
is then masked and holes are etched to provide for direct
gate to diffusion (‘‘buried’’) contacts where needed.

The wafers are now deposited with a layer of gate
material. This is typically poly crystaline silicon (*‘poly”’)
which is deposited in a gas phase chemical reactor
similar to that used for silicon nitride. The poly is then
doped (usually with phosphorus) to bring the sheet re-
sistance down to 10-20 ohms/square. This layer is also
used for circuit interconnects and if a lower resistance
is required, a refractory metal/polysilicon composite or
refractory metal silicide can be used instead. The gate
layer is then patterned to define the actual transistor
gates and interconnect paths (Figure 4).

22"
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Figure 4. Post Gate Mask

The wafer is next diffused with n-type dopant (typically
arsenic or phosphorus) to form the source and drain
junctions. The transistor gate material acts as a barrier
to the dopant providing an undiffused channel self-
aligned to the two junctions. The wafer is then oxidized
to seal the junctions from contamination with a layer of
SiO,, (Figure 5).
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Figure 5. Post Oxidation

A thick layer glass is then deposited over the wafer to
provide for insulation and sufficiently low capacitance
between the underlying layers and the metal intercon-
nect signals. (The lower the capacitance, the higher the
inherent speed of the device.) The glass layer is then
patterned with contact holes and placed in a high
temperature furnace. This furnace step smooths the
glass surface and rounds the contact edges to provide
uniform metal coverage. Metal (usually aluminum or
aluminum/silicon) is then deposited on the wafer and the
interconnect patterns and external bonding pads are
defined and etched (Figure 6). The wafers then receive
a low temperature (approximately 500°C) alloy that in-
sures good ohmic contact between the Al and diffusion
or poly.
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Figure 6. Completed Circuit (without passivation)

At this point the circuit is fully operational, however, the
top metal layer is very soft and easily damaged by
handling. The device is also susceptible to contamina-
tion or attack from moisture. To prevent this the wafers
are sealed with a passivation layer of silicon nitride or
a silicon and phosphorus oxide composite. Patterning
is done for the last time opening up windows only over
the bond pads where external connections will be made.

This completes basic fabrication sequence for a single
poly layer process. Double poly processes such as
those used for high density Dynamic RAMs, EPROMSs,
and E2PROMs follow the same general process flow
with the addition of gate, poly deposition, doping, and
interlayer dielectric process modules required for the
additional poly layer (Figure 7). These steps are per-
formed right after the active areas have been defined
(Figure 3) providing the capacitor or floating gate
storage nodes on those devices.
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Figure 7. Double Poly Structure

After fabrication is complete, the wafers are sent for
testing. Each circuit is tested individually under condi-
tions designed to determine which circuits will operate

- properly both at low temperature and at conditions

found in actual operation. Circuits that fail these tests
are inked to distinguish them from good circuits. From
here the wafers are sent for assembly where they are

- sawed into individual circuits with a paper-thin diamond

blade. The inked circuits are then separated out and the
good circuits are sent on for packaging.
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Packages fall into two categories — hermetic and non-
hermetic. Hermetic packages are Cerdip, where two
ceramic halves are sealed with a glass fritt, or ceramic
with soldered metal lids. An example of hermetic
package assembly is shown in Table 1. Non-hermetic
packages are molded plastics.

The ceramic package has two parts, the base, which
has the leads and die (or circuit) cavity, and the metal
lid. The base is placed on a heater block and a metal
alloy preform is inserted. The die is placed on top of the
preform which bonds it to the package. Once attached,
wires are bonded to the circuit and then connected to
the leads. Finally the package is placed in a dry inert at-
mosphere and the lid is soldered on.

The cerdip package consists of a base, lead frame, and
lid. The base is placed on a heater block and the lead

frame placed on top. This sets the lead frame in glass
attached to the base. The die is then attached and
bonded to the leads. Finally the lid is placed on the
package and it is inserted in a seal furnace where the
glass on the two halves melt together making a hermetic
package.

In a plastic package, the key component is the lead
frame. The die is attached to a pad on the lead frame
and bonded out to the leads with gold wires. The frame
then goes to an injection molding machine and the
package is formed around the lead frame. After mold
the excess plastic is removed and the leads trimmed.

After assembly, the individual circuits are retested at an
elevated operating temperature to assure critical oper-
ating parameters and separated according to speed and
power consumption into individual specification groups.

Table 1. 2164A Hermetic Package Assembly

Flow Process/Materials Typical Item Frequency Criteria
Wafer
Die saw, wafer break
Die wash and plate .
Die visual inspection Passivation, metal 100% of die
QA gate Every lot 0/76, LTPD =5%
Die attach Wet out 4 x /operator/shift 0/11 LTPD =20%
(Process monitor)
Post die attach visual 100% of devices
Wire bond . Orientation, lead 4 x /operator/
(Process monitor) dressing, etc. machine/shift
Post bond inspection 100% devices
QA gate ~All previous items every lot 1/129, LTPD =3%
Seal and Mark Cap align, glass 4 x [furnace/shift 0/15, LTPD =15%
(Process monitor) integrity, moisture
Temp cycle 10x to mil std. 1/11, LTPD =20%
’ 883 cond. C
Hermeticity check F/G leak 100% devices
(Process monitor)
Lead Trim Burrs, etc. (visual) 4 x /station/shift 0/15, LTPD =15%
(Process monitor) Fine leak 2 x /station/shift 1/129, LTPD =3%
External visual Solder voids, cap 100% devices
alignment, etc. :
1. -—4—0 QA gate All previous items All lots 1/129, LTPD =3%
) Class test Run standards Every 48 hrs.
j (Process monitor) (good and reject)
Calibrate every
system using
‘‘autover” program
2 Mark and Pack i
’ i Final QA (See attached)

1. Units for assembly reliability monitor. 2. Units for product rehiability monitor.

2-4
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The finished circuits are marked and then readied for
shipment.

The basic process flow described above may make
VLSI device fabrication sound straightforward, however,
there are actually hundreds of individual operations that
must be performed correctly to complete a working cir-
cuit. It usually takes well over two months to complete
all these operations and the many tests and measure-
ments involved throughout the manufacturing process.
Many of these details are responsible for ensuring the
performance, quality, and reliability you expect from
Intel products. The following sections will discuss the
technology underlying each of the major process
elements mentioned in the basic process flow.

PHOTOLITHOGRAPHY

The photo or masking technology is the most important
part of the manufacturing flow if for no other reason than
the number of times it is applied to each wafer. The
manufacturing process gets more complex in order to
make smaller and higher performance circuits. As this
happens the number of masking steps increases, the
features get smaller, and the tolerance required becomes
tighter. This is largely because the minimum size of
individual pattern elements determine the size of the
whole circuit, effecting its cost and limiting its potential
complexity. Early MOS IC’s used minimum geometries
(lines or spaces) of 8-10 microns (1 micron=10-% meter
=1/25,000 inch). The n-channel processes of the mid
1970’s brought this down to approximately 5 microns,
and today minimum geometries are less than.2 microns
in production. This dramatic reduction in feature size
was achieved using the newer high resolution photo
resists and optimizing their processing to match im-
proved optical printing systems.

A second major factor in determining the size of the cir-
cuit is the registration or overlay error. This is how ac-
curately one pattern can be aligned toa previous one.
Design rules require that space be left in all directions
according to the overlay error so that unrelated patterns
do not overlap or interfere with one another. As the error
space increases the circuit size increases dramatically.

Only a few years ago standard alignment tolerances:

were = +2 microns; now advanced Intel processes
have reduced this dramatically due mostly to the use of
advanced projection and step and repeat exposure
equipment.

The wafer that is ready for patterning must go through
many individual steps before that pattern is complete.
First the wafer is baked to remove moisture from its sur-
face and is then treated with chemicals that ensure good
resist adhesion. The thick photoresist liquid is then ap-
plied and the wafer is spun flat to give a uniform coating,

’

_ the silicon surface. The temperature of the furnace, the’

critical for high resolution. The wafer is baked at a low
temperature to solidify the resist into gel. It is then ex-
posed with a machine that aligns a mask with the new
pattern on it to a previously defined layer. The photo-
resist will replicate this pattern on the wafer.

Negative working resists are polymerized by the light
and the unexposed resist can be rinsed off with sol-
vents. Positive working resists use photosensitive
polymerization inhibitors that allow a chemically reac-

tive developer to remove the exposed areas. The posi-.

tive resists require much tighter control of exposure and
development but yield higher resolution patterns than
negative resistance systems.

The wafer is now ready to have its pattern etched. The
etch procedure is specialized for each layer to be
etched. Wet chemical etchants such as hydrofluoric
acid for silicon oxide or phosphoric acid for aluminum
are often used for this. The need for smaller features
and tighter control of etched dimensions is increasing
the use of plasma etching in fabrication. Here a-reac-
tor is run with a partial vacuum into which etchant gases
are introduced and an electrical field is applied. This
yields a reactrve plasma which etches the required
layer.

The wafer is now ready for the next process step. Its
single journey through the masking process required
the careful engineering of mechanics, optics, organic
chemistry, inorganic chemistry, plasma chemistry,
physics, and electronics.

DIFFUSION

The picture of clean room garbed operators tending fur-
nace tubes glowing cherry red is the one most often
associated with IC fabrication. These furnace opera-
tions are referred to collectively as diffusion because
they employ the principle of solid state diffusion of mat-
ter to accomplish their results. In MOS processing, there
are three main types of diffusion operatlons predeps,
drives, and oxidations.

Predeposition, or ‘‘predep,”’ is an operation where a
dopant is introduced into the furnace from a solid, liquid,
or gaseous source and at the furnace temperature
(usually 900-1200°C) a saturated solution is formed at

" dopant atom, and rate of introduction are all engineered
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to give a specific dose of the dopant on the wafer. Once
this is completed the wafer is given a drive cycle where
the dopant left at the surface by the predep is driven into
the wafer by high temperatures. These are generally at
different temperatures than the predeps and are de-
signed to give the required junction depth and concen-
tration profile.
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Oxidation, the third category, is used at many steps of
the process as was shown in the process flow. The tem-
perature and oxidizing ambient can range from 800 to
1200°C and from pure oxygen to mixtures of oxygen
and other gases to steam depending on the type of ox-
ide required. Gate oxides require high dielectric break-
down strength for thin layers (between .01 and .1 micron)
and very tight control over thickness (typically +.005
micron or less than + 1/5,000,000 inch), while isolation
oxides need to be quite thick and because of this their
dielectric breakdown strength per unit thickness is much
less important. )

The properties of the diffused junctions and oxides are
key to the performance and reliability of the finished
device so the diffusion operations must be extremely
well controlled for accuracy, consistency and purity.

ION IMPLANT

Intel’s high performance products require such high ac-
curacy and repeatability of dopant control that even the
high degree of control provided by diffusion operations
is inadequate. However, this limitation has been over-
come by replacing critical predeps with ion implantation.
In ion implantation, ionized dopant atoms are acceler-
ated by an electric field and implanted directly into the
wafer. The acceleration potential determines the depth
to which the dopant is implanted.

The charged ions can be counted electrically during im-
plantation giving very tight control over dose. The ion
implanters used to perform this are a combination of
high vacuum system, ion source, mass spectrometer,
linear accelerator, ultra high resolution current integra-
tor, and ion beam scanner. You can see that this impor-
tant technique requires a host of sophisticated technolo-
gies to support it.

«

THIN FILMS

Thin film depositions make up most of the features on
the completed circuit. They include the silicon nitride for
defining isolation, polysilicon for the gate and intercon-
nections, the glass for interlayer dielectric, metal for in-
terconnection and external connections, and passiva-
tion layers. Thin film depositions are done by two main
methods: physical deposition and chemical vapor depo-

sition. Physical deposition is most common for deposit-

ing metal. Physical depositions are performed in a
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vacuum and are accomplished by vaporizing the metal
with a high energy electron beam and redepositing it on
the wafer or by sputtering it from a target to the wafer
under an electric field.

Chemical vapor deposition can be done at atmospheric
pressure or under a moderate vacuum. This type of
deposition is performed when chemical gases react at
the wafer surface and deposit a solid film of the reac-
tion product. These reactors, unlike their general in-
dustrial counterparts, must be controlled on a micro-
scale to provide exact chemical and physical properties
for thin films such as silicon dioxide, silicon nitride, and
polysilicon.

The fabrication of modern memory devices is a long,
complex process where each step must be monitored,
measured and verified. Developing a totally new
manufacturing process for each new product or even
product line takes a long time and involves significant
risk. Because of this, Intel has developed process
families, such as HMOS, on which a wide variety of
devices can be made. These families are scalable so
that circuits need not be totally redesigned to meet your
needs for higher performance.! They are evolutionary
(HMOS I, HMOS II, HMOS lil, CHMOS) so that develop-
ment time of new processes and products can be re-
duced without compromising Intel’s commitment to con-
sistency, quality, and reliability.

The manufacture of today’s MOS memory devices re-
quires a tremendous variety of technologies and manu-
facturing techniques, many more than could be mentioned
here. Each requires a team of experts to design, opti-
mize, control and maintain it. All these people and thou-
sands of others involved in engineering, design, testing
and production stand.behind Intel’s products.

Because of these extensive requirements, most manu-
facturers have not been able to realize their needs for
custom circuits on high performance, high reliability pro-
cesses. To address this Intel’s expertise in this area is
now available to industry-through the silicon foundry.
Intel supplies design rules and support to design and
debug circuits. This includes access to Intel’s n-well
CHMOS technology. Users of the foundry can now
benefit from advanced technology without developing
processes-and IC manufacturing capability themselves.

1R. Pashley, K. Kokkonen, hE. Boleky, R. Jecmen, S. Liu, and W.
Owen, “‘H-MOS Scales Traditional Devices to Higher Performance
Level,” Electronics, August 18, 1977.
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INTRODUCTION

The Intel® 2147H is a 4096-word by 1-bit Random
Access Memory, fabricated using Intel’s reliable
HMOS 1II technology. HMOS II, the second
generation HMOS, is Intel’s high performance n-
channel silicon gate technology, making simple,
high speed memory systems areality. The purpose
of this application note is to describe the 2147H
operation and discuss design criteria for high
speed memory systems.

TECHNOLOGY

When Intel introduced the HMOS 2147, MOS
static RAM performance took a quantum leap by
combining scaling, internal substrate bias
generation, and automatic powerdown. As a
result, the 2147 has an access time of 55ns, density
of 4096 bits, and power consumption of .99W
active and .165W standby.

The high performance of the 2147 is further
enhanced by the 2147H using HMOS II, a scaled
HMOS process increasing the speed at the same
power level which involves more than scaling
dimensions.

Figure 1 shows the cross section of an HMOS
device and lists the parameters of scaling, one of
which is high device gain. The slew rate of an
amplifier or device is proportional to the gain.
Because faster switching speeds occur with high
gain, the gain is maximized for high speed. Device
gain is inversely proportional to the oxide
thickness (To,x) and device length (£),
consequently, scaling these dimensions increases
the gain.

Another factor which influences performance is
unwanted capacitance which appears in two
forms - - diffusion and Miller. Diffusion
capacitance 1is directly proportional to the
diffusion depth (Xj) into the silicon, thus Xj must
be reduced. Miller capacitance, the same phenom-
enon that occurs in the macro world of discrete
devices, is proportional to the overlap length of the
gate and the source ( / p)- Capacitance on the input
shunts the high frequency portion of the input
signal so that the device can only respond to low
frequencies. Secondly, capacitance from the drain
to the gate forms a feedback path creating an
integrator or low pass filter which degrades the
high frequency performance. This effect is
minimized by reducing /.

One of ‘the limits on scaling is punch through
voltage, which occurs when the field strength is
too high, causing current to flow when the device
is “turned off”’. Punch through voltage is a

‘e LOW BODY EFFECT

function of channel length (f) and doping
concentration (Cg), thus channel shortening can
be compensated by increasing the doping
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Figure 1. HMOS Scaling

concentration. This has the additional advantage
of balancing the threshold voltage which was
decreased by scaling the oxide thickness for gain.

Comparison

Comparing scaling theory to HMOS II scaling in
Table I, note that HMOS II agrees with scaling
theory except for the supply voltage. It is left
constant at +5V to maintain TTL compatibility.
Had the voltage been scaled, the power would
have been reduced by 1/K3 rather than 1/K, but
the device would not have been TTL compatible.

Table I. Scaling
Theory HMOS II

Dimensions 1/K 1/K
Substrate Doping K K
Voltage 1/K 1
Device Current 1/K 1
Capacitance A/T 1/K 1/K
Time Delay VC/I 1/K 1/K
Power Dissipation VI 1/K2 1
Power Delay Product 1/K3 1/K

THE DEVICE

The 2147H is TTL compatible, operates from a
single +5 volt supp\ly, and is easy to use.

Figure 2 shows the pin configuration and thelogic
symbol. The 2147H is compatible with the 2147
allowing easy system upgrade. Contained in an
industry standard 18-pin dual in-line package the
2147H is organized as 4096 words of 1 bit. To
access each of these words, twelve address lines
dre required. In addition, there are two control
signals: CS, which activates the RAM; and WE,
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which controls the write function. Separate data
input and output are available. Logical operation
of the 2147H is shown in the truth table. The
output is in the high impedance or three-state
mode unless the RAM is being read. Power
consumption switches from standby to active
under control of CS.

4096 x 1 BIT
2147H
PIN CONFIGURATION LOGIC SYMBOL PIN NAMES
a8 Ve :‘: Ag-A1y ADDRESS INPUTS | Vcc POWER (+5V)
a2 17 g Ag Az WE WRITE ENABLE GND GROUND
— A CS___CHIP SELECT
ads wpQa A
— O DATA INPUT
ame DA — :: o Dout  DATA OUTPUT
—] 7 —
alds wBa s Oov
asles DA —as
bour 7 12 An —] :9 TRUTH TABLE
— — A
wede npon TJ.0 WE MODE OUTPUT | POWER
eno Qo 10[3TS n WE CS H [X | NOT SELECTED HIGH Z |STANDBY
LofL o |wRitE HIGH Z |ACTIVE
[ T T L {H |READ Dour  |ACTIVE

Figure 2. 2147H Logic Diagram

Internal structure of the 2147H is shown in the
block diagram of Figure 3. The major portions of
the device are: addresses, control (CS dnd WE), the
memory array and a substrate bias generator,
which is not shown.

The memory is organized into a two-dimensional
array of 64 rows and 64 columns of memory cells.
The lower-order six addresses decode one of 64 to
select the row while the upper-order six addresses
decode to select one column. The intersection of
the selected row and the selected column locate the
desired memory cell. Additional logic in the
column selection circuit controls the flow of data
to the array and as stated in the truth table, WE
controls the output buffer.

As shown in Figure 4, the first three stages of the
address buffer are designed with an additional
transistor. In each stage, the lowest transistors
are the active devices, the middle transistors are
load devices, while the upper transistors, con-
trolled by ®,, are the key to low standby power.
Forming an AND function with the active devices,
‘the upper transistors are turned off when the
2147H is not active, minimizing power
consumption. Without them, at least one stage of
these cascaded amplifiers would always be
consuming power.

The signal &, and its inverse ®,, are generated
from CS. They are part of an innovative design not
found in the earlier 2147. Their function is to mini-
mize the effects at short deselect times on the Chip
Select access time, tacs.

Aomss__ﬁ L

®
A -,
ha =

M —={3

2, @

2 —@—%‘_‘ aow nsu:::; AnnaY

As SELECY 64 COLUMNS

O]

Ag ® -
DIN @ > COLUMN 1/0 CIRCUITS nOUT

COLUMN SELECT
1] [+ R % %
@] @ ® @i @i
A 6 A 7 A 8 A 9 A 10 A11

$1 SLOW DESELECT, FAST SELECT
B1 SLOW DESELECT, FAST SELECT
@2 FAST DESELECT, FAST SELECT
$2 FAST DESELECT, FAST SELECT

Figure 3. 2147H Block Diagram
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For both the 2147 and the 2147H, access is delayed
until the address buffers are activated by chip
selection. In the standard 2147, priming during
deselection compensates for this delay by
speeding up the access elsewhere in the circuitry.
For short deselect times, however, full compensa-
tion does not occur because priming is incomplete.
The result is a pushout in tacs for short deselect
times. :

.||__|-_—L4

a1

Figure 4. Address Buffer.
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In the 2147H, the address buffers are controlled by
®,, which is shaped as shown in Figure 5. &, acti-
vates rapidly for fast select time. However, &
deactivates slowly, keeping the address buffers
active during short deselect times to speed access.
Asshown in Figure 6, this design innovation keeps
tacs pushout to less than 1. ns.

; CHIP |
DESELECTED | .

| CHIP

]

— ! SELECTED
CSIN

4 7

|
|
|
|
|

sLow
DESELECT |

@

|
|
|
|
|
|
|

|
|
|
[
| .
b, |
|
|
|
|
|

| FAST
SELECT
| |
%, i

d '
Figure 5. CS Buffer Signals

Vee =55V

~ TaCS (LONG TDS)
(NS)

TACS (SHORT T0S)

1 !

Tos s

Figure 6. CS Access Vs. Deselect Time

X SELECT

COLUMN COLUMN

Figure 7. 2147H Memory Cell
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Figure 7 shows the standard six-transistor cell.
Configured as a bi-stable flip-flop, the memory cell
uses two transistors for loads and two for active
devices so that the data is stored twice as true and
compliment. The two remaining transistors
enable data onto the internal I/0 bus. Unlike the
periphery, the cell is not powered down during
deselect time to sustain data indefinitely.

The 2147H has an internal bias generator. Bias
voltage allows the use of high resistivity substrate
by adjusting the threshold voltages. In addition, it
reduces the effect of bulk silicon capacitance. As a
result, performance is enhanced. Bias voltage is
generated by capacitively coupling the output of a
ring oscillator to a charge pump connected to the
substrate. Internally generated bias permits the
2147H to operate from a single +5 volt supply,
maintaining TTL compatibility.

2147H SUBSTRATE BIAS GENERATOR

OSCILLATOR

DRIVER

>

CHARGE
PUMP

% SUBSTRATE

SUBSTRATE

Figure 8. 2147H Substrate Bias Generator

DEVICE OPERATION
READ MODE

With power applied and CS at greater than 2V, the
2147H is in the standby mode, drawing less than
30mA. Activating CS begins access of the cell as
defined by the state of the addresses. Data is
transferred from the cell to the output buffer.
Because the cell is static, the read operation is non-
destructive. Device access and current are shown
in Figure 9. Maximum access relative to the
leading edge of CS is 35 ns for a 2147H-1. Without
clocks, data is valid as long as address and control
are maintained.

WRITE MODE

Data is modified when the write enable WE is
activated during a cycle. At this time, data present
at the input is duplicated in the cell specified by
the address. Data is latched into the cell on the
trailing edge of WE, requiring that setup and hold
times relative to this edge be maintained.
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Two modes of operation are allowed in a write
cycle, as shown in Figure 10. In the first mode, the
write cycle is controlled by WE, while in the other ADDRESS
cycle, the cycle is controlled by CS. In a WE INPUT

controlled cycle, CS is held active while addresses

CHIP SELECT

change and the WE signal is pulsed to establish

memory cycles. In the CS controlled cycle, WE is DATA

maintained active while addresses again change ouTePuT

and CS changes state to define cycle length. This (S;l;:PLKI/CU)RRENT
mA/cm

flexible operation eases the use and makes the
2147H applicable to a wide variety of system
designs.

WAVEFORMS
WRITE CYCLE #1 (WE CONTROLLED)

s X — X

oo tew

= ) (77 T7777

taw —— — —

f— wp —|
fe— - —

tas ——— twe

e X A

' tow — ton
DATA IN * DATA IN VALID
fe—— tyz tow
- HIGH IMPEDANGCE
DATA OUT DATA UNDEFINED g

/

WRITE CYCLE #2 (CS CONTROLLED)

3

tas } tew
& —J( ) A!

twe

ADDRESS

| L)

N

taw

[ Wr

A

NAVA AR | SN SN

|-

tow ton
DATA IN . ‘* DATA IN VALID -
[ twz
o HIGH IMPEDANCE
DATA OUT

DATA UNDEFINED "7

Note' 1 1f CS goes high simultaneously with WE high, the output remains in a high impedance state

Figure 10. Write Cycle Modes of Operation
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EFFECT OF POWER DOWN AT
‘THE SYSTEM LEVEL ..~

Power consumed by a memory system is the
product of the number of devices, the voltage
applied, and the average current:

Equation 1
P =NVl

where: " P = Power

N = Number of devices
V = Voltage applied
Iave

Average current/device

Without power down, the average current is
approximately the operating current. System
power increases linearily with the number of
devices. With power down, power consumption
increases in proportion to the standby current
with increasing number of memory devices.
Curves in Figure 11 illustrate the difference which
results from the majority of devices being in
standby with a very small portion of the devices

EFFECT OF POWER DOWN
AT THE SYSTEM LEVEL

SYSTEM POWER

WITH POWER DOWN

MEMORY SIZE
Figure 11. Effect of Power Down at the System

Iec

100% DUTY CYCLE

50% DUTY CYCLE

NORMALIZED AVERAGE CURRENT

25% DUTY CYCLE

1
64k

MEMORY SIZE

Figure 12. Average Current as a Function of Memory Size
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active or being accessed. For a system with power
down, the average current of a device in the
system is the sum of total active current and the
total standby current divided by the number of
devices in the system. For an X1 memory such as
the 2147H, the number of active devices in most
systems will be equal to the number of bits/word,
m. Therefore, the number of devices in standby is
the difference between N and M. IAVE is expressed
mathematically:

Equation 2
Iave= mlacr+ (N-m) Is
N
where: m = Number of active devices

Iact = Active current
Iss = Standby current

The graph of Figure 12shows therelation between
average device current and memory size for
automatic power down. For large memories the
average device current approaches the standby
current. Total system power usage, P, is calculated
by substituting Equation 2 into Equation 1.

P = V[mlacr + (N-m) Iss]
Comparison of power consumption of a system
with and without power down illustrates the
power savings. Assume a 64K by 18-bit memory
constructed with 4KX1 devices. Active current of
one device is 180mA and standby current is S0mA.
Duty cycle is assumed to be 100% and voltage is 5
volts. The number of devices in the system is:

N = 64K words x 18 bits/word
4K bit/device

N = 288 devices
WITHOUT POWER DOWN:

Pnep = 288 devices x 5 volts x 180 mA/device
Pxep = 259.2 watts

WITH POWER DOWN:

With power down only 18 devices are active — 18
bits/word — and 270 are in standby.

Pwpp = 5 volts [18 devices (180mA/device) +

270 devices (30 mA/device)]
Pwep = 56.7 watts . -

The system with power down devices uses only
22% of the power required by a non-powerdown
memory system.



AP-74

POWER-ON

When power is applied, two events occur that must
be considered: substrate bias start up and TTL
instability. Without the bias generator function-
ing (Vcc less than 1.0 volts), the depletion mode
transistors within the device draw larger than
normal current flow. When the bias generator
begins operation (Vcc greater than 1.0 volts), the
threshold of these transistors is shifted, decreas-
ing the current flow. The effect on the device
power-on current is shown in Figure 13.

For Vcc values greater than 1.0 v., total device
current is a function of both the substrate bias
start-up characteristic and TTL stability. During
power-on, the TTL circuits are attempting to
operate under conditions which violate their
specifications; consequently the CS signals can be
indeterminent. One or several may be low,
activating one or more banks of memory. The
combined effects of this and the substrate bias
start-up characteristic can exceed the power
supply rating. The V-I characteristic of a power
supply with fold back reduces the supply voltage
in this situation, inhibiting circuit operation. In
addition, the TTL drivers may not_be able to
supply the current to keep the CS signals
deactivated.

One of several design techniques available to
eliminate the power-on problem is power supply
sequencing. Memory supply voltage and TTL
supply voltage are separated, allowing the TTL
supply to be activated first. When all the CS
signals have stabilized at 2.0V or greater, the
memory supply is activated. In this mode the
memory _power-on current follows the curve
marked CS = Vcc in Figure 13.

If power sequencing is not practical, an equally
effective method is to connect the CS signal to Vce
through a 1KQ resistor. Although this does not
guarantee a 2.0V CS input; emperical studies
indicate that the effect is the same.

100

Icc AND Isg (mA)

Vee (VOLTS)
Figure 13." 2147H Power Up Characteristic

ARRAY CHARACTERISTICS

When two or more RAMs are combined, an array
is formed. Arrays and their characteristics are
controlled by the printed circuit card which is the
next most important component after the memory
device itself. In addition to physically locating the
RAMs, the p.c. board must route power and
signals to and from the RAMs.

GRIDDING

A power distribution network must provide
required voltage, which from the 2147H data sheet
is 5.0 volts £10% to all the RAMs. A printed circuit
trace, being an extremely low DC resistance,
should easily route +5v DC to all devices. But as
the RAMs are operating, micro circuits within the
RAMs are switching micro currents on and off,
creating high frequency current transients on the
distribution network. Because the transients are
high frequency, the network no longer appears as
a “pure” low resistance element but as a trans-
mission line. The RAMs and the lumped equiv-
alent circuits of the transmission line are drawn in
Figure 14. Each RAM is separated by a small
section of transmission line both on the +voltage
and the —voltage. Associated with the trans-
mission lines is a voltage attenuation factor. In
terms of AC circuits, the voltage across the
inductor is the change in current — switching
transient — multiplied by the inductance.

VOLTAGE W
- I
— VOLTAGE u
T

RAM
AL

IlH

Figure 14. Equivalent Circuit for Distribution

Assuming all RAMs act similarly, the first
inductor will see N current transients and the
inductor at RAM B sees N-1 transients. The total
differential is:

N

n L din
n=1 dt

AV

That voltage tolerance of +£10% could easily be
exceeded with excursions of %1 volt not uncommon.
Measures must be taken to prevent this. The
characteristic impedance of a transmission line is
shown in Figure 15A.
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Connecting two transmission lines in parallel will
halve the characteristic impedance. The result is
shown in Figure 15B.

Lo
n L IND E/UNIT LENGTH
Az __T__Co ° NDUCTANCE/U! G
I Co CAPACITANCE/UNIT LENGTH
Z, [
Lo Co
Co S
I T G
B = Zo 2 2 Co
2c
- o

Figure 15. Transmission Line Characteristic Impeda;ace

Paralleling N traces will reduce the impedance to
Zo/N. Extrapolation of this concept to its limit
will result in an infinite number of parallel traces
such that they are physically touching, forming
an extremely wide, low impedance trace, called a
plane. Distribution of power (+ voltage) and
ground (- voltage) via separate planes provides the
best distribution.

P.C. boards with planes are manufactured as
multi-layer boards sandwiching the power and
ground planes internally. Characteristics of a
multilayer board can be cost effectively
approximated by gridding the power and ground
distribution. Gridding surrounds each device with
a ring of power and ground distribution forming
many parallel paths with a corresponding
reduction of impedance. Gridding is easily
accomplished by placing horizontal traces of
power (and ground) on one side of the pc board and
vertical traces on the other, connected by plated
through holes to form a grid.

Viewed from the top of the p.c. board, the gridding
as in Figure 16 surrounds each device. Pseudo-
gridding techniques such as serpentine or
interdigitated distribution, as in Figure 17, are not
effective because there are no parallel paths to
minimize the impedance.

DECOUPLING

One final aspect of power/ground distribution
must be considered - decoupling.

Decoupling provides localized charge to minimize
instantaneous voltage changes on the power grid
due to current changes. These transient current
changes are local and high frequency as devices
are selected and deselected. Adequate decoupling

| |
5 . i .
] | |
1
i ! ! !
| B N
i | !
| !
| ! |
| | ! |
i | '
i | |
Ho — ]
| ! i
. ; h
b < <
| M T
| |
i — —
I |
: | l |
| ! ! i
| ! ! |
— | b |
I i |
: | ! 1
i | |
} | . ,
v H I |

Figure 16. Gridding Plan
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Figure 17. Pseudo-Gridding Techniques

for the 2147H is accomplished by placing a 0.1 uf
ceramic capacitor at every other device as shown
in Figure 18. Bulk decoupling is included on the
board to filter low frequency noise in the system
power distribution. One tantalum capacitor of 22
to 47 uf per 16 devices provides sufficient energy
storage. By distributing these capacitors around
the board several small currents exist rather than
one large current flowing everywhere. Smaller
voltage differentials - voltage is proportional to
current - are experienced and the voltage remains
in the specified operating range. Figure 19
demonstrates the difference with and without
gridding.

TERMINATION

Similar reasoning is applied to the a.c. signals:
address, control, and data. While they are not
gridded or decoupled, they must be kept short and
terminated. Similar to the power trace, the signal
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VCC NOISE WITH GRIDDING AND ONE DECOUPLING
CAPACITOR PER 2 RAMS

Figure 19. VCC Noise With & Without Gridding
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trace will have transmission line characteristics.
A simplified circuit is shown in Figure 20.

Rg Lo

A~
1L

C = LOAD CAPACITANCE
L Cerr=CL+Co

[2]
o

)

Al

Figure 20. Signal Equivalent Circuit

MOS RAM input is essentially capacitive.
Simplifying the capacitance and writing the
differential equation.

4= LQi_+lﬁdt
N dt C

The solution of this equation is:
i= Kle Tit +Kze'r2t

where:
r,=R+y R _1
2L 412 LC
r,=R -JR2 1
2L 412 IC
K, = constant
K, = constant
CASE FACTOR GRAPH
| R2 1
a? c
UNDERSHOOT
t
R2 |
. . \ |
OVERSHOOT /
NV
m R
a? e
CRITICALLY DAMPED

Figure 21. Three Cases of Equation Solution

Dependent on the values of R, L and C, there are
three cases shown in Figure 21. In case, rise and
fall times are excessively long. In case III, the
current smoothly and clearly changes, while in
case II, the current overshoots and rings. If
ringing is severe enough, the voltage can cross the
threshold voltage of the device as in Figure 22.

X —

e —— | — |

Figure 22. Access Push-Out Due to Ringing

Effective access is stretched out until the wave
form settles. System access is the settling time
(At) plus the specified device access. CaseIll is the
ideal case but in reality a compromise between
case I and case II is used because parameters vary
in a production environment. Enough series
resistance is inserted to prevent ringing but not
enough to significantly slow down the access. A
series resistance of 33() provides this compromise.
The exact value is determined emperically but
330 is a good first approximation.

SERIES TERMINATION/
PARALLEL TERMINATION

Array —
[ R

s

SERIES TERMINATION

Array _—W

o o o o
PARALLEL TERMINATION =

Figure 23. Series and Parallel Termination

Series termination uses one resistor and consumes
little power. Current through the resistor creates a

~ voltage differential shifting the levels of input

voltage to the devices slightly. This shift is usually
insignificant because the 2147H has an extremely
high input impedance.

Termination could also be accomplished by a

_ parallel termination as shown in Figure 23.

3-10
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Parallel termination has the advantage of faster
rise and fall times but the disadvantage of higher
power consumption and increased board space
usage.

SYSTEM DELAYS

RAMs are connected to the system through an
interface, comprised of address, data and control
signals. Inherent in the interface is propagation
delay. Added to the RAM access time, propagation
delay lengthens system access time and hence sys-
tem cycle time. Expressed as an equation:

tea = taa + tpd
tsa = system access time

te = device access time
toa = propagation delay

where:

Device access is a fixed value, guaranteed by the
data sheet. System efficiency then, is a function of
system access and can be expressed as:

Eff = tda/tsa
where: Eff = System Efficiency
This can be reduced by substitution for tsa to:
Eff=1/(1 + tpd/tda)

System efficiency is maximized when
propagation delay is minimized. With sub 100 ns
access RAMs, efficiency can be reduced to 40-60%
because delay through the signal paths is
significant when compared to RAM access. Three
factors contribute to the delay: logic delay,
capacitive loading, and transit time.

LOGIC DELAY

The delay through a logic element is the time
required for the output to switch with respect to the
input. Actual delay times vary. Maximum TTL
delays are specified in catalogs, while minimum
delays are calculated as one-half of the typical
specification. As an example, a gate with a typical
delay of 6 ns has a minimum delay of 3 ns.

A signal propagating through two logically iden-
tical paths but constructed from different inte-
grated circuits will have two different propagation
times. For example, in Figure 24A one path has
minimum delays while the other has maximum
delays. Path A-B has a delay of 3.5 ns while A-B?
has a delay of 11 ns. The time difference between
these two signals is skew, which will be important
later in the system design. Figure 24B shows skew
values for several TTL devices.

CAPACITIVE LOADING

Delay time is also affected by the capacitive load
on the device. Typical delay as a function of capa-
citive load is shown in Figure 25. TTL data sheets
specify the delay for a particular capacitive load

15ns 20ns
1

Sns 6ns

Figure 24A.

TTL GATES

S00 S04, $10, S20

B TR L

Figure 24B. Skew

DELAY TIME (ns)
@
T

0 | Il 1 |
10 20 N 50 100 150

CAPACITIVE LOADING (pF)
TIME DELAY OF A TYPICAL SCHOTTKY TTL GATE

Figure 25. Capacitive Loading

(typically 15pF or 50 pF). Loads greater than spe-
cified will slow the device; similarly, loads less
than specified will speed up the device.
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A value of 0.05 ns/ft is a linear approximation of
the function in Figure 25 and is used in the calcula-
tions. Loading effect is calculated by subtracting
the actual load from the specified load. This differ-
ence is multiplied by 0.05 ns/pF and the result
algebraically subtracted from the specified delay.
As anexample, adevicehas a4 nsdelay driving 50
pF, but the actual load is 25 pF. Then,

50 pF specified
-25 pF actual

25 pF difference
25 pF x 0.05 ns/pF = 1.25 ns

4 ns specified
-1.25ns difference

2.75 ns actual delay

A device specified at 4 ns while driving 50 pF will
have a delay of only 2.75 ns when driving 25 pF.
Conversely, the same device driving 75 pF would
have a propagation time of 5.25 ns.

TRANSIT TIME

Signal transit time, the time required for the sig-
nal to travel down the P.C. trace, must also be con-
sidered. As was shown in Figure 19, these traces
are transmission lines. Classical transmission
line theory can be used to calculate the delay:

t, = w/i:C
t, = Travel Time

L = Inductance/unit length of trace
C = Capacitance/unit length of trace

where:

The capacitance term in the equation is modified
to include the sum of the trace capacitance and the
device capacitance. This equation approximates
in the worst case direction; a signal will never

“see” all the load capacitance simultaneously, itis
distributed along the trace at the devices.

Substituting into the equation:

tpr = VI(C + CD)

where: tp! = Modified delay
C1, = Load capacitance

Algebraically:

tpt = VLC(A + CL/C)
tpr=VLc Vi+cL/C
tpt =tp V1 + CL/C

Emperically, tp is 1.8 ns/ft for G-10 epoxy and Cis
1.5 pF/in. For a 5-in. trace and a 40 pF load, the
delay is calculated to be 4.5 ns. Because this is
worst case, an approximated 2 ns/ft can be used.
In the following sections, however, the equation
will be used. Total delay is the summation of all
the delays. Adding the device access, TTL delays
and the trace delays result in the system access.

BOARD LAYOUT

The preceding section discussed the effects of
trace length and capacitive loading. Proper board
layout minimizes these effects.

and

As shown in Figure 26, address and control lines
are split into a right- and left-hand configuration
with these signals driving horizontally. This
configuration . minimizes propagation delay.
Splitting the data lines is not necessary, as the
data loads are not as great nor are their traces as
long as address and control lines. Control and
timing fills the remaining space.

Two benefits are derived from this layout. First,

LEFT
MEMORY
ARRAY

LEFT

DRIVERS

RIGHT
MEMORY
ARRAY

CONTROL

TIMING

DATA
BUFFER

l CARD EDGE CONNECTOR

Figure 26. Board Layout
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l 30 ns

80 ns

aor X

START CYCLE _T .
(REQ) _|

DATA_“_:g ><

DATA OUT X X
Figure 27. System Timing
MEMREG WR
TIMING
SEN CONTROL
12 ADDRESS 16 | [Toata |1&
DRIVER LATCH
19 ADDRESS 16K x 16
ADDRESS | 5/,.| BOARD 16, [ oaTA ) 16
SELECT | BuFFER
BUS
DATA

CRITICAL PATH

BUS

Figure 28. System Block Diagram

the address and control lines are perpendicular to
the data lines which minimizes crosstalk. Second,
troubleshooting is simplified.” A failing row of
devices indicates a defective address or control
driver; whereas a failing column indicates a faulty
data driver.

SYSTEM DESIGN

Using previously discussed rules and guidelines,
the design of a typical high speed memory will be
reviewed to illustrate these techniques.
Configuration of the system is a series of identical
memory cards containing 16K words of 16 bits.
Timing and control logic is contained on each
board. System timing requires an 80 ns cycle as
shown in Figure 27. Cycle operation begins when
data and control signals arrive at the board. In
this design, addresses are shifted 30 ns to be valid
before the start of the cycle so that address, data,
and control arrive at the memory device at the
same time for maximum performance. Data and

control signals are coincident with the start of the
cycle. Access is not yet specified because it is
affected by device access and the.unknown
propagation delay. Access will be determined in
the design.

Figure 28 illustrates the elements of the system in
block diagram form. Addresses are buffered and
latched at the input to the printed circuit card.
Once through the latch, the addresses split to
perform_three functions: board sélection, chip
select (CS) generation, and RAM addressing.
Highest order addresses decode the board select,
which enables all of the board logic including CS.

Next higher order addresses decode CS, while the
lowest order addresses select the individual RAM
cell. Data enters the board from the bidirectional
bus through a buffer/latch, while output data
returns to the bidirectional bus via buffers. Only
two control signals — cycle request (MEMREQ)
and write (WR) control the activity on the board.

Figure 29 illustrates the levélsvof the delay in the

3-13
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CRITICAL PATH

BOARD

ADDRESS

SELECTION

'

CHIP

SELECT

CONTROL

DATA

MEMORY

Figure 29. Worst Case Delay Path

system. Data and control have only one level. But
examine the address path, it has three levels.
Addresses are decoded to activate the logic on the
board, select the row of RAM to be accessed and
finally locate the specific memory cell. CSis in this
address path and is crucial for access; without it
RAM access cannot begin. But this path has the
most levels of decoding with associated
propagation delays. Consequently, the address
path to CS is the critical path and has the greatest
effect on system delay and hence must be
minimized.

Examination of the system begins with the CS
portion of the critical path, followed by addresses,
data path, and finally timing and control.

CRITICAL PATH

Analysis of the critical path begins with the
address latch. The first decision to be made is to
the latch type. Latches can be divided into two
types: clocked and flow-through. Clocked latches
capture the data on the leading or trailing edge of
the clock. Associated with the clock is data set-up
or hold-time that must be included in the delay
time. Accuracy of the clock affects the transit time
of the signal because any skew in the clock adds to
the delay time. As an example, a typical 745173
latch has a data set-up time of 5 ns and a
maximum propagation delay time from the clock
of 17 ns. Total delay time is 22 ns, excluding any
clock skew.

Flow-through latches have an enable rather than
clock. The enable gpens the address window and

allows addresses to pass independent of any clock.
Delay time is measured from the signal rather
than a clock. The Intel® 3404 is a high speed, 6-bit
latch operating in a flow-through mode with 12 ns
delay. This is acceptable but a faster latch can be
fashioned using a 2-to-1 line multiplexer, either a
748157 or a 745158. The slower of the two is the
74S157 with 7.5 ns delay. Although the 74S158 is
faster with 6 ns delay, it requires an extra inverter
in the feedback path as shown in Figure 30. Be-
tween the 745157 and the 74S158 latches, the trade
off is speed against board space and power. Indi-
vidual designers will choose to optimize their

designs. ' '

74504

INPUT

Y OF 745158

MIN  MAX
tpp INPUT-QUTPUT  2ns 6 ns

tpp LATCH-OUTPUT 4ns 12ns

Figure 30. Fast Latch
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In either case, care must be exercised in
constructing the latch. Output data must be fed
back totheinput having the shortest internal path
— the A input. If the latch is constructed with the
output strapped to the B input, the input could be
deselected and the feedback loop not yet selected
because of the delay through theinternal inverter.
In this situation data would be lost. Additional
delay through the external inverter (74S04) aids in
preventing data loss. Inverting addresses has no
system effect — except that it's faster than the
non-inverting latch. During a write cycle, data
will be stored at the compliment of the system
address. When this data is to be retrieved, the
same address will be complimented, fetching the
correct word.

The remaining elements in the critical path to be
designed are board selection and CS decoding. To
minimize the CS, decode path, the easiest method
is to work backwards from CS. In this manner in-
put signals to a stage are determined and the
output from the preceding stage is defined. This
saves inserting an inverter at the cost of 5 ns to
generate the proper input to a stage.

Starting with the CS driver, the design analyzes
several approaches to select the fzgg__tesf one. With
four rows of devices, there are four CS signals to be
generated. A 2-to-4 line decoder like the 74S138is a
possible solution. It is compact, but has two
detriments: long propagation delay and
insufficient drive capability. Propagation delay
from enable is 11 ns. Enable is driven by board
selection which arrives later than the binary
inputs. Splitting the RAMs into two 4x8 arrays
eases the drive requirement but the demultiplexer
must still drive eight devices at 5 pF each — or 40
pF total — which adds 1.75 ns to the delay. More
importantly, signal drive is required to switch
cleanly and maintain levels in spite of crosstalk
and reflections. A 745240 buffer will solve this but
in the process consumes an additional 9 ns.

A second and preferred approach is to use a dis-

crete decoder to decode and drive the CS signals.
Four input NAND buffers — 74S40 — fulfill this
function. Addresses A;2 and A;s are inverted via
74804, providing true and compliment signals to
the buffer for decoding. As shown in Figure 31, the
delay is 11.5 ns. Propagation delay for the 74540 is
specified into a 50 pF load, eliminating the
additional loading delay. Left and right drivers —
CSXL and CSXR — are in the same package to
minimize skew between left and right bytes of
data. All of the decoders are enabled by Board
Select to prevent rows of devices on several boards
from being simultaneously active. Board Select is
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a true input, defining the output from the Board
Select decoder.

In the Board Select decoder, the high order ad-
resses are matched to hard-wired logic levels
generated with switches for flexibility. Changing
a switch setting shifts the 16K range of the board.
Comparison of the switch setting and the address
can be accomplished with an exclusive-OR, a

" 74S86. NANDing all the exclusive-OR outputs will

generate a Board Select signal. Unfortunately,
this signal is active-low, requiring an additional
inverter as in Figure 32A, and it also consumes
225 ns to decode. An MSI solution to board
selection is a 4-bit comparator — 74585 — which

+V,
MAX PROP DELAY = 11.5 ns ce

<
<
<

BRD
SEL

Figure 31. CS Decode

;.\ND—

830 S04 BRD
SEL

AN-1 D

'S88
l MIN PROP DELAY 3.5+2.25+1.5=7.25ns
= MAXPROPDELAY 10.5+ 7 + 6§ =226ns

Figure 32A.

BRD
SEL

'S04 '$260

MIN PROP DELAY = 1.5 + 2 = 35ns
MAX PROP DELAY = 5+ 6 =11ns LSKEW7.5ns

Figure 32B. Board Select
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. consumes less board area and propagation delay
is improved at 16.5 ns. ’

The best solution is attained by inverting the high
order addresses to generate true and compliment
'signals. the appropriate signal is connected into a
745260, 5-input NOR. With an active-high output,
maximum delay is 11 ns as in Figure 32B.

Critical path timing is the sum of the latch, Board
Select, and CS delay times. In this example, latch
delay is 6 ns, Board Selectis 11 ns and CS decode is
11.5 ns for a total of 28.5 ns. One additional delay
— trace delay — must be included for a complete
solution. Each 74S40 drives eight MOS inputs
having 5 pF/device for a load of 40 pF. Trace
capacitance is calculated on 5 in. of trace, At 1.5
pF/in., trace capacitance is 7.5 pF. Trace delay
calculated from equation 3 is 1.9 ns.
tp! =1.8ns x5 in.

R i2ingt 10 pF
tp! =19 ns 7.5 pF
Total worst case maximum critical path delay has
been calculated to be 30.4 ns (28.5ns + 1.9 ns). With
the addresses shifted in time by an amount equal
to the worst case delay, device and system cycle
start are coincident. Start of system access and
device access differ only 0.4 ns when the addresses
are shifted 30 ns. From the system cycle start,
access is stretched by 0.4 ns as shown in Figure 33.
Thus, with a 35 ns 2147H-1, data is valid at the
output of the device 35.4 ns after the start of the
cycle. '

1+

ADDRESS )(
|

o : t NN
—> 10.9ns

- 30 4ns -

)
(———30"8——)‘!

Figure 33. CS Decode Time

MEMREQ

The minimum delay also must be calculated. With
addresses valid prior to the start of the cycle, CS
decoding can start in the previous cycle. If it
occurs too soon, the previous cycle will not be
properly completed. Minimum delay time is the
sum of the minimum propagation delays plus
capacitive loading delay plus trace delay.
Capacitive loading delay is less than 0.4 ns and
ignored. Minimum delay through the TTL is 9 ns,
and added to trace delay results in a total of 10.9
ns.

From address change, the maximum delay in the
critical path is 30.4 ns while the minimum is 10.9
ns. The difference between these two times is skew
and will be important in later calculations.

ADDRESSES

Lower order addresses (Ao-A11) arrive at the de-
vices earlier than CS because they are not
decoded. Consequently, the address drivers do not
have a critical speed requirement. Once through
the 6 ns latch, addresses have 24 nsto arrive at the
devices.

While speed is not the primary prerequisite, drive
capability is. Address drivers are located in the
center of the board, dividing the array into two sec-
tions of 32 devices each. For the moment, assume
one driver drives 32 devices as in Figure 34A.Each
device is rated at 5 pF/input, resulting in a load of
160 pF. In addition, there are four 5-in. traces —
one for each row. twenty inches of trace equates to
30 pF. Total capacitive load is 190 pF. A 74S04 is
specified at 5 ns delay into 15 pF. The increased
capacitive load is 175 pF, which at 0.05 ns/pF in-
creases the delay by 8.75 ns. Under these condi-

- tions the worst cast driver relay is 5 ns plus 8.75 ns,

totalling 13.75 ns. It is 10 ns earlier than the 24 ns
available.

‘ ' N ol :TEC,_

v”—-)
||H

o o

Figure 34A. Address Driver

The first impression is that this is sufficient, but
the effect of crosstalk must be considered. For
example, as shown in Figure 35, éach trace has
inductance, and parallel traces take on the
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characteristics of transformers. When a signal
switches from a one level to a zero level, its driver

[

Lo

()8

e
-

IR
.

Lo

i
.

>
A

Figure 34B. Address Drivers

I‘\
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.
.

2N

AN-1

=

Figure 35. Cross Talk

ADDRESS X
sLow TS — —
FAST C$ \
FAST ADDR Y
e N A
Figure 36A.
SLOwW C§ ""‘\ J/ —
FAST C§ \
ADDR X
W | N/ |

Figure 36B. Race Condition Between Address and WE
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can sink 20 mA, inducing a transient in an
adjacent trace. If the adjacent signal is switching
to a one level, only 400 pA of a source current from
the driver is available. The induced current will
generate a negative spike, driving the signal at a
one leval negative. Additional time of 10 to 15 nsis
required to recover and re-establish a stable one
level. This may prevent stable address at the start
of the cycle. Recall:

._ Ay _ v
1—Cdt ordt=C

i

i = instantaneous current
C = capacitance

where:

d
&, voltage time rate of change

The term dv/dt can be maximized by increasing i
or decreasing C. Current can be doubled by using a
driver like a 745240, but it draws 150mA supply
current. In a large system the increased power is a
disadvantage because it requires a larger power
supply and additional cooling.

A better alternative is to reduce the capacitance,
which results in a corresponding increasein dv/dt
for quick recovery. Splitting the loads to 16 devices
reduces the capacitance and allows a low power
driver, like a 74504, to be used, as in Figure 34B.
This has the double effect of decreased propaga-
tion delay and providing sharp rise and fall times.

Now, there are only 10in. of trace or 15 pF load and
16 devices, representing 80 pF for a total of 95 pF.
Again, the S04 delay is 5 ns into 15 pF, but the
stretched delay due to 80 pF is only 4.0 ns for a
total of 9.0 ns. Stable addresses are guaranteed at
the start of the cycle.

DATA PATH

Next in line for analysis is the data path.
Reference to the system block diagram shows that
the data is latched into the board on a write cycle
and buffered out during a read cycle. Data latches
are constructed from 74S158 quad two-input
multiplexers. Because the data bus is
bidirectional, 74S240 three-state drivers are used
for output buffers.

All that remains to complete the board access com-
putation is the calculation of the output propaga-
tion delay. Output delay of the active RAM is
caused by the capacitance loading of its own out-
put plus the three idle RAMs, the input
capacitance of the 745240 bus driver and trace
capacitance. Output capacitance of the 2147Hs is
6 pF/device for a subtotal of 24 pF; input
capacitance of the 745240 is 3 pF and trace
capacitance of a 5-in. trace is 7.5 pF. total load
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capacitance is 34.5 pF, and access time of the
2147H is specified driving a 30 pF load. Calculated
loading is close enough to the specified loading to
eliminate any significant effect on the access
calculations. Had there been a difference, the
effect would have been included in the calculation.
As previously calculated, transit time of the trace
is 1.6 ns. Adding this to the 7 ns delay through the
745240 bus driver results in an 8.6 ns output
propagation delay from the RAM output to the
bus.

Total access is 35.4 ns plus 8.6 ns output delay for a
total access of 44 ns. The efficiency of this system
fs: 35

Eff = 2o 80%

TIMING AND CONTROL

Timing and control gating regulates activity on
the board to guarantee operation in an orderly
~ fashion. This gating latches addresses, controls
the write pulse width and enables the three-state
bus drivers. In addition, accurately generated
timing compensates for skew effects.

In anticipation of the next cycle, the latch must be
opened for the new address. When the current
cycle has completed 50 ns, the latches are again
opened. The next cycle might not begin 30 ns after
the latch is opened because the system may skip
one or more memory cycles. Therefore, a signal
from the next active cycle must close the latch. In
operation, a buffered Memory Request signal
latches the addresses.

The write pulse is controlled to guarantee set-up
and hold times for data and address and to
prevent an overlap of CS and write enable from
different cycles. To understand the consequences,
consider the following example.

Assume two memory banks, one has a minimum
CS and the other has a maximum delay path in
CS and both have a minimum address delay.

Assume that WE is a level generated from a write
command as shown in Figure 36A. The operation
under examination is a write cycle into the bank
with fast CS followed by a read cycleinto the bank
with slow CS.

Both the write cycle and theread cyclehavedevice
specification violations. In the write cycle, the ad-
dresses change prior to CS and WE becoming
inactive; that new address location may be written
into. In the read cycle, the address change_is
correct but WE is still active and the fast CS
begins too soon, performing a non-existent write
cycle. Clearly, controlling the width of WE will
solve the problems.

Figure 36B shows the proper operation controlled
with timing. ,

Finally, the data output buffers, controlled by
timing signals, are enabled only during a read
cycle while the board is selected preventing bus
contention with two or more boards in the system.
More importantly, timing" disables the output
prior to the start of the next cycle, allowing input
data to be stabilized on the bidirectional data bus
in preparation for a write cycle.

TIMING GENERATION

Having discussed the philosophy of timing and
control, we can now focus on the specifics of
address latching, write pulse generation and
output-enable timing. To perform these functions
timing can be generated from one of three sources:
clock and shift register, monostable
multivibrator, or delay line.

CLOCKED SHIFT REGISTER

A clocked shift register circuit is shown in Figure
37 consisting of a D-type flip flop and an 8-bit shift
register.

MEMREQ

. LATENCY
Figure 37. D Flip-Flop and Shift Register

On the leading edge of MEMREQ, the Q output of
the D flip flop is clocked to a one state, enabling a
“one” to be propagated through the shift register.
The one is clocked into the first stage of the shift
register on the first clock edge after the A and B
inputs are “ones”. After the clock, the output QA
goes true which subsequently clears the D flip flop,
clocking zeros into the register to create a pulse
one clock period wide.

The accuracy and repeatability depends primarily
on the accuracy and stability of the clock. Crystal
clocks can be built with +0.005% tolerance and less
than a 1% variation due to temperature.

An inherent difficulty is the synchronization of
Memory Request and the clock. At times there will
be a latency of one clock cycle between Memory
Request and the actual start of the cycle when
Memory Request becomes active just after the
clock edge. Assuming an 80 ns cycle and 20 ns
clock, the latency can be 20 ns or 25% of a cycle
stretching both access and cycle accordingly. A

. second difficulty of this circuit is caused by the

asynchronous nature of the clock and the Memory
Request. The request becomes active just prior to
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the clock and the set-up time of the latch is
violated, the output QA “hangs” in a quasi-digital
state and could double or produce an invalid pulse
width; this and the latency hinder effective use in
high speed design.

MONOSTABLE MULTIVIBRATOR

The second possible timing generator is a series of
monostable multivibrators, using a device such as
the AMD Am 26S02 multivibrator. It has a
maximum delay from input to output of 20 ns and
an approximate minimum of 6 ns. However, with a
delay of 20 ns, the monostable multivibrator offers
no advantage over the clocked generator. Having
a minimum pulse width of 28 ns, the one-shot
offers no improvement over the 50 MHz clock, but
in fact the performance is worse because it is more
temperature and voltage sensitive. The pulse
width is dependent on the RC network composed
of resistors and capacitors that are temperature
sensitive. Consequently, repeatability leaves
something to be desired.

DELAY LINE

The third and best choice is a delay line. This
design uses STTLDM-406 delay lines from EC?
with tapped outputs at 5 ns increments. In
operation, Memory Request activates an R-S flip
flop fabricated from cross coupled NAND gates.

The output of this circuit starts the memory cycle.
Consequently, the cycle starts 5 ns after Memory
Request compared to 20 ns for the other two timing

generators. The leading edge travels down the
delay lines. When the edge reaches the 25 ns tap,
the outputisinverted and fed back to the R input of
the R-S flip flop, shaping the pulse to width to 25
ns. Twenty-five nanoseconds was chosen to match
as close as possible the write pulse width. A 25 ns
pulse limits the Memory Request signal width to
less than 25 ns to insure proper operation.
Otherwise, the R-S flip flop will not clear until
Memory Request returns to a one level. As the
pulse travels down the delay lines, it acquires
additional skew of £1 ns per delay line package for
a total of 6 ns overall. Figure 38 shows several
timing pulses and the uncertainty of each edge cal-
culated by worst case. timing analysis. The
remaining problem is selection of timing edges to
operate the device. Now that the timing chain is
completely defined, specific details of the address
latch, write pulse and output enable can be
completed.

ADDRESS LATCH TIMING

An R-S flip flop activated by. MEMREQ latches
the addresses. A second signal which we will now
calculate is used to open the latch. This signal has
two boundaries. If the latch opens too late, the
access of the cycle will be extended; if it opens too
soon, the current cycle will be aborted. Skew
through the R-S flip flop is 1.75 ns to 5.5 ns and
skew in the latch from enable to outputis 4 nsto 12
ns for a total skew of 6 to 17.5 ns. With this skew
added to the 30 ns address set-up time, the latch
opening signal must be valid at 36 ns best case or

Teo T10 Tao To T10 T20 T30

Tso Teo Tr0 Tao To

S G— ADDRESS
wewes L1
[T . | )|
TAP 10 =
TAP 25 I T T 1
TAP 30 | — | |
TAP 35 I L 1
TAP4D I J T 1
TAP a5 [ I [ | I
TAP 50 | T 1
TAP 55 [ ] 1 1
TAP 60 I J | I —
TAP 65 — T ————————
TAP 70 [ I | 1
J E— Tap75 L 1 [ ] | A

Figure 38. Timing Chain
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47.5 ns worst case prior to the start of the memory
cycle. Each cycle is 80 ns long, therefore, the latch
opening signal must begin 44 ns or 32.5 ns,
respectively, in the preceding cycle. From the
delay line timing diagram, ‘T35 will satisfy the
worst case requirements for opening the latch and
T 25 best case. In production, each board is tuned
by selecting T25, T30, or T35 to open the latch,
guaranteeing it opens between 35 and 30 ns prior
to the start of the cycle.

WRITE PULSE TIMING

The next timing to be calculated is the write pulse.
Figure 39 shows the three parameters which
define the write pulse timing: data set-up time,
write pulse width and write recovery time. Data
set-up is assured by having data valid through
the entire cycle.

ADDRESS
‘WE ___\

DATA

tpg———>>
—

Figure 39. WE Constraints

Placement of WE in the cycle is controlled by
address change to comply with twR. From
previous calculations the earliest addresses can
change is 50 ns, which defines the end of the WE
signal. Our calculations begin at the device and
work back to the timing edge. Eight devices
constitute a 40 pF load and a 74540 is specified for
a 50 pF load, reducing delay by 0.5 ns when
driving 40 pF. Trace delay and 74S40 delay is 3.5
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to 8 ns. Subtracting 8 ns from 50 ns sets the
termination of the write timing edge at 42 ns.
Using the inversion of T25 will end the write pulse
at 43 ns with 7 ns to spare.

Data set-up time is guaranteed because data is
valid 6 ns (the worst case delay through the latch)
after the start of MEMREQ.

OUTPUT ENABLE TIMING

There is a 5.5 ns delay through the address driver
providing minimum device cycle of 50 ns. As a
result the earliest data can disappear from the bus
is at 54 ns because of delay through the output cir-
cuit. To select the timing tap for the output enable,
the skew of the enable circuit is subtracted from'
the system access time.

Subtracting the 28 ns skew of the buffer enable cir-
cuit from the 44 ns access time of the system shows
that the latest the timing edge can occur is 16 ns,
which is satisfied by edge T10. The trailing edge,
however, ends at 37 ns and with minimum propa-
gation delays the bus would become three-stated
at 44 ns, coincident with data becoming valid.
ORing T20 with T10 will guarantee the output is
valid until 54 ns, minimum. Selecting a timing gap
between T35 and T50, depending on the
propagation delay in the enable circuit, disables
the output at 70 ns, allowing input data to be valid
for 10 ns prior to start of cycle. The complete
schematic is shown in Figure 40.

SUMMARY

The 2147H is an easy-to-use, high speed RAM. The
problems in a memory system design are the result
of inherent limitations in interfacing. Largest of
these is skew, which the designer must strive to
minimize. In this example, skew consumed 45 ns
of an 80 ns cycle while device access time was
extended by only 10 ns, resulting in an 80%
efficiency.
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1. INTRODUCTION
The Intel® 2164A is a high performance, 65,536-word by

1-bit dynamic RAM, fabricated on Intel’s advanced.

HMOS-D III technology. The 2164A also incorporates
redundant elements to improve reliability and yield.
Packaged in the industry standard 16-pin DIP configur-
ation, the 2164A is designed to operate with a single
+ 5V power supply with + 10% tolerances. Pin 1 is left
as a no-connect (N/C) to allow for future system up-
grade to 256K devices. The use of a single transistor cell
and advanced dynamic RAM circuitry enables the
2164A to achieve high speed at low power dissipation.

The 2164A is the first commercially available dynamic
RAM to be manufactured using redundant elements and
also features single +5V operation, low input levels
allowing —2V overshoot, a wide tgcp timing window,
low power dissipation, and pinout compatibility with
future system upgrades. These features make the 2164A
easy and desirable to use.

2. DEVICE DESCRIPTION

The 2164A is the next generation high density dynamic
RAM from the 2118 + 5V, 16K RAM. Pin 1 N/C pro-
vides for future system upgrade of 64K to 256K sockets.
The 2164A pin configuration and logic symbols are
shown in Figure 1.

Sixteen bits are required to address each of the 65,536
data bits. This is accomplished by multiplexing the

16-bit address words onto eight address input pins. The
two 8-bit address words are latched into the 2164A by
the two TTL level clocks: Roy__A_ddress Strobe (RAS)
and Column Address Strobe (CAS). Noncritical timing
requirements allow the use of the multiplexing tech-
nique while maintaining high performance.

Data is stored in a single transistor dynamic storage cell.
Refreshing is required for data retention and is accom-
plished automatically by performing a memory cycle
(read, write or refresh) on the 128 combinations of RAy
through RAg4 (row addresses) during a 2-ms period. Ad-
dress input A7 is a ‘‘don’t care’’ during refresh cycles.

3. DEVICE OPERATION

3.1 Addressing

A block diagram of the 2164A is shown in Figure 2. The
storage cells are divided into four 16,384-bit memory ar-
rays. The arrays are arranged in a 128-row by 128-
column matrix. Each array has 128 sense amplifiers con-
nected to folded bit lines. .

Figure 3 depicts a bit map of the 2164A and also shows
the Boolean equations necessary to enable sequential
addressing of the 16 required address bits (Ap-Ajs).
There is no requirement on the user to sequentially ad-
dress the 2164A; the bit map and Boolean equations are
shown for information only.

BLOCK DIAGRAM

PIN . LOGIC
CONFIGURATION SYMBOL
Ao~ 128 x 128 CELL ‘gz‘wﬂ 128 x 128 CELL Voo
— Ao MEMORY ARRAY MEMORY ARRAY Vs
—]a A} -—
-,
As Az —] 128 SENSE AMPLIFIERS 128 SENSE AMPLIFIERS
— A
—a
A—| 8BIT 10F e
—{#  Oour f— ADDRESS /2 (1 OF 128 112 (1 OF 12 vo |of ST [ oour
I LATCH COLUMN DECODERS) COLUMN DECODERS) GATING
—f ras Ad—n] .
—ocas 128 SENSE AMPLIFIERS 128 SENSE AMPLIFIERS
—0| WE As |
As—n] 128 x 128 CELL o 128 x 128 CELL
MEMORY ARRAY MEMORY ARRAY
Ao-A;  ADDRESS INPUTS A7 —»|
GRS COLUMN ADDRESS STROBE
Dout DATA OUT
T [
RS ROW ADDRESS STROBE ROW COLUMN Py DATA
RAS —»| CLOCK cLocK INPUT
Voo POWER (+ 5V). CLOCK
BUFFER BUFFER BUFFER
Vs GROUND
Cas
i WE
™

Figures 1 & 2. Intel 2164A Pin Assignments and Block Diagram
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3.2 Active Cycles

When RAS is activated, 512 cells are simultaneously
sensed. A sense amplifier automatically restores the
data. When CAS goes active, Column Addresses CAq-
CAg choose one of 128 column decoders. CA; and RA;
gate data sensed from the sense amplifiers onto one of
the two separate differential I/0O lines. One 1/0 pair is
then gated into the Data Out buffer and valid data ap-
pears at Doyr. '

Because of independent RAS and CAS circuitry, succes-
sive CAS data cycles can be implemented for transfer-
ring blocks of data to and from memory at the maxi-
mum rate — without reapplying the RAS clock. This
procedure is called Page Mode operation and is de-
scribed in more detail in Section 4.6. If no CAS opera-
tion takes place during the active RAS cycle, a refresh-
only operation occurs: RAS-only refresh.

3.3 Storage Cell

The basic storage cell is shown in Figure 4. Note that the
2164A uses two dummy cells on each bit line to help
compensate for alignment effects. Data is stored in
single-transistor dynamic RAM cells. Each cell consists
of a single transistor and a storage capacitor. A cell is ac-
cessed by the occurrence of row select (RAS) clocks
Ag-A7 into the address pins, followed by column select
(CAS) multiplexing Ag-A; 5 into the address pins.

ROW BIT

SELECT I I T § SNe
SELECT —_—
TRANSISTOR |
63 STORAGE CELLS AND

‘2 DUMMY CELLS

STORAGE e

NODE
] "
;

gt
d &

Vpp O

Figure 4. Storage Cell

3.4 Charge Storage in Data Cell

Data is stored in the 2164A memory cells as oné of the
two discrete voltage levels in the storage capacitor — a
high (Vpp) and a low (Vgg). These levels are sensed by
the sense amplifiers and are transmitted to the output
buffer. Sensing of stored levels is destructive, so
automatic restoration (rewriting or refreshing) must
also occur.

The charge storage sensing mechanism for a stored low
is described in Figure 5. The Vpp storage plate creates a
potential well at the storage node. For a stored low, the
charge is stored in the cell relative to the storage plate
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(Figure 5b). The bit sense line is precharged to Vpp
when RAS is high (Figure 5c). During an active cycle,
the row select line goes high, and the charge is re-
distributed (shared) with the bit sense line (Figure 5d).
The sense amplifier detects the level from the cell and
then reinstates full levels into the data cell via a capa-
citive bit line restore circuit. At the end of the active cy-
cle, the row select line goes low, trapping the data level
charge on the stored cell.

3.5 Data Sensing

The 2164A sense amplifier compares a stored level to a
reference level (Vgg) in a special, non-addressable stor-
age cell called a dummy cell.

ROW SELECT
GATE

n%

Vpp STORAGE
PLATE

L

CIRCUIT DIAGRAM OF BASIC
STORAGE CELL

™ BIT/SENSE '
LINE

)
* % o ] CROSS SECTION OF BASIC

STORAGE CELL
\ e—» 6 e —e 0 e
o \Leaze_ e, ,l

e)

BASIC CELL DURING

° PRE-CHARGE

BASIC CELL IS ROW SELECTED
CHARGE IN CELL REDISTRIBUTED
WITH BIT LINE

y y
e
o e

ROW SELECT GATE IS DESELECTED

ABe0A

Figure 5. Sensing

Figure 6 depicts a simplified schematic of the 2164A
sense amplifier. The sense amp contains a pair of cross-
coupled transistors (Q1 and Q2), two isolation transis-
tors (Q3 and Q4), and a common node which goes low
with SAS (Sense Amp Strobe) and activates the sense
amp. The bit-sense lines (BSL and BSL) run parallel out
from the sense amp in a folded bit line approach. Each
bit line contains 64 data cells and two dummy cells. The
double dummy cell arrangement helps limit the effect of
mask alignment on sensing margins by having a dummy
cell oriented in the same direction as the data cells.

The folded bit line approach has several advantages,
one of which minimizes the effect of interbit line sub-
strate noise and I/0 coupling by providing common
mode noise rejection. This sense amp arrangement uses
metal bit lines and polysilicon word lines.
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Figure 6. Sense Amp

To eliminate sensing problems, a three-step sensing
(Figure 7) is employed in the generation of Sense Amp
Strobe clock (SAS). Device A is triggered by the sense
strobe clock. This device pulls down slowly and when
fed back, triggers the two gates D and E. When SAS is
low enough, device B turns on, pulling the SAS line
lower and at a later time, device C pulls SAS down hard.
If sensing occurs too quickly, the sense amp becomes
sensitive to capacitive imbalance and sensing errors
might happen. This design eliminates excessively fast
sensing which can occur when two sense strobe clocks
are being used.

—{

Figure 7. Intel® 2164A Sense Amp Clocks

kK
SENSE

STROBE >4
CcLocK

3.6 Precharge

A precharge period is required after any active cycle to
ready the memory device for the next cycle. This occurs
while RAS is high. The bit lines are precharged to Vpp,
while the dummy cells are precharged to Vgg. During
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precharge, the row select and dummy select lines are at
Vgs, isolating the cells from the bit lines. When RAS
goes low, the precharge clock goes low, ending the pre-
charge period. .

3.7 Data Sensing Operation

The row select and dummy select gating are arranged so
the selected data and dummy cells are on alternate bit
lines of the sense amp (Figure 6). The row select and
dummy select lines go high simultaneously, resulting in
concurrent charge redistribution on the bit lines. The °
relationship between the word select lines and the effect
of concurrent charge redistribution on the bit lines is
shown in Figure 8. An approximate 250 mV differential
results from this charge redistribution.

WORD SELECT LINES (DUMMY AND DATA)

Vss

TIME (ns)

DATA BIS LINE (STORED HIGH)

T e e —— —— ———
RN DUMMY B/S LINE I 250 mv
~
S~ g 250 mV
4 DATA BIS LINE (STORED LOW)
ves L
TIME (ns)

BIT LINES DURING CHARGE REDISTRIBUTION AB43A

Figure 8. Sensing Voltage Waveforms
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After charge redistribution, the sense amp is activated.
The sense amp amplifies the differences in the resultant
voltages on the bit lines. The line with the lower voltage
potential is driven to Vgg. The other line remains at a
relatively high level, as shown in Figure 9.

3 RESTORING
3 STORED HIGH
o
3
g [
I
z SENSE AMP
Z Acnvmonl
@
RESTORING STORED LOW
Vgs |— — — .‘_ P
|

TIME (ns)

ABaa

Figure 9. Bit/Sense Line Voltage

The bit line boost circuitry is shown in Figure 10. Dur-
ing sense operations, the boost capacitors are isolated.
After sensing, the bit line with a ‘‘0”” has the capacitor
turned off (Vgs=~0) and, conversely, the bit line with a
‘1’ has the capacitor turned on. The boost clock will
turh on and boost the 1-level up above Vpp, giving
maximum charge stored in the cell.

4
BSL {
BSL )
BSL !

BIT LINE BOOST

BOOST cLock

ISOLATION
cLock
A:l.i

Figure 10. Bit Line Restore

3.8 Data Storage

Figure 11 shows how the 1/0 lines from each quadrants’
sense amps are multiplexed onto the final pair of I/0

lines. The 1/0 is a pair of opposite polarity data lines
(I/0 and 1I70) which are connected to the Data Input
(Dn) and Data Output (DoyT) buffers. Data is differ-
entially placed on the 1/0 lines during read operation
andI multiplexed to the final 170 lines. During a write
cycle, data is differentially placed on the final 1/0 lines
from Dyy and decoded onto the internal I/O lines.
Stored levels are determined by CA7 column and RAy
row exclusive-ORed product and then exclusive-ORed
again with Dyy (Figure 3). Stored levels are decoded
during Doyt operation and have no effect on device
use.

3.9 Address Latches

The 8-bit row and column address words are latched
into’internal address buffer registers by RAS and CAS.
RAS strobes in the seven low-order addresses (Ag-A7)
both to select the appropriate data select and dummy
select lines and to begin the timing which enables the
sense amps. CAS strobes in the eight high-order ad-
dresses (Ag-Ajs) to select one of the column decoders
and enable 170 operation.

Figure 12 shows a simplified 2164A address buffer. As
@1 goes low, the address input level is trapped via Q1
and similarly, Q2 traps Vggr. Since Vygp is about
halfway between a low (0.8V) and a high (2.4V), either
Q3 or Q4 will turn on harder than the other. Then as ¢,
becomes active, the cross-coupled latch will change
states. As this happens, the load transistor (Q5 or Q6)
on the lower side (Vrgp or Apn) will turn off, minimiz-
ing power. As ¢3 now becomes active, the address level
appears internally at Ax with the complement at 'A_x

The combination of substrate bias and high-speed input
buffers allows input overshoots of —2 volts. This is an
important specification when designing high-speed
switching circuitry driving highly capacitive address
busses. Allowing negative overshoots on the address

D, LN . 19 D, LLE I
D 0 'oUT 'ouT
On—>1 gurfern |2 ] oriver HIO Buffer |-Dol opRivER [~ Dovr
10
Arm — pECODER
[—— H
/0!G PAIRS ands !

Figure 11. Data l/O
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lines means minimum termination of address drivers
and increased system performance. This is because a ter-
minated signal (Figure 13) has a slower transition and
hence a delay in access time. It is important to note the
two advantages to this type of address buffer; first, in-
creased operating speed, and second, a more generous
timing window in the multiplexing of the address words.

Voo Voo
%5 b3 $:—|
Ax Ax
- -

Voo b2 Voo
72 ko
—— [ Qs Qg }___l
| ST T= !

N g_‘ ‘1 b1

1
Q,

"I'I—L" Vege
Q,

AsazA

SIMPLIFIED 2164A ADDRESS BUFFER

Figure 12. 2164A Simplified Address Buffer
Circuitry

2av NON-TERMINATED
SIGNAL

08V *

Vss
06V —— ——

S T NEGATIVE OVERSHOOT
—20v ——
* —>‘ ’4— Tr

ViL (min)

TERMINATED
SIGNAL

Figure 13. TTL Overshoot

3.10 Data Output Buffer

As shown in Figure 14, the output buffer has a push-
pull transistor configuration in which no dc power is
dissipated when active.
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110

D,
BUFFER our

——

Asay

Figure 14. Simplified Output Buffer Circuit

3.11 Data Input/Output Operations

The 2164A contains a Data Input latch which is con-
trolled by the logical NAND function of RAS, CAS,
and Write Enable (WE) during the active states (Figure
2). During an early write cycle, where WE WE goes low
before CAS goes low, the falling edge of CAS operates
the latch. In a late write (or Read-Modify-Write) cycle,
where WE goes low after CAS, the input is latched by
the falling edge of WE.

The 2164A Doyr has three-state capability controlled
by CAS. When CAS is at ViH, the output is in a High
Impedance (Hi-Z) state. The Doyt states for various
operating modes are shown in Table 1. For a Read or
Read- Modify-Write cycle, Doyt will remain in the Hi-
Z state until the data is valid, whereupon it will go to
Vou or VoL, depending on the data.

Table 1. Intel® 2164A Data Output Operation for

Various Types of Cycles

Type of Cycle

Data Output State

Read Cycle

Early Write Cycle

m-Only Refresh Cycle

-CT'\E-Only Cycle

Read/Modify/Write
Cycle

Delayed Write Cycle

Hidden Refresh Cycle

Page Mode Read Cycle
(Entry or Internal
Cycle)*

Page Mode Write Cycle
(Entry or Internal
Cycle)*

Page Mode R/M/W
Cycle (Entry or
Internal Cycle)*

Data from Addressed
Memory Cell

Hi-Z

Hi-Z !

Hi-Z

Data from Addressed
Memory Cell

Indeterminate

Data from Addressed
Memory Cell

Data from Addressed
Memory Cell
Hi-Z

Data from Addressed
Memory Cell

* The entry cycle is the first cycle of the page and the internal cycles

are the subsequent cycles of the page operation.
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For an ‘“Early’’ Write cycle, Doyt remains in the Hi-Z
state which allows ‘‘wire-OR” for Dyy and Doyr.
Doyt is indeterminate for the period between an
““Early’’ Write (twcs=0) and a Read-Modify-Write
cycle (trwp>trwp min and tcwp>tcwp min). A
RAS-only refresh cycle or a CAS-only cycle will have no
effect on Doyt which will remain in the Hi-Z state.
Doyt remains valid from access time until CAS goes
high. Holding CAS low and taking RAS high will not
affect the state of the Doyt. The Doyt remains valid
following a valid Read cycle regardless of the number of
subsequent RAS-only cycles performed on the device up
to the tcas max limit. These secondary RAS cycles are
RAS-only refresh cycles to the 2164A.

3.12 Power-On

An initial pause of 500 us is required after the applica-
tion of the Vpp supply, followed by a minimum of eight
(8) initialization cycles (any combination of cycles con-
taining a RAS clock such as RAS-only refresh) prior to
normal operation. Eight initialization cycles are required
after extended periods of bias (greater than 2 ms) with-
out clocks. The Vpp current (Ipp) requirement of the
2164A during power on is, however, dependent upon the
input levels of RAS and CAS and the rise time of Vpp as
shown in Figure 15.

ST
: s A 1]
S0 So
s z5
< <
E E
s La
g 8]
% 3 § 3
RAS=Vpp RAS=Vpp

Z2 CAS=Vpo—| 2 2 CAS =Vpp
a % l
? 4 o 4
| |
a o
a o

0 50 100 150 200 ° 0 20 30 4

TIME (us) TIME (5)

1100

Figure 15. Typical Ipp vs. Vpp During Power Up

If RAS = Vgg during power on, the device may go into
an active cycle and Ipp would show spikes similar to
those shown for the WE/ETS timings. It is recom-
mended that RAS and CAS track with Vpp during
power on or held at a valid Vyy.

4. DATA CYCLESITIMING

A memory cycle begins with a negative transition of
RAS. Both the RAS and CAS clocks are TTL compati-
ble. The 2164A input buffers convert the TTL level sig-
nals to MOS levels inside the device.
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RAS and CAS have minimum pulse widths as specified
in the 2164A Data Sheet. These minimum pulse widths
and cycle times must be maintained for proper device
operation and data integrity. A cycle, once begun, must
be within specification. :

‘Figure 16 briefly summarizes the various active cycles

which are discussed in paragraphs 4.1 through 4.6.

4.1 Read Cycle

A Read cycle is performed by maintaining WE high dur-
ing a RAS/CAS operation. The output pin of a selected
device remains in a high impedance state until valid data
appears at the output within the specified access time.

Device access time, tacc, is the longer of two calculated
intervals:

Eq. (1) tacc=trac or
Eq. (2) tacc=trcp +tcac

Access time from RAS (tgac), and access time from
CAS (tcac), are device parameters. Row to column ad-
dress strobe delay time, trcp, is @ system-dependent
timing parameter. For example, substituting the device
parameters of the 2164A-20 yields:

Eq. 3) tacc =trac =200 ns for 35 ns<tpcp <80 ns

Eq. (4) tacc=trcp +tcac=trcp + 120 ns for
trcp >80 ns

Note that if 35 ns<tgrcp =80 ns, device access time is
determined by equation 3 and is equal to tgac. If
trep >80 ns, access time is determined by equation 4.
This 45 ns interval (shown in the trcp inequality in
equation 3), in which the falling edge of CAS can occur
without affecting access time, allows for system timing
skew in the generation of CAS. This allowance for tycp
skew is designed in at the device level to allow the fastest
access times to be utilized in practical system designs.

4.2 Write Cycles

4.2.1 EARLY WRITE CYCLE

An early write cycle is performed by bringing WE low
before CAS. Dy is written into the selected bit. Doyt
remains in the Hi-Z state.

4.2.2 LATE WRITE CYCLE

A late write cycle happens after RAS and CAS go low.
During a late write cycle, tpwp and tcwp (RAS and
CAS delays to Write Enable) minimum timings are not
met. Since there is no guarantee that Doyt will remain
in a Hi-Z state, the condition of Doy is indeterminate.
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4.3 Read-Modify-Write Cycle
(Delayed Write)

A Read-Modify-Write (R-M-W) cycle is performed by
bringing WE low after RAS and CAS are low. Here,
trwp and tcwp minimum timings are satisfied. Doyt
has had time to become valid and is now latched by CAS
remaining low. As WE goes low, a write begins, trans-
ferring the data from Dyy to the cell as Doyt remains
active with the previous data.

In any type of Write cycle, DjN must be valid at or
before the falling edge of WE or CAS, whichever is
latest.

4.4 CAS-Only Cycle

A CAS-only cycle has no effect on the 2164A. The
2164A remains in the lowest power, standby condition.

4.5 Refresh Cycle

A cycle at each of 128 row addresses will refresh all stor-
age cells. Any memory cycle — Read, Write (Early
Write, Delayed Write, R-M-W) or RAS-only — re-
freshes the bits selected by the row address combina-
tions of Ag through Ag. Both 32K halves are refreshed,
as the state of Ay is irrelevant during refresh.

READ CYCLE

“EARLY"
WRITE CYCLE

———|<——RAS ONLY CYCLE ——

\ e

<{ VALID

| ———y

)
>
o

|«—— CAS ONLY CYCLE——=|~——READ/MODIFY/WRITE CYCLE —+|=——
j\—_—/____ R .
5 = — e\ ——

LATE WRITE

w—e N/
J\ VALID FROM READ }-——

N/

Dour
— HIDDEN REFRESH CYCLE —_
READ CYCLE RAS ONLY CYCLE
AAS \ o/ \ /
— L
CAs \ /
Dour ————-( VALID >———.—
— PAGE MODE ENTRY PAGE MODE WRITE AGE MO| [—
READ CYCLE N CYCLE |7 READ/MODIFY/WRITE CYCLE
RAS )

=T\ \

= /"

{ VALID )

VALID FROM READ

Qgﬂ

Dour

agso

Figure 16. Intel® 2164A Opgration of Data Output for Various Active Cycles
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4.5.1 READ CYCLE REFRESH

Since Ay is irrelevant for refresh addressing, a row re-
freshes 512 cells. The 256 cells in a specific row ad-
dressed (Ag-Ag, A7) are refreshed as are another 256
cells in the row Ag-Ag, A7. Therefore, addressing a bit
in a row refreshes the 256 cells associated with that row
(Ag-A7). For refresh purposes, row Ag-Ag and Aj is
also addressed as another 256 cells. Therefore, suc-
cessive reads of the 128 row combinations of Ag-Ag re-
freshes the entire array of the 2164A.

This refresh mode is useful only when the memory sys-
tem consists of a single row of devices. When used with
more than one row of devices, output bus contention
will result.

4.5.2 WRITE CYCLE REFRESH

A Write cycle will perform a refresh. However, the
selected cell will be modified to Dyy. This may cause a
change of state of selected cell, while the other 511 cells
are refreshed.

For an Early Write refresh cycle, there will be no output
bus contention since the output remains in the Hi-Z
state. Bus contention will result for Delayed Write or
R-M-W refresh cycles involving more than one row of
devices.

4.5.3 RAS-ONLY REFRESH

A cycle with RAS active refreshes the 2164A. This is the
recommended refresh mode, especially when the mem-
ory system consists of multiple rows of memory devices.
The Doyt’s may be wired-ORed with no bus contention
when RAS-only refresh cycles are performed on all rows
of devices concurrently. The 2164A Doy will remain in
three-state. '

4.5.4 HIDDEN RAS-ONLY REFRESH

The 2164A is designed for ‘‘hidden’’ refresh operation.
Hidden refresh accomplishes a refresh cycle following a
read cycle without disturbing the Doyr. Once valid,
Doyr is controlled solely by CAS. After a Read cycle,
CAS is held low while RAS goes high for precharge. A
RAS-only cycle is then performed and Doy remains
valid. However, for operation in this mode, CAS must
be decoded along with RAS for the Read and Write
cycles. CAS cannot be driven as a common clock to the
entire array since it would cause devices being only re-
freshed to interpret this operation as a RAS/CAS cycle.

4.6 Page Mode Operation

Page Mode operation allows additional columns of the -

selected device to be accessed at a common row address

B

set. This is done by maintaining RAS low while suc-
cessive CAS cycles are performed:

Page Mode operation allows a maximum data transfer
rate as RAS addresses are maintained internally and do
not have to be reapplied. During this operation, Read,
Write and R-M-W cycles are possible. Following the
entry cycle into Page Mode operation, access is tcac de-
pendent. The Page Mode cycle is dependent upon CAS
pulse width (tcas) and the CAS precharge period

-(tcpN)-

5. SYSTEM DESIGN CONSIDERATIONS

Calculating total 2164A power consumption is a simple
task. To illustrate the method of calculating power, an
example system organized as 256K words by 16 bits is
assumed.

The first step is to compute the total 2164A current by
summing the three individual Vpp 2164A supply cur-
rents: (1) operating current (Ippg), (2) standby current
(Ipps), and (3) refresh current (Ippr). The total 2164A
power consumption equals the 2164A current multiplied
by the maximum supply voltage (Vpp). Total system
power consumption is determined by adding the support
circuitry power requirements to the total 2164A power.

Examples of these calculations, along with a power/bit
determination, are presented in following sections.

5.1 Power Calculations

5.1.1 OPERATING CURRENT (Ippo)

Active operating current is determined by the following
equation:

Eq. (1) Ippo=(pp2+IppLO)K

Where: Ippg=the operating Vpp supply current.

K =the number of active devices (selected
at one time by both RAS and CAS).

IppLo = the 2164A output load current (output
leakage current plus the load devices
input current). For example, if four

" devices are dot ORed on the output
line, the output leakage current is the
sum of the input current (IyN) for the
load plus the three leakage currents
(ILo) for the three devices standby.

5.1.2 STANDBY CURRENT (Ipps)

Standby current is determined by the following equa-
tion:

Egq. (2) Ipps=Ipp; xM
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Where: Ipp; =the Vpp supply current.

M =the number of inactive devices (not
selected by RAS; receiving CAS-only
cycles).

5.1.3 REFRESH CURRENT (lppR)

Refresh current is determined by the following equa-
tion:

Eq. (3) Ippr =(Ipp3 X N) (trc/treF) (128)
Where: Ipp3=the Vpp supply current, RAS-only
cycle.

N =the total number of devices in the sys-
tem.

trc =the refresh cycle time.
tRer = the time between refresh cycles.
Since Ipp; is not a full-time current, the- fraction tgc
over trgp represents the duty cycle for one address.

There are 128 row addresses active in generating refresh,
so the duty cycle is multiplied by 128.

Cycle time has a downward scaling effect on the average
operating current according to the following equation:

Eq. (5)

A AR

DDave = DD2 trc (operating)
trc (spec)

' trc (spec)
+ | Ipp1x 1-
trc (operating) =

trc (operating)

At minimum cycle time,

so that worst case Ipp,,z =Ipp2, but as the cycle time
increases, Ipp,yg approaches the standby current,
becoming 6.3 mA @ 10,000 ns cycle time. Figure 5 in the
2164 A data sheet depicts this scaling effect.

5.1.4 TOTAL 2164A POWER

Total 2164A power equals the sum of the three currents
multiplied by the worst case supply.voltage. This is ex-
pressed by the following equation:

Eq. (4) Power=(Ippo + Ipps + Ippr) Vpp(max)

5.1.5 EXAMPLE POWER CALCULATIONS

Assume that we have a 256K word by 16-bit memory
system using the 2164A-20 at' minimum cycle time.
Thus, the following parameters apply:

N =64 devices in system

3-33

K =16 devices active at one time

M =N-K devices in standby
=64-16

48

Referring to the Intel 2164A Data Sheet! and the Intel
8282 Data Sheet2, we obtain the following values:

Ipp; =5 mA, 2164A-20
Ippz =45 mA, 2164A-20, tpc =330 ms
Ipp3 =40 mA, 2164A-20, tggr=2 ms
ILo =10 pA, 2164A-20
Iin=200 pA, 8282

To calculate Ippg:
Eq. (1) Ippo=(Ipp2 +IppLO)K

=(45 mA + [3(10 pA) + 200 xA])16
=1723.68 mA

To calculate Ipps:
Eq. (2) Ipps=(Ipp1)M

=(5 mA)48
=240 mA

To calculate Ippg:

Eq. (3) Ippr = (Ipp3 X N)(trc/trEF)(128)
330 ns (128)

2 ms
=(2560 mA)(.021)
=53.76 mA

=(40 mA x 64)

To calculate total power:

Eq. (4) Power=(Ippo + Ipps + Ippr) Vpp(max)
=5.5V (723.7 mA + 240 mA
+53.8 mA)

=5.59 watts

The power/bit is equal to:
Power/Bit = (Total 2164A Power/Number of Devices)
(Bits per Device)
=5.59(64 X 65,536)
=1.33 pwatts/bit

5.2 Board Layout

An important consideration in system design is the cir-
cuit board layout. A proper layout results in minimum
board area while yielding wider power supply and tim-
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ing operating margins for increased reliability and easier
manufacturability. The key areas of consideration are:

1. Ground (Vgs) and power (Vpp) gridding
2. Power and ground planes

3. Memory array/control line routing

4. Control logic centralization

5. Power supply decoupling

5.2.1 GROUND AND POWER GRIDDING

Ground and power gridding can contribute to excess
noise and voltage drops if not properly structured. An
example of an unacceptable method is presented in
Figure 17. This type of layout results in accumulated
transient noise and voltage drops for the device located
at the end of each trace (path).

b—
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‘ = )
Iu““:: 1 1 1
) - IIH §JI 'ﬁ 1
N 5 | g
T 1. 1 1
) ) )¢ 1
gL 3 J
T 1 1

[ 2164A

Vool + 5V) Vss(GND)

s

Figure 17. Unacceptable Power Distribution

Transient effects can be minimized by adding extra cir-
cuit board traces in parallel to reduce interconnection
inductance (Figure 18).

5.2.2 POWER AND GROUND PLANE

A better alternative to power and ground gridding is
power and ground planes. Although this requires two
additional inner layers to the PC board, noise and sup-
ply voltage fluctuations are greatly reduced. If power
and ground planes are used, gridding is optional but
typically used for increased reliability of power and
ground connections and further reduction of electro-
magnetic noise.

It is preferable on power/ground planes to use circular
voids for device pins rather than slotted voids (Figure
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19). This provides maximum decoupling and minimum
crosstalk between signal traces.
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Figure 18. Recommended Power Distribution —
Gridding
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853

Figure 19. Recommended Voids for Multilayer
PC Boards

5.2.3 MEMORY ARRAY/CONTROL LINE
ROUTING

Address lines should be kept as short and direct as pos-
sible. The lone serpentine line shown in Figure 20 is to
be avoided since the devices furthest away from the
driver will receive a valid address at a later time than the
closer ones. A better way to route address lines is in a
comb-like fashion from a central location as shown in
Figure 21. Routing control and address signals together
from a centralized board area will also minimize skew.
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ADDRESS LINE LAYOUT
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Figure 20. Unacceptable Address Line Routing
(Serpentine)

ADDRESS LINE LAYOUT
8 DEVICES

MEMORY ARRAY

ADDRESS
DRIVER

unfunfunfun

(I I I D

H

asss

Figure 21. Recommended Address Line Routing

5.2.4 CONTROL LOGIC CENTRALIZATION

Memory control logic should be strategically located in
a centralized board position to reduce trace lengths to
the memory array. Long trace lines are prone to ringing
and capacitive coupling which can cause false triggering
of timing circuits. Short lines minimize this condition
and also result in less system skew.

A practical memory array layout is shown in Figure 22.
Typically, this battern and its ‘“‘mirror image’’ are
placed on each side of the memory control logic for a
practical memory board design.
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5.2.5 POWER SUPPLY DECOUPLING

For best results, decoupling capacitors are placed on the
memory array board at each memory location (Figure
22). High frequency 0.1 uF ceramic capacitors are the
recommended type, especially for four or more rows of
devices. In this arrangement, noise is minimized because
of the low impedance across the circuit board traces.
Typical Vpp noise levels for this arrangement are less
than 300 mV.

A large tantalum capacitor (typically one 100 uF per 64
devices) is required at the circuit board edge connector
power input pins to recharge the 0.1 uF capacitors be-
tween memory cycles.

To calculate decoupling requirements, one considers the
current switching of devices from standby to active cur-
rents. This involves I =Ipps — Ipp; (active cycle) and
Ir =Ipp3—Ipp; (refresh cycle). One can then assume
some tg bulk decoupling response time with only one
refresh during tg and minimum cycle time tc. As a fur-
ther example, assume only 1/4 of the devices are active
at any one time. The amount of charge (Q) requiring
decoupling is:

Q=IRtc+ % IA (tB—tc)-

This charge can then be used to calculate the appro-
priate decoupling capacitance per device. Using
Coulomb’s law, Q=CV, and knowing Q, one picks an
acceptable AV (<400 mV) for noise on the Vpp lines.
The capacitance required is given by C=Q/AV. It is im-
portant to recognize that C is determined by the current
changes in the devices. Minimum cycle time is used for
calculating purposes. Lengthening the cycle time will
not affect decoupling.

6. THERMAL CHARACTERISTICS

Thermal Characteristics are useful when designing for
thermal systems, or for any application where the tem-
perature may go to extremes.

The operating ambient temperature ranges “for the
2164A are guaranteed with transverse airflow that ex-
ceeds 200 linear feet per minute.

Typical thermal resistance values of the cerdip package
at maximum temperature are:

6, (@200 fpm air flow) =47°C/W
Bic (still air) =22°C/W
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Figure 22. 2164A Memory Array PC Board Layout

7. DESCRIPTION OF REDUNDANT
CIRCUITS

The Intel 2164A is the first commercially produced
RAM to incorporate redundant elements into the de-

sign. Redundancy allows bit-efficient use of silicon by"

maximizing bits/wafer start. By overstressing and
eliminating weak oxide at sort, prior to fusing in redun-
dant elements, long term oxide failures can be greatly
reduced. Redundancy makes possible the use of larger
die sizes allowing better use of existing fab equipment,
and a more conservative layout to utilize larger cell
(storage) areas. ‘

In choosing how redundant elements should be organ-
ized, single bits, blocks of bits and spare rows and col-
umns were examined. For maximum efficiency, four
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spare rows and four spare columns were chosen for the
2164A. :

The address of a faulty element is programmed into the
spare element by electrically opening polysilicon fuses
during wafer probe. The basic circuit block diagram for
a spare row is shown in Figure 23. The key logic node
for the spare row is marked by an (A) on the diagram.
When the spare row is not in use, node (A) is held per-
manently low by transistor (T) whose gate is held high
by the spare row enable block. When the spare row is to

‘be used, a fuse is opened within the spare row enable

block and the pulldown gate is brought to ground so
that the programming elements are enabled. Under con-
trol of a fuse, either address true or address complement
is transmitted through each programming element.
Thus, by blowing the proper fuses, the address of a faul-
ty row in the array is programmed into the spare row.
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Figure 24 shows the basic configuration of a program-
ming element. Vg and Vpp are special high voltage sup-
plies used only during programming. They are brought
on-chip by extra pads probed at wafer sort. These pads
are not bonded out to the package but instead, Vg is
grounded and Vpp is tied to Vpp by on-chip transistors.
No inadvertent programming can occur at the package
level because Py cannot turn on and current through the
fuse is limited by the transistor connecting Vpp and

Vpp. To blow the fuse, the programming address is
brought low, which raises the gate of the programming
transistor P to a high voltage. A high current flows
through the fuse and it opens. When programming is
complete, Vg is brought to ground. If the fuse has been
blown, current through depletion transistor D1 pulls
node (B) to ground and transfer gate T, passes X; onto
Xpi- If the fuse has not been blown, node (B) stays near
Vpp and X; is transferred onto Xp;.

Xo X Xn
ADDRESS
BUFFER
coe cee

Xo Xo X X Xn
SUPPLY
VOLTAGE

PROGRAMMING SPARE ROW
ELEMENT b cee Vce ENABLE
Xoo Xon

o

i °p

~«————SPARE NOR DECODER ————————»

2nLINESTO

PROGRAMMING ADDRESS

NORMAL ROW
SPARE ROW OF MEMORY CELLS -——4—— DECODER
NORMAL
ROW
DECODERS
Figure 23. Block Diagram for a Spare Row
X,
Ve FUSE
:
Rianci
— [ o X,
X

As29A

Figure 24. Simplified Circuitry for Programming Element
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When the spare row is enabled, one task of the circuit is
to deselect the faulty element. Figure 25 illustrates the
technique which is used. Whenever any spare select line
rises, it causes the ‘‘normal element disable’’ line (NED)
to rise as well. NED is connected to one extra input of
every normal word select decoder. Thus, when a spare
element is selected, it automatically deselects not only
the faulty element it replaced, but also every other nor-
mal element of the array. The timing of the spare select
buffers and the NED generator are optimized to assure
that the faulty element is deselected prior to the selec-
tion of the spare element.

Another precaution is taken to avoid adverse effects
from possible breaks in the faulty select line. If the far
end of a broken line were allowed to float, it could pre-
sent a hazard to data integrity. In the case of a broken
word line in the 2164A, word line clamps protect the far
end of each row select line from floating high.

FROM PROGRAMMING ELEMENTS
AND SPARE NOR DECODERS

-

N

SPARE SELECT
BUFFERS

SPARE SELECT LINES

NED
GENERATOR

NORMAL ELEMENT

NED | pisaBLE (NED)

o

NORMAL SELECT LINE

NORMAL
DECODER
: INPUTS

FAULTY SELECT LINE

ar81

Figure 25. Deselecting a Faulty Element

As mentioned previously, the repair of faulty elements
is done during wafer probing. As they come out of fab-
rication, all spare elements are disabled, allowing full
testing of the normal array. Bits are tested not only for
hard failures, but also for latent oxide or silicon defects
through stressing. The location of any bad bit is stored
in the tester’s memory. This information is then pro-
cessed to determine the optimum usage of the spare ele-
ments. Then, the spare elements are programmed into
their proper logical locations. Finally, the die is tested
once more to assure that repair has occurred as planned.

The dice are then assembled as usual. Rigorous class
testing is performed to guarantee that the devices meet
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data sheet specifications in every respect. Both device
and system level characterizations have revealed no pat-
tern sensitivity related to the use of redundancy, even
when spare elements are intentionally programmed to
locations expected to be most susceptible.

Analysis of 2164A devices shows that the worst case pat-
terns do not involve interactions between columns or
rows. Replacing the entire row or column introduces no
new sensitivity.

The internal delays of redundant element decoding are
buried within the internal clocks of the 2164A and have
no effect on access time. Figure 26 shows access times
for a 2164A before and after repair.

Vee
(VOLTS)

5.5
AFTER

REPAIR
50

BEFORE
REPAIR

SPEC VALUE

Figure 26. Intel® 2164A tgac vs Vee

The concept of using redundancy for yield enhancement
is well-established. Initially researched by IBM in 1964,
Intel has now implemented this concept with the intro-
duction of the 2164A. It is expected that others will fol-
low this lead, and that by the mid-1980’s, redundancy
will be standard in all memory devices.

8. SUMMARY

The Intel 2164A, made possible by Intel’s HMOS-D III
technology, introduces a new generation of denser
dynamic RAM devices, featuring redundancy, + 5V-only
TTL-compatible operation, high performance, low
power and ease of use. Additional system level design
information can be found in Intel Applications Note
AP-74, ‘“High Speed Memory System Design Using the
2147H,”’ and AP-133, “‘Designing Memory Systems For
Microprocessors Using the Intel 2164A and 2118
Dynamic Rams.”
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ADDENDUM

A typical user qualification program of memory devices
fits into two categories: device-level qualification and
system-level qualification. Occasionally during these
programs, failures occur that are not related to the
device under evaluation.

At the component level, devices are tested individually
for performance to specifications. These tests are usu-
ally accomplished with the use of sophisticated soft-
ware-driven memory testers and environmental hand-
lers. Due to the complexity of the test setup, several pro-
blem areas arise. Often testing (software) errors cause
failures. Omission of dummy cycles or violation of
refresh specifications makes failures invalid. Many
times the device under test is remote from the test deck
of the system. This can cause excessive power supply
noise at the end of the cables. Timing skews, glitches-on
clock lines and I/0 levels at the device are complicated
by testing at the end of long cables. Output loading is
also critical for the device to perform to specifications.

During system-level qualification, the problems encoun-
tered are significantly different. Here the devices are
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again checked for their performance to specifications.
Many devices are simultaneously evaluated whether in a
memory system test environment or in an actual system
manufactured by the user. Problems can also occur
from improper gridding or decoupling on the memory
card itself. With the complicated signal paths in a
memory system, and the difference between vendor
specifications, careful attention must be given to timing
and skews not to exceed data sheet values. Errors from
timing can result in bus contention or can cause many
devices to fail test. Of course, with dynamic RAMs, ar-
bitration between access and refresh modes must be reli-
able to guarantee the refresh specifications of the RAM.

These problems can be avoided with careful prepara-
tion. However, if problems do arise during qualifica-
tion, don’t hesitate to call your local field applications
engineer or sales office.

REFERENCES
1. Intel® 2164A Data Sheet, March 1982.
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1 INTRODUCTION
1.1 RAM Overview

Matching the correct RAM to microprocessors is funda-
mental to effective product design. Understanding the
advantages and disadvantages of each device type
enables a microprocessor system designer to choose the
best product for his particular design objective.

Two basic types of semiconductor random access
memories (RAMs) are in use at present: static RAMs
(SRAMs) and dynamic RAMs (DRAMs). Where large
amounts of memory at the lowest cost per bit is required,
such as main computer memory, the dynamic RAM
holds a commanding position. The extra costs of
refresh, timing and arbitration overhead are spread over
a very large amount of memory. The static RAM,
however, provides a better solution for relatively small
memory systems where high performance or simple
system design is desired.

A major advantage of dynamic RAM:s is low memory
component cost. A DRAM uses a simple one-transistor,
one-capacitor cell for binary storage. This simple design
achieves high integration density and low cost. When a
DRAM cell is not being written, read or refreshed, it
consumes almost no current. At any given time, the ma-
jority of the cells in a DRAM array will be in this condi-
tioq — vyielding low overall power consumption.

One disadvantage of DRAMs are their extensive control
and interface requirements. The DRAM control cir-
cuitry must generate signals such as RAS and CAS, pro-
vide refresh cycles, and handle arbitration. This adds to

the component count and overhead costs, both in design
and implementation.

Conversely, static RAMs need very little external control
circuitry and they interface easily to most microproces-
sors. An SRAM has no refresh requirement and usually
has all of its control signals generated directly by the
system microprocessor. A disadvantage of the SRAM is
its high cell complexity. A typical static RAM cell re-
quires four to six transistors — resulting in a lower cell
density and higher manufacturing cost/bit than DRAM:s.

A new type of RAM has now been developed that com-
bines the best features of the SRAM and DRAM and is
called the iRAM (integrated RAM). An iRAM is an-en-
tire dynamic RAM system integrated onto a single
silicon chip, including the memory array, refresh logic,
arbitration, and control logic. This new implementation
combines the cost, power and density advantages of a
DRAM with the ease of use of a static RAM. Because all
of the DRAM control logic is internal, the memory
system can operate. autonomously, controlling its own
refresh and arbitration. This greatly simplifies
microprocessor interfacing and minimizes additional
TTL hardware support. Proper refresh is guaranteed
and overall system performance improved.

1.2 iRAM Concept Background

With the advent of VLSI technology and 64K RAM den-
sities, it became possible to further integrate and
simplify memory system design. LSI memory controllers
integrate all of these components into a single device
(such as Intel’s 8202A and 8203 dynamic DRAM con-
trollers). Figure 1 shows the major elements of such a
dynamic RAM controller.

TIMER ARBITER

COUNTER

TIMING

MEMORY
CONTROL
GENERATOR SIGNALS

REFRESH
ADDRESS

ADDRESS FROM CPU

~\ MEMORY

+
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Figure 1. Memory Control Block Diagram
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Figure 2 shows a simple microprocessor memory system
implemented with three major blocks: the CPU, the
memory array, and a memory controller. An example of
this configuration is a system comprising an 8088 CPU,
and 8203 DRAM controller and a 2164A memory array.
To advance this configuration to a higher level of in-
tegration would require a decision on whether to place
the memory control inside the CPU or within the
memory itself. .

MEMORY
CONTROL

MEMORY

- o=

Asee

Figure 2. Separate Memory Control

Memory control incorporated within the CPU requires
CPU participation in all memory references — just to
preserve refresh. This includes DMA (direct memory ac-
cess) which normally doesn’t require or permit CPU in-
tervention. Also, the CPU must run continuously.
Single stepping, hold operations, extended WAIT states
and the special block data move instructions of some
microprocessors must all be carefully avoided to
preserve refresh and maintain data integrity of the
memory system. While these constraints can be acom-
modated with careful design, the added overhead does
limit the full CPU processing capabilities and overall
system performance.

A sensible alternative is to integrate the memory con-
troller circuits into the memory — completely freeing the
CPU of this task. While this approach places an addi-
tional burden on the device designer, it greatly simplifies
the task of the system designer by eliminating the design
problems associtated with refresh and timing. This per-
mits a very simple interface to the CPU and yet provides
guaranteed refresh, optimized timing, and minimal
hardware support requirements.

A microprocessor integrates all the components of a cen-
tral processing unit into one device. An iRAM integrates
all the components of a dynamic RAM memory system
into a single device. This is unlike the pseudostatic or
quasi-static RAM devices which only incorporate a por-
tion of the refresh circuitry onto the memory chip and
still require much control from the CPU. The integra-
tion used in the iRAM includes the refresh timer, refresh
address control and counter, address multiplexing, and
memory cycle arbitration as well as an 8-bit wide
memory array. Figure 3 is a pictorial representation of
this concept.

1.3 Memory System Size and
Cost Constraints

Integrated RAMSs are primarily intended for use in
microprocessor memories usually less than or approx-
imately equal to 64K bytes, while standard DRAMs with
a separate controller are more cost effective in larger
memories. The relative costs of systems designed with
various device family types are shown in Figure 4. A
range is shown for each alternative to represent the
change in cost over time. Thus, the 2K x8 SRAM is a
good choice for very small memory systems of less than
8K bytes while DRAMs provide a clear advantage in the
region beyond 64K bytes. In the region between 8K and

MEMORY
INSTR.
REG.
MICRO- ALY
STATUS PROCESSOR .
REG.
FILE

ARRAY ARBITER

REFRESH

ADDRESS
TIMER

Mux

REFRESH
ADDRESS
CONTROL
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Figure 3. iRAM/Microprocessor Comparison
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64K, however, standard DRAMs are usualy not as cost
effective because of the overhead involved in the design
and cost of the hardware for the controller. Based on
these comparisons, iRAMs have a clear advantage for
anything other than very small or very large memory
systems.

TOTAL SYSTEM COST (RELATIVE)

| S | | N |

2K 4K 8K 16K 64K
SYSTEM RAM BLOCK SIZE (BYTES)

Figure 4. System Cost Graph

1.4 Byte-wide Universal Memory Site

The byte-wide universal memory site concept allows a
system designer to create one or more memory sites that
can accommodate several types of x8 memories, in-
cluding RAMs, ROMs, EPROMs, and E2PROMs. The
universal site is depicted in Figure 5. Though based on a
28-pin site, the universal site also supports 24-pin
devices. For this site to be truly universal, it should con-
tain provisions for memory densities that have not yet
been developed.

Figure 6 shows various memory classes and how they
conform to the universal site. The universal site is partic-

ularly useful in development of microprocessor systems
in which the hardware design of the memory site may be
completed early in the design cycle before the RAM/
ROM mix has been specified. For example, a RAM
might be initially used to store microprocessor instruc-
tion code during the development and testing of the sys-
tem software. This allows code to be run and debugged
at full system speed. Initial prototypes and small pro-
duction runs can place EPROMs in the same sockets,
while full scale production may change to PROMs or
ROMs. The universal site flexibility also allows an easy
upgrade path to next generation (higher density) devices.

A key feature of the universal memory site is the two-line
bus control with separate CE and OE to prevent bus con-
tention in a system. This convention offers a distinct
advantage over devices with only one-line control.
(Eliminating the effects of bus contention is extremely
important and not always easy due to its subleties.
Generally, the current and voltage spiking on the power
supply rails presents the major problem because this
type of noise can lead to a whole host of problems in-
cluding invalid data, false triggering, race conditions,
and reflections, to name a few.)

1.4.1 ONE-LINE CONTROL

With one-line control devices (Figure 7), bus contention
occurs when two devices simultaneously occupy a bus
(when CE of one device goes inactive simultaneously
with another devices’ CE going active). This is the usual
situation when chip selects are generated from a
decoder. The contention occurs because it takes more
time for the output of the deselected device to turn off
(switch to high impedence) than the short output buffer
turn-on time of the selected device. Because the data
lines are wire-ORed to a common data bus, any data bits
of opposite polarity will cause bus contention (Figure 8).

SEE TABLE []1 281 Vec
A2 27 OWE
A; 03 26 [J SEE TABLE
Ag Ca 25017
As 05 24014y
A, s 23014,
A; 07 22010E
A, (s 210Ay
Ay Q9 200 CE
Ao (10 19110
uo 11 18010
10 12 1710
10 413 16 Qo
GND 014 15010
N
PIN FUNCTIONS
PIN FUNCTION
1 [SYSTEM HIGH VOLTAGE, TYPICALLY Vpp
IOR REFRESH FOR INTEGRATED RAMS
26 |Vcc FOR 24 PIN DEVICES,
A3 FOR 128K EPROMS
aver

Figure 5. Byte-Wide Universal Memory Site
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Figure 8. Bus Contention

1.4.2 TWO-LINE CONTROL

Similar to one-line control, two-line control logic allows
the CE of one device to go inactive simultaneously with
another going active. However, the timing diagram in
Figure 9 shows that no bus contention occurs because
the OF of the selected device is not enabled until the out-
puts of the deselected device have switched off the bus.

The use of an independent output enable is the best way

to eliminate bus contention in the system. The use of
non-integrated output buffers cannot achieve the same
result; they can only confine bus contention to a mem-
ory card or memory section of a large card. In addition,
as processor speeds increase, greater demands are placed
on memory performance and the use of external non-
integrated output buffers places still more constraints on
memory system performance. In this context, the time
between addresses out and data in is a fixed interval for

any given processor. All devices inserted in the path, de-
multiplexers, transceivers, decoders, etc., must be com-
pensated for by a higher speed memory.

2 DEVICE DESCRIPTION

2.1 Overview

The 2186 and 2187 iRAMs are 5-volt only, dynamic
RAM 8K X 8 systems integrated on a single chip (Figure
10). The memory devices have been designed for easy
use with microcontrollers, multiplexed address/data bus
microprocessors, and processors with separate address
and data paths. These memories are referred to as inte-
grated RAMs or ‘‘iRAMSs’’ because they contain refresh
timing and control logic. The 2186/87 iRAM:s include
the following major features:

* Easy to use on-chip self-refresh, including:
— Internal refresh timer
— Refresh address counter
— High speed arbiter (2186 only)
— Refresh address multiplexer
— Complete internal timing control

e External refresh control option (2187 only)
® Microprocessor handshake signal (2186 only)

e OQOutputs drive two low power Schottky TTL
loads and 100 pF

The 2186/87 iRAMs are fabricated using an N-channel
double layer polysilicon gate process with depletion
loads. The four-quadrant memory array is built with
conventional one transistor DRAM cells, polysilicon
word lines and folded metal bit lines. Each of the four
quadrants contains 128 rows and columns. In addition,
four redundant columns and four redundant rows are
provided. Two pairs of 1/0 lines from each of the quad-
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TDECODE | TCE:
CET /
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;
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|
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Figure 9. Two-line Control ’
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rants provide a total of eight bits to the data bus. An ac-
tive restore circuit boosts the bit lines back to a full Voc
level after every read or refresh cycle. Boosted word
lines and column select lines are used to write a full Ve
level into the memory cells. Wide internal operating
margins provide a high degree of reliability.

2.2 Device Pinout

The pinout of the 2186 and 2187 is shown in Figure 11.
The industry standard 28-pin package conforms to

Intel’s byte-wide universal memory site (Section 1.4).
Pin 1 (labeled ‘““CNTRL”’) is the only external difference
between the 2186 and 2187. On the 2186, Pin 1 is a RDY
output — a signal to the system indicating memory
status. Pin 1 on the 2187 is a ‘‘refresh’’ strobe (REFEN),
an input signal for external refresh requests.

Pins 2 thru 10, 21, and 23 thru 25 are the 12 address in-
puts required to select each of the 8192 bytes. Pins 11
through 13 and 15 through 19 are the eight bits of the bi-
directional data bus.
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Pin 27 is the write pulse input strobe (WE) for data store
during Write cycles. Pin 20 is Chip Enable (CE), which
latches addresses and begins the internal memory cycle.
Pin 22 is Output Enable (OE), normally connected to a
CPU READ (RD) line. OF enables the iRAM output
buffers during a Read cycle.

2186/87
8K x 8 iRAM

1

2
3
4
5
6
7
8
9

As6s

Figure 11. 2186/87 Pinout

2.3 Internal Description

2.3.1 ASYNCHRONOUS AND SYNCHRONOUS
REFRESH

The 2186 iRAM contains automatic internal refresh cir-
cuitry making it an ideal choice for asynchronous appli-
cations. The 2187 does not have the internal arbitration

capability as it has been designed for use in synchronous
applications.

Pin 1 on the 2186 is the RDY output which serves as the
handshake signal (required in asynchronous systems)
and is usually bussed to the RDY input circuit of the pro-
cessor. The RDY output is an open drain device, requir-
ing a 510 ohm pull-up resistor which allows “‘wire-OR”’
connections of other device RDY outputs without the
need for extra gates.

The 2187 receives external refresh requests via Pin 1
(REFEN). This input must be strobed 128 times within 2
milliseconds to perserve refresh in the dynamic RAM ar-
ray. The 2187 iRAM is designed for use in synchronous
systems where the user wants control of the refresh
cycles. Hence, the designer must provide refresh re-
quests to the iRAM. The 2187 has neither a RDY signal
nor any access cycle deferment and because it has no
built-in arbitration capabilities, the user must also
guarantee that access cycles are not requested during
refresh cycles.

Refresh addresses are generated internally in both
devices by an onboard refresh address counter. In addi-
tion, both devices have an internal refresh timer which,
for the 2187, becomes active in a power-down mode.

2.3.2 FUNCTIONAL BLOCK DIAGRAM

Figure 12 shows a functional block diagram of the
iRAM.

REiEN
REFRESH
REFRESH REQUEST
TIMER SEQUENCER RDY *
AND BUSY D A
ARBITER
ACCESS REQUEST
ACCESS
COMMAND REFRESH COMMAND
COLUMN ROW ROW REFRESH
AgAg ADDRESS | ADDRESS ADDRESS
BUFFER BUFFER COUNTER
! COLUMN :
8K x 8 DRAM ARRAY
DATA
110,110, <:> BUFFERS
_ BATA BUS
3 t CYCLE
ha READ, WRITE TERMINATION AND
WE DATA CONTROL PRECHARGE
* RDY OUTPUT ONLY ON 2186 A973
REFEN INPUT ONLY ON 2187
Figure 12. iRAM Block Diagram

3-47




intel

AP-132

2.3.2.1 Refresh Timer

The refresh timer requests refresh cycles as required.
The refresh timer has been designed to track with tem-
perature and process variations. The design optimizes
the rate at which refreshes occur while still guaranteeing
data integrity.

2.3.2.2 Sequencer and Arbiter Circuits

The sequencer and arbiter circuits accept refresh requests
from the refresh timer and memory cycle requests from
the CE input. The internal refresh command and the ex-
ternal memory accesses are asynchronous and either
may occur at any time with respect to the other. If one
does occur while the other is in progress, the request is
queued and the cycle performed after the existing cycle
has completed. If a refresh cycle is already in progress at
the time an access request occurs, the RDY signal on pin
1 is pulled to Vg1, informing the system that the access
cycle is being deferred. In this instance, the normal cycle
will be delayed until after the refresh cycle has been com-
pleted. RDY will remain low until shortly before valid
data becomes available, after which the cycle is com-
pleted in a normal manner. The internal high speed ar-
biter resolves any conflict wherein an internal refresh
command and an external access occur simultaneously.
This circuit also generates the RDY handshake signal in
the 2186. The sequencer/arbiter circuit also decides
which type of memory cycle is to occur and controls the
operation.

2.3.2.3 Address Buffers and Refresh Address
Counter

External addresses Ag-Aj; are directed to internal row
and column address buffers to generate internal byte ad-
dresses. Refresh addresses are generated by an internal
refresh address counter and are multiplexed internally
with the external row addresses.

2.3.2.4 Data Buffers

Controlled by signals from the read/write data control
circuit, the three-state bidirectional data buffers receive
or transmit eight data bits.

2.3.2.5 Read, Write Data Control

The read/write data control circuit controls and directs
the flow of data between the 8K X 8 DRAM memory ar-
ray and the data buffers.

2.3.2.6 Cycle Terminator and Precharge

The cycle terminator and precharge circuits ensure proper
termination of all memory cycles and precharge the dy-
namic circuitry in preparation for the next cycle.

\

3 DEVICE DESCRIPTION

All timing signals used throughout this document are
denoted 'by various alpha character strings to indicate
certain basic conditions or parameters. Understanding
signal name derivation will enable the reader to arrive at
a correct interpretation of any signal name encountered.
Figure 13 illustrates the meaning of various letters used
in a signal name.

SIGNAL TERMINOLOGY
CONDITION CYCLE TYPE (OPTIONAL)
H — HIGH R — REF
L —Low F— FALSE
V — VALID
X — INVALID
T ELQ X R

L SIGNAL OF INTEREST
E — ENABLE (CHIP)

W- WE
REFERENCE
E — ENABLE (CHIP) A — ADDRESS
G—OE Q— DATA
W— Wi R — READY (RDY)
A — ADDRESS
Q— DATA

R — READY (RDY)

Ar108

Figure 13. Timing Signal Terminology

Each control signal is given a one-letter designer; i.e.,
CEis represented by E, OE by G, etc. Each of these let-
ters is followed by another letter describing the state of
the foregoing. In addition, a timing descriptor may have
a letter added to the end to describe a speaal case. For
example, TELGL is the time from CE low to OE low,
while TEHELF i$ the time from CE high to the next CE
low during a false memory cycle; TELQVR is the time
from CE low to data valid for a not ready condition.

The 2186 and 2187 are edge-triggered devices that recog-
nize a timing edge as a signal to start an operation.
Because of this, CE must be allowed to make only one
transition per cycle, otherwise the device cycle time
(TELEL) will be violated. The 2186 and 2187 latch all
external addresses on the leading edge of CE. Data is
latched into the device on the leading edge of WE as op-
posed to the trailing edge write requirement which is
common among static RAMs.

The 2186 provides: four major types of cycles: read,
write, false memory, and refresh.

Two major mggles of operation exist for both read and
write cycles; CE pulsed mode and CE long mode. For
pulsed mode CE operation, the low CE time (TELEH)

~ must be less than or equal to TELGL(TELWL)pax+
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TGLEH(TWLEH)p;p, while long CE mode requires a
longer CE. (For more detailed timing information, con-
sult the 2186 and 2187 data sheets.)
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3.1 Read Cycle

A read cycle (Figure 14) is initiated by bdth CE and OF
going low during the same cycle. Depending on the low
time of CE, either a pulsed or long CE mode will occur.

TELEL

TEHEL

[e—TELEH —»]
TELGL | | TGLEH
= \
— _/ —f H-rave \=—ToteH
OE TGHEL
e - [-—-TELAX
WE ‘
ADDRESS VALID X
TGLQV TGHQX —|
o VALID
le—TELQV
READ
TELELR
_ TELEH
CE
TELGL \[e—>{ |&——TGLEH —> \
OE e E——
WE
RDY —————\
o
h—-TELOVR—A—_—J '

DEFERRED READ

Rate

Figure 14. Read Cycle Timing

3.1.1 PULSED MODE CE READ

For pulsed mde, a CE read cycle is initiated on the fall-
ing edge of CE at which time either a refresh is or is not
in progress.

Refresh cycle not in progress .

With a refresh cycle not in progress, the memory cycle
can immediately commence (non-deferred read cycle).
After the falling edge of CE, OE must go low within a
specified period of time (TELGL). If this latter condi-
tion is not met, a false memory cycle (FMC) will occur
(see Section 3.3). At some point after OE goes low, data

3-49

will become valid antil:main so for as long as OE is ac-
tive, independent of CE.

Refresh cycle is in progress

If a refresh cycle is in progress at the time CE goes low,
the read cycle will be delayed (deferred read cycle) until
after the refresh cycle has completed. In this event, the
2186 will respond very quickly with a RDY low output
(TELRL). After the refresh cycle is completed, the read
cycle will commence and data will be available at a given
time after RDY returns high (TRHQV). As was the case
with the non-deferred read cycle, TELGL must be met .
or an FMC will occur.

3.1.2 LONG CE MODE READ

For long C! CE, aread cycle mode is initiated on the falling
edge of CE. Similarly to pulsed mode CE both deferred
and non-deferred write cycles may occur where a de-
ferred cycle causes RDY to be pulled low.

In the long CE mode of operation, CE must be held low
for a given period of time after OE goes low (TGLEH).
Violation of this specification will cause an FMC to oc-
cur. At a given time after OE goes low, valid data will
become and remain available throughout the duration
of OF’s active period, independent of CE.

Note that deferred access cycles are not allowed for the
2187.

3.2 Write Cycle

A write cycle (Figure 15) occurs when both CE and WE
go low during the same cycle. As is the case for the read
cycle, either a pulsed or a long CE mode can occur.

3.2.1 PULSED MODE CE WRITE

In the pulsed mode, a CE write cycle is initiated on the
falling edge of CE. At thlS time, a refresh cycle may or
may not be in progress.

Refresh cycle not in progress

With a refresh cycle not in progress, the memory cycle
can immediately commence (non-deferred write cycle).
After the falling edge of CE, WE must go low within a
specified period of time. If this latter condition is not
met, a false memory cycle (FMC) will occur (see Section
3.3). On the falhng edge of WE, data is latched into the
device. '

Refresh cycle is in progress

If a refresh cycle is in progress at the time CE goes low,
the write cycle will be delayed (deferred write cycle) until
after the refresh cycle has completed. In this event, RDY
is brought low and held there until the refresh cycle has
completed. Note that data is still latched into the 2186 0on
the falling edge of WE.
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Figure 15. Write Cycle Timing

3.2.2.LONG CE MODE WRITE

A long mode CE write cycle is initiated on the falling
edge of CE. As is the case for a pulsed mode CE, both
deferred and non-deferred write cycles may occur with
RDY being pulled low in the deferred cycle.

For the long CE mode of operation, CE 3 must be held
low for a given period of time after WE goes low
(TWLEH). Violation of this specification will cause an
FMC to occur. On the falling edge of VVTE, data is latched
into the device.

3.3 False Memory Cycle (FMC)

A false memory cycle (Figure 16) occurs when CE is ac-
tive and neither OF or WE go low. In this case, the cycle
will automatically be terminated on the trailing edge of
CE. This is a valid mode of operation in which precharge
and data integrity are guaranteed.

As an added feature of the false memory cycle, a refresh
cycle is performed on the row which is selected by the
seven external row addresses.

Note that the CE high time (TEHELF) required after an
FMC is somewhat longer than the corresponding period
required for a read or write cycle (TEHEL).

As is the cﬁse with a read or write cycle, FMC cycles can
be deferred. RDY response time (TELRL) and recovery
time (TRHEL) are the same as for the read and write
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cycles.
|¢— TELEH —»ta— TEHELF
w_t
OF
WE
TAVEL .
! I'd-— TELAX
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. TELRL TRLRH
RDY
DEFERRED FMC
s

Figure 16. False Memory Cycle Timing

3.4 Refresh Modes

Both the 2186 and 2187 can be refreshed by reading or
writing all 128 rows (A through Ag) within a two milli-
second period. Several specific modes of refresh opera-
tion exist for each part as outlined below.

3.4.1 2186 AUTOMATIC INTERNAL REFRESH

Refresh is totally automatic and requires no external
control. In addition, the refresh address is computed in-
ternally and does not have to be supplied externally. A
high speed arbitration circuit resolves any potential con-
flict arising between simultaneous access and refresh cy-
cle requests. If a refresh cycle is in progress at the time
CE becomes active (low), the 2186 will respond with a
RDY low output. If, on the other hand, an access or
false memory cycle is in progress at the time the internal
refresh timer times out, the refresh request will be
queued and then performed after the present cycle is
complete. Note that RDY will not go low during a re-
fresh unless the RAM is selected by CE. :
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3.4.2 2187 EXTERNAL REFRESH

A high-to-low transition on the REFEN input will cause
a refresh cycle to be initiated (Figure 17). In this mode

REFEN must always be strobed 128 times.in a two milli- .

second period. The REFEN input may be strobed in dis-
tributed or burst mode. Refresh addresses are supplied
by an internal refresh address counter.

_ TELEH

CE

TRFLRFH
REFEN |
L TELRFL——»{<—— TELEL ——|
EXTERNAL REFRESH

= ST\

REFEN —_—

£ ¢
7

TELRFL TRFHEL

TRFLRFH ¢

POWER DOWN REFRESH

a1

Figure 17. External Refresh Timing

3.4.3 2187 POWER-DOWN AUTOMATIC
INTERNAL REFRESH

If REFEN is kept low for greater than one timer period,
the internal refresh timer will be activated. Refresh in
this mode is totally automatic and requires no external
stimulus. REFEN must return high within a specified in-
terval prior to the next memory access cycle (TRFHEL).
Attempting to access the 2187 during a refresh cycle is
not a valid mode of operation.

3.5 Single-step Operation

Both the 2186 and 2187 can support ‘‘single-step’’ oper-
ation for microprocessor system diagnostics. Single-step
operation is defined as inserting an unspecified number
of WAIT states in the middle of a normal RAM access.

3.5.1 2186

The 2186 supports single-step operation in micropro-
cessor applications which hold OE or WE valid (low) for
indefinite periods. Data will remain valid on the bus as
long as OE is valid. WE latches data on its falling edge.
Automatic refreshes will continue to be performed as
needed, even while OE or WE is held low. During this
extended cycle, the internal array is free to be refreshed
with no threat of access/refresh cycle conflicts. Because
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of this, RDY will not respond to these extended cycle
refreshes.

3.5.2 2187

The 2187 supports single-step operation by following the
beginning of a memory cycle with REFEN going and re-
maining low. Refresh cycles continue to occur periodi-
cally as long as REFEN is held low, even if OF or WE re-
main low indefinitely. Data remains vahd on the bus as
long as OE is valid. WE latches data on its falling edge.
Again, after REFEN returns to a high state, a minimum
amount of time (TRFHEL) must be allowed before the
next high-to-low transition of CE.

3.6 Power-up

3.6.1 2186

To guarantee power-up, all control inputs must be inac-
tive (high) for a-100 microsecond period after V¢ is within
specification. No dummy cycles are required.

3.6.2 2187

The 2187 power-up is accomplished by holding REFEN
active low for 100 microseconds after V¢ is within speci-
fication. All inputs must be stable and within specifica-
tion. CE, WE, and OE must remain inactive (high) during
user power-up.

4 INTERFACE CIRCUITRY

There are three key interface circuit considerations when

designing with iRAMs.

1. The first consideration is the need for a single edge ‘
(““glitchless”) transition of chip enable (CE) per cycle
— because the leading edge transition (active low) of
CE latches addresses into the iRAMs and initiates
several internal device clocks. Also, there is a mini-
mum specification for CE inactive time (to allow for
proper precharge of internal dynamic circuitry).

. The second consideration concerns write cycles. Be-
cause iRAMs write data on the leading edge of WE,
there is the need for valid data at the memory device
before the WE line is activated.

. The third consideration is the value of same site com-
patibility with byte-wide SRAMs, EPROMs, ROMs,
and E2PROM:s. In particular, allowance for the trail-
ing edge write requirements of SRAMs should be
made.

Modest additional circuitry permits compatibility with
SRAMs as second sources or allows the iRAM to sub§ti-
tute for ROM or EPROM during debug stages. Several
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circuit examples to meet the various requirements of in-
terfacing microprocessors to iRAMs will be described.

Figure 18 shows circuitry for generation of a ¢‘glitchless’
CE from standard 8086 bus signals. Figure 19 shows the
circuit timing. This dual J-K flip-flop arrangement guar-
antees a number of operating conditions. The flip-flops
generate a stable CE for the iRAM:s by enabling the 8205
decoder only after valid addresses have arrived, but
early enough to allow the 2186 iRAMs’ RDY signal to
respond in time to insert a WAIT-state (if required). The
circuit also ensures that a minimum CE high time is pro-
vided. (This is especially important during false memory
cycles (FMC) where the CE high time specification
stretches beyond that of normal cycles).

Also of significance is the compatibility of this circuiﬂ
with SRAMs and EPROMs. This includes requiring CE
to remain valid throughout the cycle.

The interface circuit is simply a two-bit counter designed
to start a count sequence when flip-flop A is preset by
ALE going high. The Q output of flip-flop B along with
M/I0 (§-2 for max mode) is used to enable the CE de-
coder to provide a CE to the desired iRAM.

The READY signal is ANDed with the Q output of flip-flop
A and input into flip-flop B. As long as READY is low,
the K input of the flip-flop driving B will stay low, keeping
it from being reset. This in turn acts to keep CE active.
This input allows CE to stretch during a WAIT state to
meet the requirements or SRAMs or EPROMs that may
occupy the same memory site. However, the iRAMs do
not require that CE be held low for extended cycles.

The circuit in Figure 20 (only for the 8088 — enclosed in
dashed lines) offers an alternative. This circuit provides
an Enable signal (E) for the CE decoder which is syn-
chronized with ALE. This Enable signal along with

1L

I

CLK I |
ALE
Mo —J

-

—

|es

s

Figure 19. Interface Circuit No. 1 Timing

M/I0 (S—2 for max n&de), is used to enable and address
decoder to provide CE’s to the iRAMs.

A certain amount of skew can occur between the falling
edge of ALE and the falling edge of the clock. Two sit-
uations can occur: (1) ALE goes low before the falling
edge of the clock, the E enable line to the decoder re-
mains high until the falling edge of the clock, and (2)
ALE goes low at or after the falling edge of the clock, in
which case the E enable line is immediately activated and
enables the decoder. Note that the RESET line is used to
clear the M/IO flip-flop. This causes the 74S138 to be
disabled, satisfying the power-up requirements of the
2186 (CE remains high). Also, a pull-up resistor is con-
nected to the RD line. This ensures that OF remains high
during RESET (the 8086 three-states RD during
RESET). :

FROM
8284A
P—CE,
p—C&
b— CE,
8205 ﬁ’
ALE b—CE,
741500 2 A . -y
J Q J Q —
J_ p—CE;
T —ab> 745112 b 745112 ]
B
c K Q K Q‘P-————r
I 74L500 7aLs00 T
Mo

SYSTEM RESET
CLK

A9798

Figure 18. Interface Circuit No. 1
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Either circuit will provide all of the interface needed for
a 5 MHz -8086 or 8088 max mode system, because
MWTC can be used to provide both leading and trailing
edge writes. For a min mode system, the circuit in Figure
21 can be used to provide a leading edge write, and the
circuit in Figure 22 can be used to provide both a leading
and trailing edge write.

cu.K—-Do——-> cLk
741504

74874

Figure 21. Leading Edge Write

74LS04

CLK
74L804

74874

I<—125-—>

S T U Y I
_ — 68 =
WR
—>| 60 [ —»| 38 ja—
DATA
(WRITE)
le—14 > jw—14
WE —

A983

Figure 22. Leading and Trailing Edge Write

A simple, one-gate alternative to the preceding example
along with the appropriate timings is shown in Figure
23. This cross-coupled NAND arrangement operates in
much the same way as the CE generation circuit pre-
sented earlier, acting to synchronize the WR pulse with
the clock. This circuit will provide for both leading and
trailing edge writes.

5 SPECIFIC APPLICATION EXAMPLES

This section describes some typical memory interface
designs using three types of CPUs: an 8-bit microcon-
troller, an 8-bit microprocessor, and a 16-bit micropro-
cessor. Design examples are included for both the 2186
and the 2187.

5.1 8-Bit Microcontroller

Figure 24 shows a two-chip microcomputer system using
the 8751/8051. This system features 4K bytes of
EPROM/PROM and 8K bytes of data storage using the
2186 iRAM. Interface to the multiplexed bus is simpli-
fied because the 2186 latches addresses from its external
bus on the falling edge of CE, eliminating the need for
latches. In this configuration, the ALE output from the
microcontroller is gated with P2.7, and used to generate
CE of the 2186. The gating of ALE with P2.7 is impor-
tant for the following reasons: when the 8051 does any
type of memory operation, it outputs ALE onto its ex-
ternal bus. This includes internal program memory
fetches, in which the ALE cycle time (Figure 25) is only
half of what it would be for an external data memory
fetch. During these ‘‘short’’ cycles, ALE must be in-
hibited from generating a CE to the 2186, or else the
2186 cycle time with WAIT specification (TELELR)
would be violated. To carry this out, P2.7 is initially set
toa “‘1”’ which is done automatically upon RESET. This
‘1> will be present on the output during all times except
external data memory fetches from addresses below
8000H, at which time P2.7 will go low, allowing ALE to

WR
’ _—EDE—_—%— "
74L500

. '4——200—-»' '

x| L LI L1 L_J
10— |
W_n—-—__—l ]'_
DATA VALID 1
— 110 | <~ -
= -

Figure 23. Simplified Write Enable Circuitry
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provide a CE to the 2186. After completion of the exter-
nal data memory fetch, P2.7 will revert to its preset
value of ““1”°.

Ag-A; RDY—N.C.
o)
Ag-Az ”02
2186
CE
WE
OE

a%84

Figure 24. Asynchronous 8051 System

Note that a pull-up resistor is used to ensure that P2.7
will return to a ‘‘1”’ before the next trailing edge of
ALE. Timings on the ALE are specified so that all CE-
related parameters on the 2186 are guaranteed, includ-
ing address setup (TAVEL) and hold times (TELAX),
and CE high time (TEHEL). The RD and WR outputs of

the 8051 are tied directly to the WE and OE inputs to the
iRAM. Data to be written is guaranteed to be valid
before the leading edge of WR for the 8051. This pro-
vides the leading edge write needed by the 2186/87.

Although a RDY input does not exist for the 8051, a
2186 can still be used for data memory. At 8 MHz the
8051 does not require data back from the data memory
until 800 ns after the trailing edge of ALE. The 2186-25
specifies worst case access time at 675 ns from the trail-
ing edge of CE, which in this system, corresponds to
ALE. Even if the 2186 is just starting a refresh’ cycle
when the 8051 requests an access, it will still have time to
complete the refresh cycle, and access valid data by the
time the 8051 requires it. Note that during RESET, CE is
kept high to satisfy the power-up requirements of the
2186.

The access time required of program memory is some-
what faster than that needed for data memory. Because
of this, the 2186 cannot be used in an asynchronous re-
fresh mode as program memory for a full speed system.
However, operation could be guaranteed if the system
clock were slowed down.

The synchronous 2187 iRAM can be used as program
storage for an 8051 running at 10 MHz by utilizing a
method known as clock stretching. The circuitry, as
shown in Figure 26, allows the 8051 clock to be stopped
in a high state whenever the 2187 requires a refresh cycle.
This stretched period is performed at the beginning of a
cycle while ALE is high.
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Figure 25. Asynchronous 8051 System Timing
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Operation of the clock stretching circuitry is straightfor-
ward'(Figure 27). Under normal operation, U2 acts as a
frequency divider for the clock. U3 and U4 count clock
pulses, and when a full count occurs, a refresh cycle re-
- quest is issued (RFRQ). This request sets UlA. On the
next high transition of ALE, this request is clocked into
U1B, where it causes REFEN to become active. A
refresh cycle within the 2187 begins at this time.

At the same time that REFEN becomes active, U5 is re-
leased from a clear state to start counting clocks, acting
as an interval timer to allow time for the refresh cycle to
occur.

On the first high transition of the system clock after U1B
is set, U2 will be preset, maintaining the already high
state of the clock. This high level is maintained until U5
has counted 10 clock cycles, at which point it acts to
reset the clock stretching circuitry and allow the clock to
return to a toggling condition.

The clock stretching circuitry used in this system could be
utilized to a greater extent than just handling iRAM
refresh cycles. For example, it might be useful for some
type of DMA operation, or for use with slow peripherals.
Also note that no address latches are needed with this
system. To satisfy the power-up requirements of the 2187,
REFEN must be held low for 100 usec after V¢ is within
its specified value. This is accomplished by driving REFEN
low during RESET.

In a typical operation, a down-loader program would
reside onboard the 8051 in PROM. This program would
write program instructions into data memory. These in-
structions could then be ‘‘fetched’” out of the same
memory which would now be acting as program storage.
This overlaying of program and data store is accom-

plished by allowing either PSEN or RD to enable the
2187 for a READ. Thus, it is possible to create a inter-
mixed data and instruction field.

5.2 8088/2186 8-Bit Microprocessor
Design Example

An example of an 8088/2186 iRAM design is shown in
Figure 28. The 8088 is connected in a straightforward
manner to the 2186 iRAM array. The low order addresses
are latched from the multiplexed address/data bus of the
CPU by ALE and are connected to the array. The CPU
RD provides OE for the iRAMs while the MWTC from
the 8288 bus controller serves as the WE for the mem-
ory. A stable chip select is generated by circuitry en-
closed within the dashed lines. This circuit runs without
WAIT states at 5 MHz using the 250 ns 2186-25.

5.3 8086/2186 16-Bit Microprocessor
Design Example

The 5 MHz min mode system shown in Figures 29 and 30
depicts a typical interface of 2186 iRAMs with an 8086
16-bit microprocessor. With this arrangement, up to
128K words can be addressed.

. To guarantee a stable CE, the first interface circuit de-

scribed in Section 4 is used. The output of this dlﬁ J-K
flip-flop arrangement is used to enable the 8205 CE de-
coder.

A False Memory Cycle (FMC) is generated by this circuit
during byte write cycles because both devices in the
16-bit word receive CE, but only one device (or. byte)
receives a WE. The other device enters an FMC without
any consequences at the system level.
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Figure 27. Synchronous 8051 System Timing

3-57



intel AP-132

In min mode, the 8086 does not guarantee that valid data cross coupled NAND arrangement described in Section
is present before the leading edge of WR. A technique to 4 is used to provide both leading and trailing edge write
delay this edge in order to provide the iRAMs with a compatibility.

properly timed WE must be included in the system. The
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Figure 30. 8086 Min Mode System Timing

If an 8086 max mode system is to be used, the WE delay
circuitry is not needed. In this case, the normal WR pro-
vided by the 8288 bus controller meets the leading edge
write requirement. A diagram is shown in Figure 31.
Note that a D-type flip-flop is used to latch S2. This is
important, because during certain 8086 operations, such
as execution of a software HALT, S2 is not guaranteed
to remain valid up to the trailing edge of ALE. To over-
come this, S2 is latched on the leading edge of ALE, as
done here.

5.4 Graphics Example

All of the applications examples presented thus far are
non-specific; that is, all demonstrate how to connect the
iRAMs to various microprocessors in the most general
terms without regard to the total application. The design
that follows shows the 2186/2187 iRAM in a specific ap-
plication: a color graphics display memory.

In this example (Figure 32), the color display resolution
is 65,536 (256 x 256 pixels) X 4 bits. The four bits select
the color of the pixel by addressing a color lookup and
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video priority table. This programmable table permits
up to 16 colors (out of 256 possible) per display frame. It
also assigns priority. For example, a red disk crosses a
green on the display. Does the red cross in front of the
green disc, the green in front of the red, or does the area
of the overlap become yellow? The priority encoding
assigns answers to these questions.

By industry standards, this 256 X 256 pixel display has
low-end to medium display resolution. For those unfa-
miliar with the capabilities at this level, visit a local video
game parlor and examine some of the dazzling displays
on the state-of-the-art video games such as Williams
Electronics Defender. Advanced machines such as this
are only beginning to approach this display density.

The iRAM used in this example is the synchronous 2187.
Due to the sequential addressing scheme of video dis-
plays, video memory typically requires no additional cir-
cuitry for refresh. The 2187 is no exception, and in this
design the REFEN pin is tied high. The sequential scan-
ning by the video address generator automatically re-
freshes the internal array of the iRAM.
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Figure 32 is a simplified diagram. A detailed analysis of
the circuit and timing will not be discussed. Briefly, the
circuit functions as follows:

CPU addresses A4 and A ;s are decoded to generate one
of four iRAM chip selects so that the (assumed 8-bit)
CPU can read or write information to the individual
memory planes (iRAMs). These chip selects are gated so
that all four iRAMs can be simultaneously enabled by
the Vg signal from the video timing circuitry. A similar
circuit (not shown) would allow OE for the iRAMs to be
generated by either the CPU or the video timing genera-
tor. The iRAM addresses are generated by multiplexing
the CPU addresses with video timing addresses. The
32-bit output from the iRAM:s is loaded into four 8-bit
shift registers and are serially shifted out as four bits of
video information used to address the color lookup
table. The four lines (Vid;-Vidy) are multiplexed with
CPU addresses Ag-Aj to create the actual addresses of
the lookup table. Comprised of two 2148H RAMs, the
eight data lines of the lookup table are directed to three
digital-to-analog converters for generating 16 of 256 dif-
ferent display colors.

Due to the byte-wide organization of the iRAMs, there is
plenty of time between video read cycles to allow CPU
access to the memory. With a pixel rate of 6 MHz, the
byte-wide iRAM has a video read rate of 6/8 MHz or
once every 1.33 microseconds. Only 350 ns of this time is
needed for a video read cycle. The balance of the time
(approximately 1 usec) can be used by the CPU to access
the memory. This interleaving of CPU cycles with video
timing cycles, combined with allowing the CPU unre-
stricted access to the memory during both horizontal

and vertical blanking (retrace) periods permits the real
time screen update required in an animated display.

5.5 External Refresh Systems

5.5.1 BURST REFRESH

Figure 33 shows an example of a burst mode refresh con-
troller. Timings for this system are shown in Figure 34.
To ensure data integrity for a 2187, REFEN must be
strobed at least 128 times in each 2 ms period. After each
high-to-low transition of REFEN, one cycle time must
be allowed before REFEN (or CE) again becomes active.

The system shown in Figure 33 accomplishes refresh by
interrupting the processor once each 1.63 ms (200 ns
clock period divided by 8192). Upon acknowledgment
of this interrupt, TEST is driven high, allowing REFEN
to be generated once every three clock cycles. TEST is
also routed back to the TEST pin of the 8086 to indicate
that a burst is in progress. The 8086 samples the state of
the TEST pin and loops in an idle state until the TEST
goes low. This is accomplished using the WAIT instruc-
tion.

Twe 4-bit counters are used to count the REFEN pulses.
After 128 pulses, the count goes high. On the next rising
edge of the system clock, TEST is reset to a zero, block-
ing any further REFEN pulses, clearing the counters,
and signaling to the processor that the burst is complete.
Note that one non-access cycle should be inserted after
TEST is set low to ensure that sufficient time has been
allowed for the last refresh cycle to complete.

15 Mhz 74508
Sl O =P
T 74574 74574
L S sl
82847 T |
741504 1
PCLK_CLK
l 74LS04
CLK INTA
REFEN
8086
1L o)L TEST
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Figure 33. Burst Refresh Circuit
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Figure 34. Burst Refresh Timing

5.5.2 SYNC REFRESH SYSTEM

The system in Figure 35 represents one way in which syn-
chronous refresh could be employed using the 2187. In
this configuration, memory is divided into four banks,
selected via the two least significant addresses. To ensure
data integrity, each of the four banks must receive 128
REFEN pulses every 2 ms. In this system if any one bank
is accessed, each of the other three banks receives a re-
fresh pulse. Minimum cycle time cannot quite be attained
because the cycle time for the refresh cycle is the same as
that for an access cycle, and the fact that a one-gate
delay exists between CE to one device and the REFEN to
the others. At least 16 ns must be added to the minimum
cycle time of 425 ns. This number is derived by taking
the propagation delay difference between a ‘‘fast’
74155 and a “‘slow’’ 74155, and adding the maximum
delay through a 74S11. This gives the CE to REFEN
delay time. This extra delay is not really critical in most
systems; the minimum cycle time for a 5 MHz 8086 is
800 ns.

With the circuitry described, data integrity would be
jeopardized if-one bank were accessed consecutively too
many times, since the accessed bank would receive no
REFEN pulses. Assuming a 500 ns cycle time, one bank
would have to be accessed at least 30 consecutive times
to jeopardize data. This is the worst case. In actual oper-
ation, consecutive accesses to one bank could be many
more than this, as long as operation during any 2 ms pe-
riod provides 128 REFEN pulses to all banks. Due to the
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nature of bank selection used (A0:A1 decoding), more
than a couple of consecutive accesses to any one bank
are highly unlikely.

One caution to note, however, has to do with power-
down refresh. If REFEN is kept low for longer than one
timer period, the timer will begin to time out. In this
event, a period of time (RFHEL) must be allowed before
CE can go low again after REFEN returns high. This is
to ensure, that if a timer initiated refresh cycle started
just as REFEN returned to a high state, it will have time
to complete before an access cycle is started.

6 SYSTEM CONCEPTS
6.1 System Reliability

New applications for microprocessor systems appear
almost every day. They appear in microwave ovens, au-
tomobiles, word processors, home computers, video
games, vending machines, lighting controls, medical
equipment, etc. The list goes on and on. Failures on
these systems cover equally broad ranges: acute annoy-
ance (such as losing your last quarter to the coffee ma-
chine), financial loss (a double debit is added to your
bank statement by an electric teller machine), and life
threatening system failures (the electronic carburator
control on your car fails, opening the throttle wide
open).
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In many applications, reliability is important enough to
be designed into the system. The computer memory sys-
tem is one of the system components for which reliabil-
ity is important. Also it is one of the few system elements
which can be easily designed to enhance its reliability.
Since memory system reliability is inversely proportional
to the number of devices in the system, a system of a
given size should be designed with as few components as
possible. For example, a 32K byte system could be de-
signed with sixteen 16K 2118 DRAMs. The system
MTBF (Mean Time Between Failures — the ‘‘up”’ time
of a system) could be calculated from the combined de-
vice soft and hard error rates (See Intel Application Note
AP-73 ““ECC #2 Memory System Reliability With
ECC” for a model to calculate system MTBF’s). The
point is that, whatever the calculated system MTBF, the

2186 will be several times more reliable in a system due
to the lower device count.

A few example calculations are tabulated in Table 1.
Essentially what is shown is what the maximum acceptable
device soft error rate is for a specified system MTBF. For
example, if a design using 8K x8 RAMs requires a
memory system MTBF for two years, and the system size
is 16K bytes, then the design allows a device with a soft
error rate of 3.1%/1K-hrs. The 2186/87 soft error rate
goal is more than an order of magnitude better than that!
From the chart it can be seen that a 64K byte extra-reliable
memory system with a 10 year MTBF requires a device
with a soft error rate or 0.15%/1K-hrs. Clearly the
2186/87 family of iRAM:s is reliable over the entire spec-
trum of typical application memory sizes.

REFEN REFEN
2187 2187 2187 2187
CE CE CE CE
REFEN [ReFen REFEN (%L
2187 2187 2187 2187
(,. (r% (j @ e CE | CE [ CE
|
] |
A DUAL
74155 2704
A— DECODER
1G 2G 2C 1C
g
ENABLE At005
Figure 35. Synchronous Refresh Scheme
Table 1. 2186/87 SER Data
No. of No. Eff. Maximum Allowable SER (%/K-Hrs.)
Syst. of Sys. Cycle 1Yr. MTBF 2 Yrs. MTBF 5Yrs. MTBF | 10 Yrs. MTBF
Rows Dev.- Size Time* (8800 Hrs.) (17600 Hrs.) (44000 Hrs.) (88000 Hrs.)
1 1 8K 7.00 11.34 5.66 2.25 1.12
2 2 16K 9.66 6.23 3.10 1.22 .60
3 3 24K 11.06 4.29 2.13 .84 .41
4 4 32K 11.93 3.27 1.62 .64 .31
8 8 64K 11.52 1.67 .82 31 .15

* All times in microseconds
System has a 7usec device cycle time.
Hard error rate =0.02%/1K-Hrs.

3-65



intel

AP-132

6.2 Circuit Design Considerations

Integrating components into systems requires a keen
awareness of basic concepts on the part of the designer.

Techniques for designing optimal performance memory
systems have been thoroughly covered in other litera-
ture. Two useful documents that cover these procedures
are AP-74 “‘High Speed Memory System Design Using
the 2147H’’ and AP-133 entitled ‘‘Designing Memory
Systems for Microprocessors Using the Intel 21644 and
2118 Dynamic RAMs.”’ There are essentially three areas
of major concern in a memory system design:

¢ Timing delay calculations in the critical path
(worst case timing analysis)

¢ Memory circuit trace layout
® Power distribution and decoupling

The following sections summarize these techniques as
they apply to the 2186 and 2187 iRAMs.

6.2.1 DELAY CALCULATIONS

All memory designs require a timing analysis to ensure
proper operation and compatibility of the memory and
the processor. Timing skews, capacitive delays and
propagation delays all have to be accounted for in a
proper analysis. Propagation delay design rules for TTL
are furnished in the manufacturer’s data book. The
maximum delay is the data book maximum and the
typical delay (usually useless for design) is the data book
typical. Intel has determined in work with TTL device
manufacturers that the minimum propagation delay is
V4 the data book typical value.

Skew is defined as simply the difference between the
maximum and minimum propagation delays through
devices in a parallel path. Figure 36 is a simple example.
Best case propagation of signal A is 6 nanoseconds ver-
sus worst case delay of signal B which is 16 nanoseconds.
This condition equates to 10 nanoseconds of skew
(Figure 37) which adds directly to system access or cycle
time. The worst case number of 16 ns would be used for
timing analysis in this type of delay calculation;
however, often the best case is the most important. For
example, as in Figure 38, the skew of concern deals with
the best case arrival of a write pulse versus worst case ar-
rival of data to a memory device.

SKEW-DIFFERENCE BETWEEN MAXIMUM AND
MINIMUM PROPAGATION DELAY THROUGH
DEVICES IN A PARALLEL PATH.

¢
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Figure 36. Skew
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WE TO DATA SKEWS PROHIBIT USE OF COMMANDS
DIRECTLY FROM 8086 PROCESSOR

CASE 1 — DATA NOT VALID AT WRITE
WORST CASE DATA FROM 8086 VALID

BEST CASE CAS/WE FROM 8203
tos

CASE 2 — NOT ENOUGH TIME TO WRITE

—

/N

BEST CASE CAS FROM 8203

WORST CASE COMMAND
FROM 8086 (MWTC)

towr
ass0

Figure 38. Worst Case Timing

Unbalancéd capacitive loading on address or control
line drivers also contribute to skew. Capacitance con-
tributes to risetime degradation on these signals. The un-
balanced loading causes differing rise times as shown in
Figure 39. The different rise times reach a logic thresh-
hold at different times, contributing to skew. In all of
these examples, skew contributes to' the overall delay,
and the goal of the designer is to minimize these skews.
A few simple rules will help to achieve this in 2186/87
memory system design:

e Select logic gates for minimum delay per function

¢ Place parallel paths in the same package (device to
device skew is much less within same package - 0.5
ns max for STTL)

e Balance the output loading of device drivers to
equalize capacitive delays. :

SCHOTTKY TTL CAPACATIVE LOADING EFFECTS

74500 SERIES
40 NO TERMINATION
TTL INPUT TTL INPUT
30 - LOAD
0 CAPACITANCE

<4
3 20F
>

10

0.0

Figure 39. Capacitive Loading Effects

As previously stated, capacitance contributes to signal
risetime degradation. To determine the delay due to

capacitance, use the following standard derating fac-
tors:

Schottky TTL =0.05 ns/pF
Low Power Schottky TTL =0.1 ns/pF
Standard TTL =0.75 ns/pF

Add up all of the capacitance connected to a driver, in-
cluding the circuit-printed trace capacitance of 2 pF per
inch, subtract out the manufacturer’s capacitance drive
specification, (typically 15 pF) then multiply this capaci-
tance by the derating factor for the driver. This net result
is the additional delay due to capacitance. The equation
is:
D¢ =[ZCj0 +ECpcp— CspeclTp
= delay due to capacitance
= sum of all input/output connections
attached to driver
LCpcs = 2 pF x number of inches of circuit
trace attached to driver
= specified drive capacitance of driver
= capacitive derating factor

where: D¢
ZCio

CspEC
Tp

6.2.2 TRACE LAYOUT

Adderess lines need to be kept as short and direct as possi-
ble. Route address lines in a comb-like fashion from a
central location. Routing control and address signals
together from a centralized board area will also
minimize skew.

Allow for proper termination of all address and control
lines because these circuit traces are actually transmis-
sion lines. A series resistor close to the driver is the
recommended termination technique. Thirty-three ohms
is a good typical value, although actual values are usual-
Iy determined empirically. Figure 40 shows P.C.B. art-
work that embodies these rules as well as proper power
and ground gridding with decoupling as described in the
following section.

6.2.3 POWER SUPPLY DISTRIBUTION
AND DECOUPLING

Ground and power busses can contribute to excess noise

" and voltage drops if not properly structured. The power
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and ground network do not appear as a pure low
resistance element but rather as a transmission line,
because the current transients created by the RAMs are
high frequency in nature.

Transient effects can be minimized by adding extra cir-
cuit board traces in parallel to reduce interconnection in-
ductance. Extrapolation of this concept to its limits will
result in an infinite number of parallel traces, or an ex-
tremely wide low impedance trace, called a plane. Ar-
ranging power and ground voltages by plane provides
the best distribution; however, correct gridding can cost
effectively approximate the benefits of planar distribu-
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tion by surrounding each device with a ring of power and
ground traces (Figure 40).

Consider two aspects of the memory device that con-
tribute to power system noise: the active/standby power
modes of the RAMs, and the drive requirements of the
data 170 buffers. In a typical microprocessor-based
system, address space is divided into blocks of RAM,
ROM/EPROM, and I/0. When the microprocessor is
not accessing a given RAM, the RAM is usually dese-
lected and in a power standby mode. When a previously
unselected RAM is selected, a large current surge is ex-
perienced. Because the connections supplying power to
the device will involve resistance and inductance, a
voltage variation will occur in association with the cur-
rent surge in accordance with the equation:

V=Ri+Ldi/dt,
where V = instantaneous voltage,
L = inductance,
R = resistance,

and i = instantaneous current

Because a RAM may be selected and deselected hun-
dreds of thousands of times a second, the transient noise

generation is significant and must be

dealt with during
design. >

Another factor that contributes to current surges are the
drive requirements of the memory devices data I/0O buf-
fers. Consider first an I/0 buffer outputting a logic one.
To accomplish this, the buffer must supply a current to
charge the capacitance of the line that it’s driving to a
logic one level. This operation places a higher current re-
quirement than normal on the Vcc bus. Conversely, if
the 170 buffer is outputting a logic zero, it must dis-
charge all of the capacitance on the line to ground. This
produces a current surge to the ground bus, possibly
raising the local Vgg potential above ground during the
transient.

The solution to this problem is to use a solid plane Vo¢
and ground bus on a P:C. board or use a proper power
and ground grid combined with adequate decoupling.

Adequate decoupling is also important in circuit design
to minimize transient effects on the power supply
system. For best results with the 2186/87, decoupling
capacitors are placed on the memory array board at
every device location (Figure 40). High frequency 0.1 uF
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Figure 40. Example of Power and Ground Gridding
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ceramic capacitors are the recommended type. Also in-
cluded should be a large bulk decoupling capacitor in the
50 to 100 pF range, placed where power is supplied to the
memory system grid. In this arrangement, each memory
is effectively decoupled and the noise is minimized
because of the low impedance across the circuit board
traces.

7 SUMMARY

Intel’s iRAMs provide a new approach to memory
design that allows the system designer to take advantage
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of DRAM density, power consumption, and price
without the added cost of designing the refresh control
circuitry. The 2186 and 2187 are the premier members of
this new byte-wide product family, designed for flexible
operation in virtually any microprocessor memory
system. By comforming to Intel’s universal memory site
concept, these iRAMs are compatible with a wide variety
of byte-wide memory devices including SRAMs,
EPROMs, and E2PROMs.

In summary, Intel provides another innovative memory
product, the 2186/87 iRAMs — basic building blocks
for microprocessor memory solutions.
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PREFACE

This application note has been developed to provide the memory system designer
with a detailed description of microprocessor memory system design using Intel
Dynamic RAMs, the 16K 2118, 64K 2164A, and the 8203 Dynamic RAM Controller.
The 8086 bus interface to memory components is described and three major ex-
amples are presented and analyzed — ranging from simple to complex: the simple
solution, the 5 MHz No-WAIT State and the 10 MHz No-WALIT State systems. To
assist the designer, complete logic schematics, timing diagrams and system design
considerations are also included in this application note.
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1 INTRODUCTION

Matching the correct RAM to microprocessor applica-
tion requirements is fundamental to effective product
design. A good understanding of the advantages and dis-
advantages of each technological approach and device

type will enable a memory system designer to best

choose the product that provides the optimal benefit for
his particular design objective.

Two basic types of random access memories (RAMs)
have existed since the inception of MOS memories: static
RAMs (SRAMs) and dynamic RAMs (DRAMs). Where
highest performance and simplest system design is
desired, the static RAM can provide the optimum solu-
tion for smaller memory systems. However, the dynamic
RAM holds a commanding position where large
amounts of memory and the lowest cost per bit are the
major criteria.

The major attributes of dynamic RAMs are low power
and low cost — a direct result of the simplicity of the
storage cell. This is achieved through the use of a single
transistor and a capacitor to store a single data bit
(Figure 1).

BIT SENSE LINE

ROW, SELECT
TRANSISTOR —|
(WORD LINE)

STORAGE -

I CAPACITOR

A9%0

Figure 1. Dynamic RAM Memory Cell

The absence or presence of charge stored in the capaci-
tor equates to a one or a zero respectively. The capacitor
is in series with the transistor eliminating the need for a
continuous current flow to store data. In addition, the
input buffers, the output driver and all the circuitry in
the RAM have been designed to operate in a sequentially
clocked mode, thus consuming power only when being
accessed. The net result is low, power consumption.
Also, a single transistor dynamic cell as compared to a
four or six-transistor cell of a static RAM, occupies less
die area. This results in more die per wafer.

Because the manufacturing cost of a wafer is fixed, more
die per wafer translate into lower cost. For example,
assume a wafer costs $250 to manufacture. Yielding 250
die per wafer means each die costs one dollar. But, if only
125 die are yielded, the cost per die is two dollars. The
rationale of the quest for smaller die size is obvious; the
simple dynamic memory cell fulfills this quest.
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Unfortunately, the simple cell has a drawback: the
capacitor is not a pure element and it has leakage. If left
alone, leakage current would cause the loss of data. The
solution is to refresh the charge periodically. A refresh -
cycle reads the data before it degrades too far and then
rewrites the data back into the cell. RAM organization is
tailored to aid the refresh function. As an example, the
Intel® 2164A 64K RAM is organized internally as four
16K RAM arrays, each comprised of 128 rows by 128
columns. Consequently the row address accesses 128
columns in each of the four quadrants. However, let’s
concern ourselves with only one quadrant. Prior to
selection, the bit sense line was charged to a high
voltage. Via selection of the word line (row addresses)
128 bits are transferred onto their respective bit lines.
Electrons will migrate from the cell onto the bit line
destroying the stored charge. Each one of the 128 bit
lines has a separate sense amplifier associated with it.
Charge on the bit line is sensed, amplified and returned
to the cell. Each time the RAM clocks in a row address,
one row of the memory is refreshed. Sequencing through
all the row addresses within 2 ms will keep the memory
refreshed.

In spite of the advantages of minimal cost per bit and
low power, the dynamic RAM has often been shunned in
microprocessor systems. Up until now, dynamic RAMs
have required a good deal of complicated circuitry to
support the refresh requirements, and associated timing
and interfacing needs. Circuitry for arbitration of
simultaneous data and refresh requests, for example,
has posed significant design problems. These require-
ments all add to the component count and system
overhead costs, both in design and implementation.

The development of the Intel family of dynamic RAM
controllers has brought a new level of design simplicity
to dynamic RAM memory systems. These new devices
include the solutions to the problems of arbitration, tim-
ing, and address multiplexing associated with dynamic
RAMs. v

This application note describes two basic memory
systems employing the use of the Intel® 2164A and 2118
dynamic RAMs in conjunction with the Intel® 8203 Dy-
namic RAM Controller and the Intel 2164A, 64K dy-
namic RAM with a higp speed TTL controller.

1.1 2118 16K RAM

"The Intel 2118 is a high performance 16,384 word by 1

bit dynamic RAM, fabricated on Intel’s n-channel
HMOS technology. The Intel 2118 is packaged in the in-
dustry standard 16-pin DIP configuration, and only re-
quires a single +5V power supply (with +10%
tolerances) and ground for operation, i.e., Vpp (+5V)
and Vgs (GND). The substrate bias voltage, usually
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designated Vpp, is internally produced by a back bias
generator. The single + 5V power supply and reduced
HMOS geometries result in lower power dissipation and
higher performance.

1.1.1 2118 DEVICE DESCRIPTION

The 2118 pin configuration and performance ratings are
shown in Figure 2. Note that pins 1 and 9 are N/C (no-
connects). This allows for future expansion up to 256K
bits in the same device (package). For a rigorous device
description, refer to AP-75, ‘‘Application of the Intel
2118 16K Dynamic RAM.”’

2118-10 2118-12 2118-15

100 120 150
235 270 320
Operating Current (mA) 27 25 23
Standby Current (mA) 2 2 2

Ao

Figure 2. Intel® 2118 Pinout

1.2.2 2118 ADDRESSING

Fourteen addresses are required to access each of the
16,384 data bits. This is accomplished by multiplexing
the addresses onto seven address input.pins. The two
7-bit address words are sequentially latched into the 2118
by the two TTL level clocks: Row Address Strobe (RAS)
and Column Address Strobe (CAS). Noncritical timing
requirements allow the use of the multiplexing technique
while maintaining high performance. For example, a
wide tgcp window (RAS to CAS delay) allows relaxa-
tion of the timing sequence for RAS, address change,
and CAS while still permitting a fast tgac (Row Access
Time).

Data is stored in a single transistor dynamic storage cell.
Refreshing is required for data retention and is ac-
complished automatically by performing a memory cy-
cle (read, write or refresh) at all row addresses every 2
milliseconds. ‘

1.2 2164A 64K RAM

The Intel 2164A is a high performance 65,536 word by
1 bit dynamic RAM, fabricated on Intel’s advanced
HMOS-D III technology. The 2164A also incorporates
redundant elements. Packaged in the industry standard
16-pin DIP configuration, the 2164A is ‘designed to
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operate with a single +5V power supply with =+ 10%
tolerences. Pin 1 is left as a no-connect (N/C) to allow
for future system upgrade to 256K devices. The use of a
single transistor cell and advanced dynamic RAM cir-
cuitry enables the 2164A to achieve high speed at low
power dissipation.

1.2.1 2164A DEVICE DESCRIPTION

The 2164A is the next generation high density dynamic
RAM from the 2118 +5V, 16K RAM. The 2164A pin
configuration and performance ratings are shown in
Figure 3. For a detailed device description, refer to
AP-131, ““Intel 2164A 64K Dynamic RAM Device De-
scription.”

1
2
3
4
5
6
7
8

2164A-15 2164A-20

150
1260
55

5

Access Time (ns)
Cycle Time (ns)
Operating Current (mA)
Standby Current (mA)

Figure 3. Intel® 2164A Pinout

1.2.2 2164A ADDRESSING

Sixteen address lines are required to access each of the
65,536 data bits. This is accomplished by multiplexing
the 16-bit address words onto eight address input pins.
The two 8-bit address words are latched into the 2164A
by the two TTL level clocks: Row Address Strobe (RAS)
and Column Address Strobe (CAS). Noncritical timing
requirements allow the use of the multiplexing technique
while maintaining high performance.

Data is stored in a single transistor dynamic storage cell.
Refreshing is required for data retention and is accom-
plished automatically by performing a memory cycle
(read, write or refresh) on the 128 combinations of Ay
through Ag (row addresses) during a 2 ms period. Ad-
dress input A7 is a ‘“‘don’t care”’ during refresh cycles.
Thus, designing a system for 256 cycle refresh at 4 ms in
a distributed mode automatically provides 128 cycle
refresh at 2 ms and a more universal system design.

1.3 Compatibility of the 2118
and the 2164A

In 2118 memory systems designed for upgradability, it is
now possible to take advantage of the direct upgrade
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path to the 2164A. The common pinout and similarities
in A.C. and D.C. operating characteristics of most
systems make this upgrade easy and straightforward. A
simple jumper change to bring the additional multi-
plexed address into the memory array, a check for pro-
per decoupling, and the replacement of the 2118’s with
2164A’s usually completes the job. In the two sections
that follow, both device and system level compatibility
issues are examined, key parameters are compared, and
implications discussed. A data sheet for each device
should be handy to aid in understanding the following
material.

1.3.1 DEVICE COMPATIBILITY

Both the 2118 and 2164A are packaged in the industry
standard 16-pin DIP. Observation of the device’s pinout
configurations shows that the only difference is the addi-
tional multiplexed address address input on pin 9 of the
2164A. This extra input is required to address the addi-
tional memory within. Notice the N/C (no connect) on
pin 1 of the 2164A. This allows for another direct up-
grade path to the 256K DRAM device, with pin 1 used as
the next address input. The first and most obvious
specifications to compare are the speed and cycle times.
Clearly, when discussing compatibility and upgradabil-
ity the same speed devices must be examined. A glance at
the respective data sheets shows that the 2118-15 and the
2164A-15 are the current devices available that are speed
and cycle time compatible, and further discussion will
center on these two specific device types.

1.3.1.1 D.C. and Operating Characteristics

Both the 2164A and the 2118 function in the same tem-
perature environment (0-70°C) with a single 5 volt
+10% power supply. All signal input voltage level
specifications are identical. The input load currents and
the output leakage currents are also the same. The
operating currents (Ipp;, Ipp2, Ipp3, Ipps) of the
2164A are greater than the 2118 because of the increased
density of the 2164A. One other parametric difference
worth pointing out is the maximum capacitive load of
the control lines on the 2164A. The maximum specifica-
tion is 8 pF on the RAS and CAS lines, each respectively
1 pF greater than the 2118.

1.3.1.2 A.C. Characteristics

As mentioned above, the tgac (access time fror/n RAS)
spec of the 2164A-15 is a perfect match to the 2118-15.
Generally, the other A.C. timing specs of the 2164A
meet or exceed those of the 2118. Both the read and
write cycle times (trc) of the 2164A-15 are 60 ns less
than the 2118. The read-modify-write cycle of the 2164A
runs 130 ns faster than the 2118. All parameters in the
write cycle (reference 2164A data sheet page 3) of the
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2164A exceed those of the 2118-15, as well as those tim-
ings specific to the read and refresh cycles. Noteworthy
are the trwy (Write command to RAS lead time) and
tcwy (write command to CAS lead time) specifications
of the 2164A.. These are 60 ns less than those of the 2118,
allowing more flexibility in timing generation of the
write cycle. One other improvement is tpc (page mode
read or write cycle) which is 125 ns. This parameter
allows, for the first time, a two-fold performance advan-
tage for page mode called extended page mode. This is
offered as an option to read or write an entire page (row)
of data during a single RAS cycle. By providing a fast
tpc and long RAS pulse width (tgpmp), the 2164A-15
S6493 permits high-speed transfers of large blocks of
data, such as required in bit-mapped graphics applica-
tions.

There are a few of the 2164A timing specifications
however, that exceed those of the 2118. These are:

tcac (access from CAS) = 85 ns, 5 ns greater
than 2118

tray (row address hold time) = 20 ns, 5 ns greater
than 2118

tcan (col address hold time) = 25 ns, 5 ns greater
than 2118

trcp (RAS to CAS delay time) = 30 to 65 ns,
versus the 2118, 25 to 70 ns

Usually only the tgay specification has significance in
system applications. This and all other system level com-
patibility issues are discussed in the following section.

1.3.2 SYSTEM LEVEL COMPATIBILITY

When designing a new system, the current (Ipp) re-
quirements of the 2164A do not present any particular
problems. Simply proceed with the normal power re-
quirement analysis, and specify the power supply ac-
cordingly. (A method for determining memory system
power requirements is detailed in Intel application note
AP-131 titled: Intel 2164A 64K Dynamic RAM Device
Description.) In a system being upgraded with 2164A
devices, check the new power supply reqirements against
the current power supply specifications to insure com-
patibility. Worth pointing out is the fact that in a 2118
system arranged as 64K by 16-bit word (32 devices) the
power/bit of the 2118-15 is 2.6 microwatts/bit (see
AP-75, pp. 11-12). Replacing the 2118’s with 2164A
DRAMS creates a 256K by 16-bit word (again, 32
devices) and the power per bit is 1.33 microwatts/bit (see
AP-131, pp. 11-12). The quadrupling in memory size
does not quadruple power supply requirements.

For a 64K by 16-bit to 256K by 16-bit conversion, the
additional power required is 2.89 watts. (5.59 watts for
the 2164A system — 2.7 watts for the 2118 system). On
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the other hand, to build a 64K by 16-bit system with
2118 requires 2.7 watts versus only 1.4 watts for the
2164A, meaning that for a given system size, there is a
significant system power system savings by implement-
ing the design with the 2164A.

The difference in current (Ipp) specifications leads to
another system consideration, that of decoupling. The
larger current transients generated as a dynamic RAM
internally powers up as a response to refresh cycles or ac-
tive cycles requires decoupling to keep noise off the
power grid and to prevent a transitory local voltage drop
across devices. Specifics of calculating local and bulk
decoupling requirements are presented in Section 6.3.4,
but in general Intel recommends .1 uF high frequency
ceramic capacitors for every 2164A device, and 100 pF
bulk decoupling for every 32 devices.

In comparison to the 2118, the RAS, CAS lines of the
2164A RAM have 1 pF additional load. This seems triv-
ial on a device level, but in a system the extra capacitance
adds approximately .1 ns/pF propagation delay (assum-
ing low power Schottky drivers) to the overall system ac-
cess path. With 16 devices per driver, this extra load
adds up to a measurable increase in propagation delay.
Determining additional delay due to capacitance is
standard engineering practice in a new design. When
upgrading a current memory system with 2164A
DRAMs, the additional delay also has to be considered.
Refer to section 6.2 for the formula to determine if the
additional loading is a concern in any specific applica-
tion.

Of the four timing specifications where the 2164A-15 ex-
ceeds the 2118-15 usually only tgay specification is of
concern. If, however, the system being upgraded is CAS
access limited rather than RAS access, then check the
timing to determine if the extra 5 ns on t coc will require
system re-tuning. The column address hold specification
(tcan) needs also be checked in this case. In the majori-
ty of DRAM systems, the access speed of importance is
trac, the RAS access time. When optimizing a memory
system to achieve the design’s fastest access time, set the
trep spec to a value less than tgcp maximum. In these
high performance systems, be sure that the tighter 5 ns in
the 2164A tgrcp spec window doesn’t push out the
system access time by that amount, or if it does, that it
still conforms to the system timing requirements.

Reliablity qualification data for the 2164A and 2118 are
identical with projections of less than .1%/1K-hrs for
soft errors caused by o« particles and less than
.02%/1K-hrs for hard failures. This leads to a distinct
system reliability advantage of the 2164A over the 2118.
System reliability is qualified as MTBF (mean time be-
tween failure). This is the ‘‘up-time’’ of the system and is
defined as 1/n\ where n is the number of devices in the
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system and X\ is the device failure rate. This equation
(MTBF = 1/n)\) says that system reliability is inversely
proportional to the number of devices in the system.
Therefore, a 1 Megabyte system (or any given system
size) built with 2164A devices is four times more reliable
as one built with 2118s.

In summary, when upgrading a system to 64K devices,
increase the decoupling, check the power supply, and
tweak the timing only if necessary, then enjoy the im-
proved system reliability. When engineering a new
design, become familiar with and be aware of the speci-
fication differences between the 2118 and the 2164A.

2 MICROPROCESSOR SYSTEM

To effectively design a microcomputer memory, an
understanding of both the RAM and the microprocessor
is necessary. Since Intel microprocessors have been well-
documented in other publications, this applications note
will mainly focus upon operation during bus cycles as
related to the memory interface.

2.1 iAPX 86 Bus Operation

The iAPX 86 bus is divided into two parts: control bus
and time-multiplexed address data bus. The bus is the
microprocessor’s only avenue for dialog with the
system. The processor communicates with both the
memory and I/O via the bus. As a result, it must
necessarily differentiate between a memory cycle and an
170 cycle. In the minimum mode, this differentation is
accomplished with the signal M/TO which remains valid
during the entire cycle. Therefore, this signal need not be
latched. In the maximum mode, the processor commits
to a bus cycle by means of three status bits transmitted to
the bus controller which generates the control signals. ‘

The bus cycle is divided into four times, referred to as
t-states, independent of the mode. Duration of this
t-time (t o cr) is the reciprocal of the clock frequency in-
to the microprocessor. During each of these states, a
distinct suboperation occurs. In t, the address becomes
valid and the system is informed of the type of bus cycle,
memory or I/0. In addition, a clock called ALE (Ad-
dress Latch Enable) is generated to enable the system to
latch the address. This is required because the address
will disappear in anticipation of data on the bus. In-
tended to strobe a flow-through latch, ALE becomes ac-
tive after the address is valid and deactivated prior to the
address becoming invalid. At the end of t,, the Ready
input is sampled. If it is low, the processor will ‘“idle,”’
repeating the t; state until the Ready line is high, allow-
ing the memory or I/0O to synchronize with the
microprocessor. In t3, the read or write operation com-
mences and the high order status bits become valid.
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Finally in t4, the machine cycle is terminated; input data
is latched into the processor in a read cycle or in a write
cycle output data disappears. The relationship of the
signals for minimum and maximum modes are shown in
Figures 4 and 5. Exact timing relationships will be
developed throughout the text. The design problem in-
volves making the microprocessor signals intelligible to
the dynamic RAM.

The timing analysis is to be given with a read cycle for
the minimum mode configuration of Figure 6. Unlike
static RAMs which access from whenever every input
signal is stable, dynamic RAMs begin a cycle on a clock
edge after addresses are stable. This will introduce a cer-
tain amount of delay in the logic path. The exact amount
depends on the complexity of the memory controller.
Two paths to access will be considered: first, the control
signal to data input and second, address stable to data
input. In the read cycle there are four control signals;
M/IO used to differentiate memory and 1/0 cycles, RD
used to control the output enable, DT/R and DEN are
controls for data flow. Of these only M/IO is a concern
to the memory design. Without WAIT states, no cycle
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Figure 4. 8086 Bus Timing — Minimum Mode and Figure 5. 8086 Bus Timing — Maximum Mode
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Referring to Figure 5, the following is obtained:
MEMCY <4 tcrcL

M/IO is stable tcycry from the previous clock high
time tcycL, but;

tcacL = 1/3tcLeL + 2
For the 5§ MHz clock, tcpc = 200 ns

solving for tcycr,
tcHcL = 68 ns
But tcygcry is 110 ns.

As a result, M/IO is a stable worst case 32 ns after the
start of a memory cycle. For an 8086-2, tcycL is 125 ns
and tcycry is 60 ns. Similarly, M/IO is stable 17 ns
after the start of the cycle.

Address calculations must include the buffer delay
(Figure 7). Stable addresses from the processor are
available tcp oy into the cycle and ALE is active tcp iy
into the cycle (Table 1). Addresses are on the bus tcpay
plus tyyoy (latch delay) or tcppy plus tggoy (buffer
delay from strobe). The worst case number (t AppR) is
the greater of these two numbers.

INPUTS

ALE(STB)

OUTPUTS

939

Figure 7. 8282/8283 Latch Timing

Table 1. Address Latch Delays — Min Mode

5MHz | 8 MHz | 10 MHz
tcLAv (ns) = 110 60 50
tivov (ns) =1+ 22 + 22 + 22
FlowThru(ns) = | 132 82 7
tcLLH (0s) = 80 50 40
tsHov (ns) = + 40 + 40 + 40
Latch Delay (ns) = 120 9% 80

Flow through delay is the limiting factor of the 5 MHz
system, whereas delay from the latch strobe (ALE) is the
limiting factor in the fastest processors. Finally, data
must be inputted tpycp plus tyyoy to the data buffer
prior to the fourth t-state. Access from stable addresses
is:

tacc = 3tcrcw - tappr - (tpver + tivov)

Using this equation and the results from Table 1, t occ
can be calculated.

Table 2. tacc Calculations — Min Mode

5MHz | 8 MHz | 10 MHz
3tcLcL (ns) = 600 375 300
tADDR (ns) = 132 90 80
tpvcL.(ns) = |+ 30 + 20 5
trvov (ns) = [+ 22 + 22 + 22
SUBTOTAL (ns) = 184 |-184 | 132 |-132 | 107 |-107
tacc (ns) = 416 243 193

Table 3 shows the system access time from stable address
to input data required. This time is the summation of the
RAM access time plus the control logic delay time.
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Table 3. Data Setup Time — Min Mode
5 MHz 8 MHz | 10 MHz
tcverv(ms) = | 110 70 50
tcLpv (ns) = |-110 - 70 - 50
tivov (ns) = (- 22 -2 -2
tps (ns) =|-2 - 22 -2

During a write cycle, access is not the issue, but the write
pulse width, the data setup and hold time with respect to
the write pulse are of concern. The pulse width is simply
twLwH, While data set-up time must be calculated from
a clock edge. Dynamic RAMs latch input data on the
falling edge of the write enable pulse, so the calculation
is critical. Data is valid tc py plus the buffer delay
tivov in t while the write pulse begins tcycry in ts.
Worst case condition is a skew such that t ¢y py is a max-
imum delay while t cycTy has a'minimum delay.

tps = tevere - (teLpv + tivov)

From the calculations in Table 3, the leading edge of the
write pulse must be delayed in the minimum mode.
These calculations will be used later.

Having examined the major timing parameters of the
minimum mode configuration, let’s now check the max-
imum mode timings.

In the maximum mode configuration of Figure 8, the
system has another component — an 8288 bus controller
— which generates ALE and the read and write control
signals. In this configuration a memory read cycle is not
committed until tcp vy into ty whereas in the minimum
mode operation, the information was known in t;. In
this respect, a maximum mode system access cycle is less
than3tcpcL.
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Figure 8. 8086 Maximum Mode Operation

To determine address delay, we will, again, examine the
data flow path and the delay from the latch opening.
The greater of these two numbers is the worst case time
delay (tAppR)-

Flow-thru Delay = tepay + tivov

Latch Delay = tc iy + tsaov
Using these equations and previous data, Table 4 shows
how Flow-thru Delay can be calculated.

Table 4. Flow-through Delay — Max Mode

5 MHz 8 MHz | 10 MHz
tcLAv (ns) = 110 60 50
tivov (ns) = + 22 + 22 + 22
Flow Thru Delay = 132 82 72
tcLLH (ns) 15 15 15
tsHoV (ns) = 1+ 40 + 40 + 40 |
Delay from ALE = 55 55 55

In each case in Table 4, the limiting delay is flow-thru-
time. Access time from address can now be determined.
Again, data must be valid tpycp plus the input buffer
delay (tyoy) before the end of t3. For maximum mode
access from the address valid time is:

tacc = 3tcrer - tabpr - (tovel + tivov)

Using this equation and previous data (Table 4), Table 5
shows how t 5 ¢ can be calculated.
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Table 5. tpcc Calculations — Max Mode
5 MHz 8 MHz | 10 MHz
l«— aND 8288 3tcrcL (ns) = 600 375 300
5] | MRDC =| 132 2 72
»| §7 |— MwTC COMMAND BUS tADDR (1) 3 8
s2 — AMWC tpvcL (ns) =|+ 30 + 20 5
DEN -
DR ALE tivoy (ns) =+ 22 + 22 + 22
SUBTOTAL (ns) = | 184 ~184 | 124 |-124] 99 (- 99
] tacc (ns) = 416 251 201
ste ST
OE D oS Access from the read command (MRDC) must also be
8282 . . . .
Amﬂg:g <Eoon/oArA LATCH determined. MRDC is valid tcpymp from t,, causing ac-
e 1] ol H cess (tca) from MRDC to be:
‘ tca = 2tcreL - tewme - (tpver + tivov)
—

Using, this equation, Table 6 shows the access calcula-
tions.

Table 6. Access From Memory Read Command

S5MHz | 8 MHz | 10 MHz
2tcrcL (ns) = 400 250 200
termr (ns) = 35 35 35
tpvcL (ns) =1+ 30 + 20 5
tivov (ns) =1+ 22 + 22 + 22
SUBTOTAL (ns) = 87 |- 87 77 |- 77 62 |- 62
tca (ns) = 313 173 138

Access from the memory read command (MRDC) is
much more stringent than address access. Consequently
both access paths must be consideed in system design.
The write cycle has the same limitation as access from
memory read command. Memory write is identified by
MWTC having the same timing as the memory read
command. Address timing is the same for both the read
and write cycles. The write pulse, twp is generated by
MWTC with a pulse width of one clock cycle plus maxi-
mum tcppp plus the minimum overlap into the next cy-

cle (tcLmn)-

twp = tcLel + toume - teimu

For the 5 MHz, 8 MHz, and 10 MHz system, typ is
calculated as shown in Table 7.

Table 7. twp Calculations — Max Mode

5MHz | 8 MHz | 10 MHz
tcLcr (ns) = 200 125 !00
teLme (ns) = 35 35 35
temu @s) =|-10 - 10 - 10
SUBTOTAL (ns) = 25 |- 25 25 |- 25 25— 25
twp (ns) = 175 100 .75
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Data setup time (tpg) to the leading edge of the write
pulse occurs approximately one tcy oy, time later. From
tcLcL, the maximum tpycyp plus the minimum teyp vy
must be subtracted:

tps = tcrer - (tewpv + tomr)
Now tpg can be computed as shown in Table 8 by using
data from previous calculations and the data sheet.

Table 8. Data Setup (tps) Calculations —

Max Mode
5MHz | 8 MHz | 10 MHz
teLcL (ms) =] 200 125 100
tcLpyv (ns) =|-110 — 60 — 50
tcLMmL (ns) =|-10 - 10 — 10
tps (ns) = 80 55 40

Using MWTC as the write pulse allows sufficient data
set-up time for the dynamic RAMs. These, then, are the
basic timing equations for the system of Figures 6 and 8.
They are general in that timing requirements for dif-
ferent clock frequencies (i.e., 9 MHz) can be calculated
using them. Armed with these equations, the designer
can now shape the control and address signal in the time
domain with a memory controller to meet the dynamic
RAM requirements.

In addition to converting address, MRDC and MWTC
into RAS, CAS, WE, etc., to satisfy both the processor
and memory, another task called refresh must be per-
formed by the memory controller.

Performing the interface translation, providing refresh
and controlling the signal timing to the RAM requires a
controller that consists of six elements as shown in
Figure 9. Of these, the most basic is the oscillator
because it fulfills two functions: providing a time base
for refresh interval timing and establishing precise times
for RAS, CAS, etc., to the RAM. The operating fre-
quency must be high enough to provide sufficient in-
crements between timing signals. The relationship of
timing signals will be multiple periods of the clock fre-
quency. In addition, the oscillator drives a countdown
or divide by N circuit to measure the time between re-
fresh cycles. Refresh can be either burst or distributed.
In the burst mode, a refresh request would occur once
every two milliseconds to meet the dynamic RAMs’
needs. For a 16K or 64K RAM with 128 refresh cycle re-
quirement, all 128 refresh cycles would be performed
consecutively. A disadvantage of this method is that the
memory is ‘‘out of service”” for a long period of time.
Assume a 350 ns cycle time, then the time required to
perform refresh is 350 ns multiplied by 128 cycles or 44.8
microseconds operating with a 5 MHz 8086; this
translates to 224 consecutive WAIT states.

LOW ORDER

ADDRESSES MULTIPLEXER
AND BUFFERS MULTIPLEXED

ADDRESS
HIGH ORDER (6 TTL PKG)

T

REFRESH
COUNTER
(2TTL PKG)

T

—» WE
REQUEST Tcho‘x?an s
_ ACKNOWLEDGE SonTRoL __’_’ il
—= RASN
RD
WR ARBITER
i (ATTL PKG)
OSCILLATOR R$TS§§H
1 TTL PKG)
) (1 TTL PKG)

*20 TTL PACKAGES

TO IMPLEMENT

Figure 9. Refresh Timing and Control
Block Diagram

Consequently, a large delay is injected every 2 ms. On
the other hand, distributed refresh steals a single cycle,
128 times i)eriodically throughout the 2 ms. Evenly dis-
tributed, a refresh cycle occurs once every 15 micro-
seconds. Again assume a 350 ns refresh cycle, and our 5
MHz system need only inject two WAIT states (worst
case) each time. Thus distributed refresh is preferable in
almost all microprocessor systems.

Guaranteeing that all 128 refresh addresses are exercised
is the task of the refresh address counter. It consists of
an eight-stage binary counter. After the refresh cycle has
been completed, the counter is advanced one count. In-
crementing after refresh eliminates any concern regarding
address settling or setup time as the counter outputs are
changing. This would be a concern if the counter were
incremented as the refresh cycle started.

Because the counter cycles through all 128 addresses
every 2 milliseconds, it isn’t required to be in a specific_
state after power on, i.e., it need not start at address 0
after power on.

Next is the arbiter — which can be the bane of every
memory design. Deciding whether a memory cycle is an
access cycle or a refresh cycle is the function of the ar-
biter. Refresh requests are derived from the oscillator
which operates asynchronously with the system clock.
The arbiter will grant the request when a refresh request
is made and no memory cycle is occuring or pending. If
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an access cycle is in progress, the arbiter must inhibit the
refresh cycle until the current cycle is completed. The
same logic process occurs if a refresh cycle is in progress
‘and access is requested. This sequence flows smoothly
most of the time. The difficulty arises when refresh and
access are requested simultaneously. In every arbiter
there exists an infinitely small but very real time period
when the arbiter cannot make a decision, much less the
correct one. Consider the arbiter in Figure 10 — a simple
cross-coupled NAND or an R-S flip-flop.

If both requests are made simultaneously, both would be
granted — an impossibility!

Effective solutions have reduced performance to max-
imize reliability. One such method is a two stage clocked
flip-flop per Figure 12. '

REFR REQ REFRESH GRANT

[r— MEM CYCLE GRANT
MEM REQ

noaz

HAS MULTIPLE STAGES
(MASTER/SLAVE APPROACH)

MASTER SLAVE

r=—> r—>

— FLIP-FLOPS HAVE HIGH GAIN/HIGH POWER/HIGH SPEED
— MASTER HAS SCHMIDT TRIGGER INPUTS

— MASTER/SLAVE HAVE DIFFERENT THRESHOLDS

~— FLIP-FLOP D-INPUT IS INTEGRATED TO FILTER GLITCHES
— CROSS COUPLING (POSITIVE FEEDBACK) IS USED

— DATA LOCKOUT ON D-INPUT IS USED

Figure 10. Arbiter Cross-coupled NAND Gates

Another arbiter frequently used is a D-type flip-flop as
in Figure 11. Here arbitration is attempted between the
clock and the D input. Violating the setup or hold time
with respect to the clock can cause the output to enter a
quasi-stable state of non-TTL levels for as long as 75 ns.
This timing is too long for many high performance

systems.
/

Figure 12. 8203 Arbitration Logic

In this configuration arbitration is perférmed at the sec-
cond stage so that even if the first stage ‘“hangs’’ all will
be settled by the clocking of the second stage.

The timing and control section is the core of the control-
ler. Under its guidance, addresses are switched for multi-
plexing. RAS, CAS, WE are produced and sequenced in
a fashion understandable by the RAMs. One other fea-

DATA

CLOCK

DTYPE
LATCH

QOuUTPUT

DATA

tseTup—>

CLOCK

tHoLp

QUASI STABLE STATE

QOuUTPUT

[+— tPROP-

VIOLATING & SETUP
OR tHoLD

*CAN BE UP TO 75 nsec FOR A 74574

tpROP” |

A9a3

Figure 11. D-type F/F Arbitration
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ture required is a handshake signal with the processor to
indicate whether or not the memory is ready to be ac-
cessed. This is usually implemented with a System Ack-
nowledge (SACK) (an early signal in the cycle) which
indicates a receipt by the controller of a memory access
request, or by a Transfer Acknowledge (XACK, a signal
occuring later in the memory cycle), indicating the valid
memory data is available.

The final piece of the memory controller is the address
multiplexers and buffers to drive the memory addresses.
During the normal memory cycle the parallel addresses
from the bus must be reduced by one half through time
multiplexing. In' addition refresh addresses must be ap-
plied to the array through this same address path. Buf-
fers are shown to drive the capacitance of the array with
signals having sharp rise and fall times.

Figure 9 also shows the quantity of TTL packages re-
quired to implement such a controller. Twenty TTL
packages are usually required for a controller.

To design a controller with discrete TTL components
can take several man months of design effort. Typically,
four weeks for design, two weeks for timing analysis,
four weeks to build and debug prototypes, six weeks for
circuit board layout, and another four weeks to add ad-
ditional features or to tweak the original design. Obvi-
ously, the Intel 8203 DRAM controller is a desirable
alternative.

2.2 8203 Dynamic RAM Memory
Controller

The Intel 8203 is a Schottky bipolar device housed in a
40-pin dual in-line package. It provides a complete

dynamic RAM controller for microprocessor systems
and expansion memories. All of the system control
signals are provided to operate and refresh the 2117,
2118 and 2164A dynamic RAMs. To accomplish this,
the 8203 provides the following features:
o Directly addresses one-half megabyte of 2164A
(with external drivers)
e Provides address multipexing and RAS, CAS, VV—E
strobes
e Provides a refresh timer and an 8-bit refresh ad-
dress counter
e Refresh may be internally selected for automatic
refresh in a distributed fashion
e Refresh may be externally requested to provide for
synchronous or transparent refresh
e Compatible with Intel 8080A, 8085A, iAPX 88
and iAPX 86 families of microprocessors
e Provides system acknowledge and transfer ack-
nowledge signals
e Allows asynchronous memory and refresh cycle re-
quests

e Provisions for external clock or crystal oscillator

A block diagram of the 8203 is given in Figure 13 which
illustrates how these features are integrated.

2.2.1 OSCILLATOR

The Intel 8203 generates its timing from an internal shift
register which is crystal controlled. This method pro-
vides highly accurate control of the timing required for
dynamic RAMs. This method is superior to a mono-
stable mulitvibrator approach where transients and unit-
to-unit timing accuracies are difficult to control.

COLUMN
ADDRESS

AL AL, . OUT,-0UT,
TIMING '
GENERATOR
By — RAS,
REFRESH f—
COUNTER B,-OP, RAS,
— ARBITER RAS,
RDIS1 AAS
WR syl | " 5—A§3
PCS WE
REFRQ/ALE I ${LATCH I:v I SACK
J—'I_J ) XACK
REFRESH
TIMER
OSCILLATOR
Xo/OP, =
X,/CLK =

As33

Figure 13. 8203 Dynamic RAM Controller Block Diagram
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2.2.2 ARBITER

The arbiter resolves all conflicts between any cycles that
are requested simultaneously. These cycles can be
generated from one of four places:

1. Read Cycle Request — RD/S!1 input
2. Write Cycle Request — WR input
3. External Refresh Request — REFRQ/ALE

4. Internal Refresh Request — (refresh timer shown in
Figure 13)

If a refresh cycle is in progress and a read or write cycle is
requested, the requesting device receives a ‘‘not ready’’
until the present cycle is completed. After completion of
the present refresh cycle a response from the 8203 called
System Acknowledge, or SACK, will notify the request-
ing device of availability for use. If a read or write re-
quest occurs simultaneously with a refresh request, the
read or write cycle will be performed first, then the re-
fresh cycle. Read and write cycle requests cannot occur
simultaneously during normal operation. If the 8203 is
deselected, only an internal or external refresh cycle re-
quest will be accepted. Once selected, it will continue
with the present memory cycle if one is being performed.
(Hence_the chip select input is called protected chip
select, PCS, because the current cycle is always com-
pleted regardless of any other pending request.)

;

2.2.3 REFRESH TIMER AND COUNTER

The refresh timer is a counter that increments on each
pulse from the clock input until it reaches a preset
number causing an internal refresh request to occur.
Note that this causes the refresh rate to be 8203 clock cy-
cle dependent. External refresh requests will cause the
refresh timer to reset, but will not disable it.

The internal address counter contains the address that
will be used during the next refresh cycle. The counter is
incremented after each refresh, counting up to 256
before resetting to zero after all RAM addresses have
been refreshed. All current generation Intel DRAMs re-
quire a 128-cycle refresh, hence, the most significant bit
is ignored. However, this extra bit allows use of 256 cy-
cle 4 ms refresh devices without changing thé current
memory system design.

2.2.4 MULTIPLEXER
The multiplexer is controlled by the timing and control
logic. It presents to the address bus one of the following:

1. The contents of the refresh counter when there is a
refresh cycle

2. ALg.¢ on a RAS pulse
3. AHg.¢ on a CAS pulse

The outputs from the multiplexer are inverted from the
address inputs. This is immaterial to the dynamic RAM
array and does not require inversion for proper system
operation.

2.2.5 TIMING AND CONTROL

The timing and control logic allows either a read, write
or refresh cycle to occur. After any read or write cycle
request, SACK (System ACKnowledge) goes active if
the cycle was not requested during a refresh cycle. If it
was, SACK is delayed until XACK, thereby requesting
WALIT states from the cycle requester.

Figure 14 is a diagram of the 8203 pinout. Table 9 lists
the pin numbers, the symbols, and the function of each
pin when the 8203 is configured for the 64K option.

The 8203 has two wéys of providing dynamic RAM
refresh: ,

1. Internal (failsafe) refresh

2. External refresh

Both types of 8203 refresh cycles activate all of the RAS

outputs, while CAS, WE, SACK, and XACK remain in-
active.

PCS
RD/st

AH, 1 Vee
A2 A
'6
AR i X/CLK
AHoml 5 Xo/OP,
wE 16K/64K
ALy 16K/B64K 4=——
Uy o REFRQIALE  MODE SELECT
8

AL WH

ouT: SACK

ALy XACK

O chs

4 b Laid

ouT, RAS, (Bg)

_ALg B4/OP; (AH7) | MULTIPLEXED
OUuTg By (AL7) PINS
ALg/OP; RAS, (OUT;)

OuTe RAS,

Vss RAS,

A931

Figure 14. 8203 Pinout
2.2.6 REFRESH CYCLES

Internal refresh is generated by the on-chip refresh
timer. The timer uses the 8203 clock to ensure that
refresh of all rows of the dynamic RAM occurs every 2
milliseconds. If REFRQ is inactive, the refresh timer will
request a refresh cycle every 10-16 microseconds.

External refresh is requested via the REFRQ input (pin
34). External refresh control is not available when the
Advanced-Read mode is selected. External refresh re-
quests are latehed, then synchronized to the 8203 clock.
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Table 9. Pin Description (64K Option)

Symbol Pin No. Type Name and Function

AL, 6 ) Input Address Low: CPU address inputs used to generate memory row address.

AL, 8 Input

AL, 10 Input

AL, 12 Input

AL, 14 Input

ALs 16 Input

ALg 18 Input

AL, 24 Input

AH, 5 Input Address High: CPU address inputs used to generate memory column address.

AH, 4 Input

AH, 3 Input

AH;3 2 Input

AH, 1 Input

AHj 39 Input

AHg 38 Input

AH, 25 Input

BO 26 Input Bank Select Input: Used to gate the appropriate RASy-RAS; output for a
memory cycle.

PCS 33 Input Protected Chip Select: Used to enable the memory read and write inputs. Once a
cycle is started, it will not abort even if PCS goes inactive before cycle comple-

! tion.

WR 31 Input |. Memory Write Request

RD 32 Input Memory Read Request

REFRQ 34 Input External Refresh Request

OUT, 7 Output Output of the Multiplexer: These outputs are designed to drive the addresses of

OUT, 9 Output the dynamic RAM array. (Note that the OUTj_7 pins do not require inverters or

OUT, 11 Output drivers for proper orientation.) '

OUT; 13 Output

OUT, 15 Output

OUT; 17 Output

OUTg¢ 19 Output

OouT, 23 Output

WE 28 Output Write Enable: Drives the write enable inputs of the dynamic RAM array.

CAS 27 Output Column Address Strobe: This output is used to latch the column address into the
dynamic RAM array.

RAS, 21 Output Row Address Strobe: Used to latch the row address into bank of dynamic RAMs,

RAS, 22 . Output selected by the 8203 Bank Select Pin (Bg).

XACK 29 Output Transfer Acknowledge: This output is a strobe indicating valid data during a read
cycle or data written during a write cycle. XACK can be used to latch valid data
from the RAM array.

SACK 30 Output System Acknowledge: This output indicates the beginning of a memory access

: cycle. It can be used as an advanced transfer acknowledge to eliminate WAIT
states. (Note: if a memory access request is made during a refresh cycle, SACK is
delayed until XACK in the memory access cycle.)

Xo/OP, 36 Input Crystal Inputs: These inputs are desighed for a quartz crystal to control the fre-

- quency of the oscillator. X;/CLK becomes a TTL input for an external clock if
X/OP is tied to Vcc. . .
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The arbiter will allow the refresh request to start a
refresh cycle only if the 8203 is not in a cycle.

Internally, if a memory request and a refresh request
reach the arbiter at the same time, the 8203 will honor
the refresh request first. However, the external refresh
synchronization takes longer than the memory request
synchronization so, relative to the 8203 input signals, a
simultaneous memory request and external refresh re-

" quest will result in the memory request being honored
first. This 8203 characteristic can be used to ‘‘hide”’
refresh cycles during system operation. A circuit similiar
to Figure 15 can be used to decode the CPU’s instruction
fetch status to generate an external refresh request. The
refresh request is latched while the 8203 performs the in-
struction fetch: the refresh cycle will start immediately
after the memory cycle is completed, even if the RD in-
put has not gone inactive. If the CPU’s instruction
decode time is long enough, the 8203 can complete the
refresh cycle before the next memory request is gener-
ated.

REFRQ

8085A

8203

935

Figure 15. Hidden Refresh Generator

After each refresh cycle, the 8203 increments the refresh
counter, reloads the refresh timer, and clears the exter-
nal refresh latch. If the external refresh request is held
active, the latch will be set again, and another refresh cy-
cle will be generated. If, however, a memory request is
pending, it will be honored before the second refresh re-
quest. This feature prevents refresh from locking out the
memory request.

Certain system configurations require complete external
refresh control. If external refresh is requested faster
than the minimum internal refresh timer (tggp) then, in
effect, all refresh cycles will be caused by the external
refresh request, and the internal refresh timer will never
generate a refresh request.

212.7 READ CYCLES

The 8203 can accept two different types of memory
Read requests:

1. Normal Read, via the RD input (

2. Advanced Read, using the S1 and ALE inputs

The user can select the desired Read request configura-
tion via the B1/0P1 hardware strapping option on pin
25.

Normal Reads are requested by activating the RD input,
and keeping it active until the 8203 responds with an
XACK pulse. The RD input can go inactive as soon as
the command hold time (t cyg) is met.

Advanced Read cycles are requested by pulsing ALE
while S1 is active; if S1 is inactive (low) ALE is ignored.
Advanced Read timing is similiar to Normal Read tim-
ing, except the falling edge of ALE is used as the cycle
start reference.

If a read cycle is requested while a refresh cycle is in pro-
gress, then the 8203 will set the internal delayed-SACK
latch. When the Read cycle is eventually started, the
8203 will delay the active SACK transition until XACK
goes active. This delay was designed to compensate for
the CPU’s READY setup and hold times. The delayed-
SACK latch is cleared after every READ cycle.

Based on system requirements, either SACK or XACK
can be used to generate the CPU READY signal. XACK
will normally be used; if the CPU can tolerate an ad-
vanced READY, then SACK can be used. If SACK ar-
rives too early to provide the appropriate number of
WALIT states, then either XACK or a delayed form of
SACK should be used.

2.2.8 WRITE CYCLES

Write cycles are similiar to Normal Read cycles, except
for the WE output. WE is held inactive for Read cycles,
"but goes active for Write cycles. All 8203 Write cycles
are ‘‘early write’’ cycles; WE goes active before CAS
goes active by an amount of time sufficient to keep the
dynamic RAM output buffers turned off.

For a more detailed analysis of the 8203, refer to Ap-
plication Note AP-97A, entitled ‘‘Interfacing Dynamic
RAMs to iAPX 86/88 Systems Using the Intel 8202A
and 8203.”

3 SIMPLE SOLUTION

An example of the ease of interfacing DRAMs to micro-
processors with the 8203 is shown in Figure 16. This is an
example of the 8203 and 2118’s or 2164A’s configured as
local memory to a min mode iAPX 88 System. The CPU’s
local bus is demultiplexed by an 8283 which latches the.
addresses and presents them to the 8203. Notice the lack

~of TTL support circuitry. The only additional com-
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ponents are a latch for the dynamic RAM output data
and a OR gate to steer the WE signal on byte writes. The
8203 handles all the 'interfac(‘e requirements of the
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DRAM array, rendering a very simple solution to a
dynamic memory design.

Figure 17 is an 8203/2164A memory system configured
as a global resource to a max-mode iAPX 86 micropro-
cessor system. Although there are several more TTL
components involved, the buffers and transceivers are a
requirement for proper system bus interface design. In
terms of controlling the memory, the 8203 and 2164A in-
terface is as simple as in the previous example. The abil-

ity of the 16 bit 8086 to perform byte operations requires
two gates (shown on the diagram of Figure 17 between
the 8203 and the 2164A array) to steer the write pulse
output from the 8203 to either the high or low byte or
both bytes as directed by A0 and BHE (Byte High
Enable).

These examples balance ease of use and design through-
put time with performance. The designs shown typically
require one to two WAIT states. With one WAIT state,
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Figure 17. 8203/2164A Global Memory System
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processor performance is reduced to 91.7%, and with
two WAIT states it drops to 83.7%. This may be accept-
able in many applications, but where it is not, a modest
additional design effort can yield zero WAIT states.

4 5 MHz NO-WAIT STATE SYSTEM1

4.1 Circuit Description

The DRAM/8203 microprocessor memory system dis-
cussed up to this point met all of our design criteria ex-
cept one — optimum performance. In minimum mode
operation, inherent delays in the system RD and WR
commands resulted in a READY signal that was too late
to avoid processor WAIT states. Attaining zero WAIT
states requires minimizing these delays by transmitting
advanced read (RD) or write (WR) commands. This is

not a simple task in minimum mode operation because
the iAPX 86 processor produces the RD and WR signals
in a fixed relationship after ALE occurs. However,
operating in a max-mode, the iAPX 86 outputs three
status bits (SO, S1, S2) which occur ahead of the ALE
signal. (Refer to the timing diagram shown in Figure 18.)
With proper logic circuitry, these status bits can be used
to initiate the advanced signals required.

The following discussion describes a S MHz no-WAIT
state microprocessor memory system designed for op-
timum performance. Figure 19 shows an iAPX 86 max-
imum mode system modified for zero WAIT states. The
circuitry added to the system previously described is en-
closed in the dashed lines. The 8205 decodes the three
status bits (S0, S1, SZ) and outputs an advanced read or
write signal at pin 13 or 14, respectively. These signals
flow through the corresponding 74S158 (a 2:1 mux con-
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Figure 18. 8086 Bus Timing — Maximum Mode System (using 8288)
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figured as a high speed flow through latch) and are latched
on the falling edge of ALE from the 8288. Latch outputs
(ADV WRC and ADV RDC) are connected to the 8203
WR and RD inputs. The two latches are cleared by
clocking the trailing edge of either the memory read
command (MRDC) or memory write command (MWTC)
through a 74S74 flip-flop. System acknowledge (SACK

— used in place of XACK because it occurs sooner) is
returned to the 8284A which provides a synchronous
ready signal to the iAPX 86. The advanced memory
write command, AMWC, clocked to provide ap-
propriate timing with CAS, is ORed with WE to obtain
the WR for the 2118’s. The S2 status bit is latched by the
74S158 on the trailing edge of ALE.

25 MHz
WR WE
8203
=
1

LOW BYTEWE
2118

MEMORY

ARRAY

D015 Doyr0 15

]

.
RAS,

! |r-=.u~l|
LATCH!

XACK
cs
128K BYTE DYNAMIC RAM MEMORY SYSTEM

SACK
74532

A A
5\ 8205 i

ADV WRC

Dy Dy

ADVANCED RD/WR
CIRCUIT

A Ay

* MUST BE 745158 WIRING CRITICAL FOR PROPER LATCH OPERATION

- - - ADDITIONAL CIRCUITRY REQUIRED FOR ZERO WAIT STATES

32
22
§z
H
z
5

RESET IN

Figure 19. 5 MHz No-WAIT State Microprocessor Memory System
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4.2 Analysis and Description of
System Timing

Read cycle worst case analysis is shown in Figure 20
which only considers the maximum time delays. The
four processor t states are indicated by t | through t4. To
accomplish zero WAIT states, valid data must reach the
iAPX 86 by the end of t3 minus 30 ns. The latest read
data arrives at the iAPX 86 (next to the last waveform)
within this time frame. Timing relationships are as
follows: .

The ADV RDC flows through the 74S158 latch and
reaches the 8203 within 6 ns after the rise of ALE. The

latest PCS is generated by decoding CPU addresses and
arrives within 133 ns. The SACK signal is then returned
within 127 ns from PCS. The buffered SACK is used as
the READY signal to the iAPX 86, resulting in zero
WALIT states (except when the 8203 is performing a
refresh cycle). The maximum PCS to CAS delay is
shown to be 245 ns. Also accounted for is the maximum
access time from CAS to data valid of 80 ns and a propa-
gation delay of 45 ns for valid data to reach the pro-
cessor.

In the write cycle, the relationship between data and WE
at the memory and the relationship between the leading
edge of WE and the trailing edge of CAS (t cwr) must be

T

T2 Ty l Ta i
[ TcLeL
VAR I A Y A
So, $1. 82 x '
—
=133 ns
LATEST
ALE
LATEST ADV RDC -\
AT 8203
[~—133ns
LATEST PCS
=127 ns~|
LATEST SACK SACK
FROM 8203
READY INPUT
(BUFFERED SACK)
TO 8284A l NECESSARY ASYNCHRONOUS
TRIVCH =35 ns ._{ READY SETUP AT 8284A TO _
GUARANTEE NO WAIT STATE [«——TACK=10ns
XACK
245 ns .
PCS TO CAS DELAY ¢As
AT 8203 (MAX)
— =80ns FOR
Teac SLOWEST 2118 —*| [~ 0nsTOFFmi FOR 2118
MAX TAS ACCESS WITH 21
SLOWEST 2118 DATA VALID OUT OF 2118
PROP DELAY 70 ns—|
LATEST READ DATA
ARRIVAL AT 8086 READ DATA
'« MUST BE =0 FORNO
R s WAIT STATES*
DATA MUST BE VALID AT

CPU=3 TCLCL - TDVCL

READ CYCLE WORST CASE ANALYSIS
8086 IN MAX MODE AT 5§ MHz
8203 AT 25 MHz

“CRITICAL TIMING FOR ZERQ WAIT STATES

VALID DATA AT CPU

I‘-n)vcn.

c asag

Figure 20. Read Cycle Timing Analysis (5 MHz)
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preserved. Since DRAMs write data on the leading edge
o_f_the write pulse, data must be valid before the fall of
WE. Timing analysis of the skew of the normal memory
write command (MWTC) to valid data shows that worse
case, it is possible to have data. arrive after the falling
edge of WE (case 1 of Figure 21). Using the other write
pulse available from 8288 bus controller, the advanced
memory write command (AMWC), led to the problem
depicted in Figure 21, case 2, violation of the DRAM
specification tcwy. From these observations, the need
for the clocked AMWC pulse becomes apparent. By
delaying the AMWC pulse until the next rising edge of
the system clock and then gating this signal with the WR
output from the 8203, a ‘‘best-fit’’ write pulse is created
that meets all timing requirements.

WE TO DATA SKEWS PROHIBIT USE OF COMMANDS
DIRECTLY FROM 8086 PROCESSOR

CASE 1 — DATA NOT. VALID AT WRITE
WORST CASE DATA FROM 8086 VALID

BEST CASE CAS/WE FROM 8203
tos

CASE 2 — NOT ENOUGH TIME TO WRITE
BEST CASE CAS FROM 8203

WORST CASE COMMAND

FROM 8086 (MWTC) —{ towm

950

Figure 21. Write Cycle Problems

Figure 22 depicts the worst case analysis of the write cy-
cle. The timing relationships are similar to those for the
read cycle with a_few exceptions. The advanced write
command, ADV WRC, flows through 748158 and is
latched by the fall of ALE. The earliest CAS occurs 145

ns after the PCS. Valid data is output from the CPU

within 210 ns and reaches the memory 35 ns later. The
advanced memory write command, AMWC, and associ-
ated progation delays must satisfy the t cwy requirement
of the 2118’s which starts at the beginning of the AMWC
pulse and terminates with the end of CAS. The write
enable, V—VTE, from the 8203, is ANDed with AMWC to
obtain the WR for memory.

4.3 Compatibility of the 2118 and 2164A

The 5 MHz no-WAIT state system was designed with the
2118-15 DRAM. By following the guide lines in section
1.3 and examining tight timing areas specific to this ap-
plication, it can be shown that the system is expandable
and works equally well by using two rows of 2164A-15
parts in place of four rows of 2118-15 parts. The 8203,
when configured in the 64K mode, guarantees proper

generation and arrival of timing signals to the memory.
Since the controller is CAS access (tcac) limited, the
tcac spec of the 2118 and the 2164A must be compared
for the read cycle. tcac on the 2164A-15 is 85 ns, 5 ns
greater than the 2118. This means that valid data will ar-
rive at the 8086 processor 5 ns later, for the worse case,
using the 64K device. The read cycle timing analysis
shows this is still well within the 570 ns requirement of
the 8086. During the write cycle, two parameters were of
concern in the S MHz system:

tps (data set-up before CAS)
. tcww (leading edge of write to trailing edge of CAS)

Since the t pg spec is the same for both devices (0 ns), the
original timing analysis for this parameter is still valid
and the 2164A fits. The tcwL, spec for the 2164A-15 is
40 ns. This is 60 ns less than the 2118-15, so that
substituting the 2164A actually relieves a tight timing
spot in this design. The additional delay added to con-
trol line paths due to larger input capacitances of the
2164A is accounted for in the 8203 specification (the
8203 is specified to directly drive four rows of 2118’s,
only two rows of 2164A’s for this reason). After adding
decoupling to meet the 2164A-15 requirements, the
2164A memory system is up and running, doubling
memory size and reducing device count by one-half.

4.4 System Reliability

The majority of microcomputer systems are designed in-
to applications where system failure ranges from ir-
ritating (such as a vending machine failure) to a financial
loss (such as a double debit from an electronic teller
machine). While these are not life threatening failures,
reliability is important enough to be designed into the
system.

A memory system is one of the system components for
which reliability is important. Also it is one of the few
system elements which can be easily altered to enhance
its reliability. The inclusion of some additional hard-
ware allows the CPU to keep check on the integrity of
the data in memory. Figure 23 represents a five TTL chip
solution that, when added to the 5 MHz design example,
allows error detection in the memory.

Because the 16-bit 8086 has the ability to do selective
high or low byte writes in addition to full word opera-
tions, parity needs to be generated and checked on the
byte level. This requires two extra memory devices per
row to store the parity bits of the high and low bytes.

Parity is generated by exclusive ORing all the data bits in
each byte (accomplished by the 745280) which results in
a parity bit. This parity bit is the encoding bit of each
byte. Because there are eight data bits, the parity bit Cis:
C=b;@Db;...... b;@ bg where b = value in the bit

- positions.
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Figure 22. Write Cycle Timing Analysis
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Figure 23. Parity Checker/Generator

’ 3-90




intel

AP-133 :

The parity bit combines with the bits from the original
data byte to form the encoded half-word (9-bit byte).
Encoded words always have either ‘‘odd”’ parity, which
is an odd number of 1s (an odd weight) or ““even’’ parity
which is an even number of 1s (an even weight). Odd and
even parity are never intermixed, so that the encoded
words have either odd or even parity — never both.

When the encoded word is fetched, the parity bits are
removed from the word and saved. Two new parity bits
are generated from each byte. Comparing these new
parity bits with the stored parity bit determines if a single
bit error has occurred in either byte.

Consider the two bit data word whose value is ““01”°.
Exclusive-NORing the two data bits generates a parity
bit which causes the encoded word to have odd parity:

c=001
C=0
The encoded word becomes:
Data Generated Parity Bit
01 0

Assume that an error occurs and the value of the word
becomes “‘110.”’ Stripping off the parity bit and
generating a new parity bit:

transmitted parity = 0

transmitted word = 11

New parity of transmitted word = 1@ 1 = 1; gener-
ated parity # transmitted parity.

Note that the error could have occurred in the parity bit
and the final result would have been the same. An error
in the encoding bit as well as in the data bits can be
detected.

Although parity detects the error, no correction is pos-
sible. This is because each valid word can generate the
same error state. Illustration of this is shown in Table
10. \

Table 10. Possible Errors

Possible Correct Word Single Bit
with Parity Error
001 011
111 011
010 011

Each of the errors is identical to the others and recon-
struction of the original word is impossible.

Parity fails to detect an even number of errors occurring
in the word. If a double bit error occurs, no error is

detected because two bits have changed state, causing

the weight of the word to remain the same.

391

Using the encoded word ‘010’ one possible double bit
error (DBE) is:

L— Parity

Checking parity:
C=1®1=1
The transmitted parity and the regenerated parity agree.

Therefore the technique of parity can detect only an odd
number of errors.

In the circuit of Figure 23, parity is generated and checked
in the same devices — the 745280 pair. Should a parity
error occur in either the high or low byte (or both) the er-
ror flip-flop is set, causing an interrupt to the 8086 to oc-
cur. When the 8086 responds with INTA (interrupt ac-
knowledge) the flip-flop is reset. INTA also enables the
74S244 which gates the interrupt number onto the data
bus. The interrupt request signal to the CPU indicates a
memory error has occurred. The nature of the interrupt
procedure is heavily dependent on the user application,
but typically ranges from retry or recovery routines to
simply turning on the parity error light and proceeding.

One other software consideration for this circuit is the
requirement to initialize all the memory to a known
state. This initialization is needed to properly encode all
the memory to even parity. This is typically done upon
power-up by writing zeros into all memory locations
prior to program storage.

In summary, single bit parity will detect the majority of
errors, but cannot be used to correct errors. Using parity
introduces a measure of confidence in the system.
Should a single bit error occur, it will be detected.

For a detailed treatment of error detection and also
techniques for error correcting, refer to Intel application
notes AP-46, ‘‘Error Detecting and Correcting Codes
Part #1,”” and Application Note AP-73, “ECC #2
Memory System Reliability with Error Correction.”

4.5 Alternatives to 8203 Refresh
Control Designs

There are essentially four choices available when select-
ing a technique for refresh control circuitry. These are:

Separate controller

CPU Hardware Control

CPU Software Control

Circuitry Internal to the RAM
Figure 24 is an implementation of a separate controller
design. This is a typical non-LSI version that requires 11
TTL packages, an 8282A octal latch, a 3242 address

multiplexer/refresh counter, two bidirectional bus
drivers, an 8212 octal latch and two active delay lines.
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Nothing is gained by using discrete packages where a
LSI device can be designed in. The plethora of TTL does
require a larger engineering effort exemplified by the cir-
cuit complexity and timing analysis for this circuit
(Figure 25). In terms of performance, the extra engineer-
ing effort can be fruitless — the CPU in this example is
forced into the HOLD condition every time a refresh cy-
cle occurs, even if the memory is not being accessed.
This waiting period lasts 1.23 microseconds for every
refresh cycle performed. Contrast this with the 8203 cir-
cuit which runs without WAIT states (unless a refresh
cycle is in progress when the CPU requests a memory ac-
cess, in which case one WAIT state is inserted). The ad-
vantages of using the 8203 should be obvious by now.

Additional hardware closely coupled to the CPU timing
refresh for the microprocessor operation is one alter-
native to 8203 design. Some implementations include the
extra hardware within the microprocessor; rendering a
low cost, simple design. Wide restrictions govern the

usage of such a system however, precluding this type of
design in many applications.

To cite a few disadvantages:

¢ CPU must run continuously — no single step,
HOLD, or extended WAIT states

e Multiprocessor operation is difficult
¢ CPU must always participate in memory operations

CPU software control of refresh is another alternative.
This approach increases software development and
maintenance costs and may not be offset by the very low
or no hardware overhead for refresh. One method re-
quires real-time analysis of all modules and possible
directions of the program, with branch-to-refresh in-
structions included in all paths so that a refresh pro-
cedure is executed at least every 2 ms. An option on this
technique requires a single interrupt time, which, when it
times out, interrupts the CPU, causing it to revert to the
burst refresh software routine.

T, T T T, T T
CLOCK | lj ’ ‘ I ' 1 : I 1 ‘ I 1 T
Tmeout |
[T S— jut
HOLD A | S
REFRK L T
INY I |-
25 I 1
40 I
120 ] [ 1
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T T Ta T 1A T To
cLock | 1 | L L | B | L I
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07T
il n I | N
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025IN2 -0 1 [ 1
040 I 1
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sTB [ 1
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wE ¥ . T
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Figure 25. Timing Analysis Discrete Controlier.
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Figure 26 shows an ASM-86 implementation of a burst
refresh procedure. Accomplishing refresh in software is
simple: save all registers used, perform a read at each of
the 128 row addresses, then restore all registers and

" return. \

The pure software approach makes it very difficult to
make program changes and is limited to special applica-
tions. Also, since the refresh cycles aré actually read
cycles, the memory consumes more power for refresh
than in standard refresh cycles. Both software refresh

methods require that the CPU is always running, and
hence shares many of the disadvantages of a CPU hard-
ware refresh design.

One approach to memory system refresh control is to
forge the entire system in silicon, incorporating the
dynamic RAM array and all of the refresh control cir-
cuitry into one device. This, however, represents a
departure from classical, dynamic RAM system design
methodologies and as such, are outside the scope of this
application note. .

i

H

H BURST REFRESH ROUTINE IN
$ VERSION 1.0

[
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This rrocedure does software refresh from an interrurt by
rerforming dumme reads on the first 128 device (row)
addresses.

- e e

HARIWARE ASSUMFTIONS! RAS 1s common throughout the arraw
with CAS decoded for 3 row select. an external timer
senera§es the refresh interrurt everws 2 milliseconds.

o .o

# RKORKOKRK KRR KIORKK KKK KRR KK ARRKAR KKK KK A K F KRR ROKAKORIORR AR KKK KK K

RURST §SAVE REGISTER CONTENTS
FUSH AX ‘
FUSH EX
FUSH cX
FUSH s1
MOV EXs BASEADKS $FLACE SEG FNTR OF TARGET BOARD ROW IN BX
BUKS1: MOV IS s EX SINIT DATA SEG 10 START OF A EOARD ROW
MOV CXyREFCOUNT $SET LOOF COUNTER TO NUMEER OF DEVICE ROWS
MOV SI»ADRCOUNT FINIT MEM INDEX FNTR
KEF § MOV AXsDIS$CSID SREAD 16 EIT WORD (DUMMY READ IS A REFRESH)
NFC s1
LEC s1 $ DECREMENT REFRESH ADDRESS FNTR TO NEXT WORD
LUDF REF $LOOF ONCE FOR EACH LEVICE ROW
i 128 ROWS HAVE BEEN READy (REFRESHED) SO EXIT
EXITS  FOF sI $RESTORE REGISTERS
FOF CX
1°0F EX
FOF AX
LRET $RETURN FROM INTERRUFT
RASEADRS EGU 0000 $SFT TO SEGMENT ADURESS OF MEMORY

REFCOUNT EQU 128 FSET TO NUMRER OF DEVICE ROWS (128 FOR 2118)
ANRCOUNT EQU 256 $SET TO TWICE NUMEER OF DEVICE ROWS

CSEG ENDS

END

Figure 26. PLM-86/ASM-86 Burst Refresh, Sheet 1 of 2
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REFRSH!
nos
RURSTREF ! FROCEDURES$ /¥ FROCEDURE FROVIDES A BURST REFRESH EY READING
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INCADR: FROCEDURE(FTR) FOINTERF /% INCREMENTS REFRESH ADDRESS FOINTER %/

NECLARE. FTR FOINTER»
ADR RASED FTR (2) WORDS

ANR(1)=ADR(1)+2} /¥INC WORLD ADDRESSX/
RETURN FTR}
END INCADRSG

INCED! FPROCEDURE (FTRIFOINTERS /¥ INCREMENTS PBOARD LEVEL ADDRESS FOINTER %/

DECLARE FPTR FOINTER»
ADDR BASED FTR (2) WORDS

ANDR (0)=ALNR(0)+03FFFH}$
F ADDRC1)=0 THEN ADDRCO)=ADDR(0)+13
RETURN FTR

END' INCEDS

DECLARE (BOROWSFTRYREF$FTRySTARTSFTR,LASTSFPTR )FOINTERS
NECLARE (REF RBASED' REF$FTR-RDDATA ) WORDS
DECLARE (DEVROWS) BYTES#

/% READ 128 ADDRESSES ON ALL ROARD ROWS %/

0oy
START$FTR=20000H}
LAST$F TR=3FFFOH}
BLOROWSFTR=START$FTR
REF$FTR=START$FTR
10 WHILE BDROWSFTR-=LAST$FTR;}
MEVROWS=1283
0 WHILE DEVROWS™>=03%
RODATA=REF §
REF$FTR=INCADR(REF$FTR) }
NEVROWS=DEVROWS~1 3
ENTS
RIROWSFTR =INCBD(§DROU$PTR);
REF$FTR=ROROW$FTR ¢
END§
END3

END BURSTREF

/% MAIN ¥/
nos
CALL BURSTREF3
ENDG

ENII REFRSH$

Figure 26. PLM-86/ASM-86 Burst Refresh, Sheet 2 of 2
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One last technique for refresh control exists that doesn’t
fit into any of the above catagories and is worth bringing
to light. Its use is heavily application dependent, hence
has the most severe limitations, but if it meets the design
requirements, its the most cost effective of all. The
memory must be configured so that all row addresses
will be strobed within 2 ms. Figure 27 is a block diagram
of an application where this is possible since successive
memory access addresses are predictable and defined.
The circuit depicts a simpified graphics terminal display
memory interface. Assuming a requirement of a
512x 512 display resolution, the memory array is ar-
ranged as two rows of eight 2118 devices. During each
read cycle, one byte is loaded from the memory into the
shift register and is serially clocke_cl(_)ll_t as video. A single
RAS is common to the array and CAS is decoded to each
row. This configuration simultaneously refreshes one
row while reading data from the other row. A disadvan-
tage of this arrangement is additional power supply and
decoupling requirements, since one row is always mak-
ing a transition to active current (Al5) while the other
draws refresh cycle current (AIR). Refer to Section 6.3.4
on decoupling for calculations. The following is deter-
mined:
Pixel Clock (Hz) =(N+R) *L *F=21.450 MHz
where N = Number of displayed dots per line =512

L =Number of horizontal lines per frame
=532 (512 visible lines + 20 line times al-
lowed for vertical retrace)

F =Frame rate of 60 Hz

R =Number of pixel clock times allowed for
horizontal retrace time=160 (Usually
empirically determined. This number es-
tablishes the width of the margins on the
left and right sides of the CRT display.)

Memory Cycle Rate = Byte read rate of the memory
=2.68 MHz

21.450 MHz
Meye (H) = ==
pixel rate
pixels/byte 2.68 MHz

1
Teye = 5768 Mz

The 2118-15 meets this Ty cycle time requirement.

=373 ns/cycle

Since the memory array is sequentially addressed, the
memory is automatically refreshed every 128 consecu-
tive cycles.

Checking refresh timings: 128 cycles x 373 ns/cycle =
47.74 microseconds between total refresh for each
device, easily within the 2 ms specification.

The worst case refresh occurs during vertical retrace
time when:
retrace time = 31.3 microseconds/line X 20 lines =
627 microseconds

osc
PIXEL CLOCK
RASTER
TIMING ’
AND
VIDEO |
VIDEO CONTROL |™"ViDEQ ADRS BUS _ )| ]
MEMREQ
<—]{READY  |—AZBLANK  ADDRESS
v — VBLANK Mux :VJ\ GRAPHICS
MEMORY SHIFT
ARRAY REG.
2 ROWS 2118
cpy
BUS

CPU/VIDEO BUS SELECT

[T T

RAS CAS, CAS, WR
ROW/COL

VIDEO

TIMING GENERATOR

Ross

Figure 27. Graphics Terminal Memory
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worst case refresh rate = 627 microseconds + 47.7
microseconds = 674.7 microseconds, still well within
the 2 ms specification.

Writing is performed during horizontal or vertical re-
trace. More efficient designs would interleave memory,
eliminating the processor being in WAIT mode until the
memory is open. Here, and in some other limited ap-
plications, refresh can occur automatically by design,
and with no software or hardware overhead.

5 10 MHz NO-WAIT STATE SYSTEM

For fast high performance microprocessors such as the
10 MHz 8086, an LSI controller for dynamic RAM in-
terfacing is unacceptable, due to the requirement for
WAIT states and resultant impact on performance.
Until faster LSI controllers appear, discrete controller
designs are required. In the example that follows, high
performance design techniques are coupled with Intel
high performance RAMs to yield a 10 MHz no-WAIT
state 8086/2164A system.

The key requirements are:

ALE to data in: 219 ns
READY response: 89 ns
2164A trac 150 ns

The solution and implementation that follows, con-
figures the 8086-1 in max-mode, incorporates a syn-
chronous arbiter while providing a quasi-synchronous
refresh (refresh that is synchronous to the system clock,
but not to the microprocessor).

5.1 System Refresh

Rather than being constrained to the design configura-
tions of purely synchronous or asynchronous refresh ar-
bitration, a quasi-synchronous scheme was chosen —
taking advantage of the benefits of both, and avoiding
some of the drawbacks of implementing either one ex-
clusively. Synchronizing the refresh arbitration to the
system clock ensures that its operations are inherently
and closely coupled to CPU operation and allowing
critical timing edges to always be predicted through
worst case analysis. However, unlike totally syn-
chronous systems, if the CPU in this example were to
enter a HOLD, HALT, or otherwise stopped state,
refresh cycles would continue to keep valid data in the
memory, independent of the CPU operation. Also, syn-
chronization of refresh requests to the system clock
make the task of the arbiter very easy. Memory cycle re-
quests and refresh cycle requests never occur at the same
time (Figures 28 and 29, timing analysis). As a result,
there is no chance that a random cycle request can arrive
in a narrow time window that would violate data setup

and data hold time of a flip-flop arbiter. This is a major
problem in purely asynchronous designs.

5.2 System Block Diagram

Figure 30 is a block diagram of the basic functions re-
quired for this system; refresh interval timer, refresh ad-
dress counter, arbiter synchronization, address multi-
plexing ‘and timing generation. Included also in the
diagram are the memory and CPU status decoders, data
latches and transceivers, bus control and clock genera-
tion.

The function of the refresh interval timer is to place re-
quests for refresh cycles, distributed in approximately 15
microsecond intervals, so that each row of the memory
devices receives a refresh within 2 milliseconds. This
timer is comprised of two four-bit synchronous binary
counters and two flip-flops. The timer circuits divide the
10 MHz system clock by 150, then latches the count
carry bit to hold until recognized, through the arbiter,
by the refresh latch.

The refresh address counter generates the refresh ad-
dresses that are submitted to the address multiplexer
during a refresh cycle. The counter is incremented once
at the end of each refresh cycle to update the refresh ad-
dress. The outputs are wire-ORed to the microprocessor
address bus and are active only during a refresh cycle, at
which time the current count is presented to the address
multiplexer as the refresh address.

Timing generation for the memory array produces the
control signals for the add