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How to Use This Book

This Applications Handbook is a learning tool for using Cypress devices. The application notes in-
cluded here range from general product overview articles, such as “Understanding Dual-Port RAMs,”
to specific design examples. To summarize each application note, an abstract listing has been provided
at the front of each section.

The general overviews describe product-family characteristics and explain some of the products-capa-
bilities. These application notes appear at the beginning of this Handbook.

Next appear application examples that show how to use specific Cypress devices in the context of real
designs. The application examples are organized by product type (e.g., PROMs or CPLDs). Within
each product type examples are arranged by product number, using the product that is the article’s
primary focus.

Although your specific application might not appear explicitly in an application note, the design exam-
ples can still be useful to you. If the design example is similar to your application, you might be able
to adapt the hardware or software to your design easily. Many of the application notes provide PLD
software code for design tools from a variety of vendors, so that you can copy the code and use it as
a skeleton for your own PLD designs. Even if none of the examples relate directly to your design, they
can stimulate new ideas by showing features or applications that might not have occurred to you. The
information can also significantly reduce the learning curve normally associated with unfamiliar ICs.

Published January 1996

© Cypress i C on, 1996. The i i ined herein is subject to change without notice. Cypress Semiconductor Corporation assumes no responsibility for
the use of any circuitry other than circuitry ied ina Cypress i C ion product. Nor does it convey or imply any license under patent or other rights. Cypress Semicon-
ductor does not authorize its products for use as critical components in life-support systems where a malfunction or failure of the product may be to result in signi
injury to the user. The inclusion of Cypress Semiconductor products in life-support systems ications implies that the all risk of such use and in so doing indemnifies
Cypress i against all
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General Information Section Contents and Abstracts

System Design Considerations When Using Cypress CMOS Circuits ............................ 1-1

This application note describes factors to consider when designing a digital system using high-performance
CMOS integrated circuits. A formula is derived that enables the designer to predict when a trace on a PCB
may become a transmission line. A simplified transmission line analysis is presented that eliminates the jwt
phase terms from the classical transmission line equations. Step function responses and pulse responses are
tabulated for various line terminations. Various types of transmission lines and types of terminations are pres-
ented and analyzed. An analysis of an unterminated line is performed to illustrate the procedure.

Protection, Decoupling, and Filtering of Cypress CMOS Circuits .............................. 1-30

This application note explains how to protect your CMOS circuits using an inexpensive zener diode. It also
explains how to calculate the value of the decoupling capacitor for your integrated circuits and why the de-
coupling capacitor does not function well as a filtering capacitor. A capacitor impedance versus frequency
curve is presented that shows how capacitor size is related to its series resonance frequency. The Fourier
Transform of a periodic pulse is presented in order to show how high-frequency noise is generated.

Using Decoupling Capacitors .............. ... ittt 1-34

This application note shows how to properly decouple a circuit from its power supply. The decoupling consists
of a combination of a large decoupling capacitor and a smaller, high-frequency filtering capacitor. Design and
board layout guidelines are given with specific reference to Cypress’s HOTLink transmitter and receiver.
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System Design Considerations When Using
Cypress CMOS Circuits

This application note describes some factors to con-
sider when either designing new systems using Cy-
press high-performance CMOS integrated circuits
or when using Cypress products to replace bipolar
or NMOS circuits in existing systems. The two ma-
jor areas of concern are device input sensitivity and
transmission line effects due to impedance mis-
matching between the source and load.

To achieve maximum performance when using
Cypress CMOS ICs, pay attention to the placement
of the components on the printed circuit board
(PCB); the routing of the metal traces that intercon-
nect the components; the layout and decoupling of
the power distribution system on the PCB; and per-
haps most important of all, the impedance matching
of some traces between the source and the loads.
The latter traces must, under certain conditions, be
analyzed as transmission lines. The most critical
traces are those of clocks, write strobes on SRAMs
and FIFOs, output enables, and chip enables.

Replacing Bipolar or NMOS ICs

Cypress CMOS ICs are designed to replace both bi-
polar ICs and NMOS products and to achieve equal
or better performance at one-third (or less) the
power of the components they replace.

When high-performance Cypress CMOS circuits
replace either bipolar or NMOS circuits in existing
sockets, be aware of conditions in the existing sys-
tem that could cause the Cypress ICs to behave in
unexpected ways. These conditions fall into two
general categories: device input sensitivity and sen-
sitivity to reflected voltages.

Input Sensitivity

High-performance products, by definition, require
less energy at their inputs to change state than low-
or medium-performance products.

Unlike a bipolar transistor, which is a current-sens-
ing device, a MOS transistor is a voltage-sensing de-
vice. In fact, a MOS circuit design parameter called
K' is analogous to the gm of a vacuum tube and is in-
versely proportional to the gate oxide thickness.

Thin gate oxides, which are required to achieve the
desired performance, result in highly sensitive in-
puts. These inputs require very little energy at or
above the device input-voltage threshold (approxi-
mately 1.5V at 25°C) to be detected. CMOS prod-
ucts may detect high-frequency signals to which bi-
polar devices may not respond.

MOS transistors also have extremely high input im-
pedances (5 to 10 MQ), which make the transistors’
gate inputs analogous to the input of a high-gain am-
plifier or an RF antenna. In contrast, because bipo-
lar ICs have input impedances of 10002 or less,
these devices require much more energy to change
state than do MOS ICs. In fact, a typical Cypress IC
requires less that 10 picojoules of energy to change
state. Thus, when Cypress CMOS ICs replace bipo-
lar or NMOS ICs in existing systems, the CMOS ICs
might respond to pulses of energy in the system that
are not detected by the bipolar or NMOS products.

Reflected Voltages

Cypress CMOS ICs have very high input imped-
ances and—to achieve TTL compatibility and drive
capacitive loads—low output impedances. The im-
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pedance mismatch due to low-impedance outputs
driving high-impedance inputs might cause un-
wanted voltage reflections and ringing under certain
conditions. This behavior could result in less-than-
optimum system operation.

When the impedance mismatch is very large, a near-
ly equal and opposite negative pulse reflects back
from the load to the source when the line’s electrical
length (PCB trace) is greater than

t"

2,

| =

Eq. 1

where t; is the rise time of the signal at the source,
and tyq is the one-way propagation delay of the line
per unit length.

The classical way of stating the condition for a volt-
age reflection to occur is that it will occur if the sig-
nal rise time is less than or equal to the round-trip
(two-way) propagation delay of the line.

Input clamping diodes to ground were added to bi-
polar IC families (e.g., TTL, AS, LS, ALS, FAST)
when the circuit designers decided that the fast rise
and fall times of the outputs could cause voltage re-
flections. The clamping diodes to V¢ are inherent
in the junction isolation process. For a more de-
tailed explanation, see “Input/Output Characteris-
tics of Cypress Products.”

Historically, as circuit performance improved, the
output rise and fall times of the bipolar circuits de-
creased to the point where voltage reflections began
to occur (even for short traces) when an impedance
mismatch existed between the line and the load.
Most users, however, were unaware of these reflec-
tions because they were suppressed by the diodes’
clamping action.

Conventional CMOS processing results in PN junc-
tion diodes, which adversely affect the ESD (elec-
trostatic discharge) protection circuitry at each in-
put pin and cause an increased susceptibility to
latch-up. In addition, when the input pin is negative
enough to forward bias the input clamping diodes,
electrons are injected into the substrate. When a
sufficient number of electrons are injected, the re-
sulting current can disturb internal nodes, causing
soft errors at the system level.

To eliminate the prospect of having this problem, all
Cypress CMOS products use a substrate bias gener-
ator. The substrate is maintained at a negative 3V
potential, so the substrate diodes cannot be forward
biased unless the voltage at the input pin becomes
a diode drop more negative than —3V. (See Figure
9 in “Input/Output Characteristics of Cypress Prod-
ucts” for a schematic of the input protection circuit
used in all Cypress CMOS products.) To the systems
designer, this translates to approximately five times
(3.8V divided by 0.8V =4.75) the negative under-
shoot safety margin for Cypress CMOS integrated
circuits versus those that do not use a bias generator.

Voltage reflections should be eliminated by using
impedance matching techniques and passive com-
ponents that dissipate excess energy before it can
cause soft errors. Crosstalk should be reduced to ac-
ceptable levels by careful PCB layout and attention
to details.

Crosstalk

The rise and fall times of the waveforms generated
by Cypress CMOS circuit outputs are 2 to 4 ns be-
tween levels of 0.4 and 4V. The fast transition times
and the large voltage swings could cause capacitive
and inductive coupling (crosstalk) between signals
if insufficient attention is paid to PCB layout.

Crosstalk is reduced by avoiding running PCB
traces parallel to each other. If this is not possible,
run ground traces between signal traces.

In synchronous systems, the worst time for the
crosstalk to occur is during the clock edge that sam-
ples the data. In most systems it is sufficient to iso-
late the clock, chip select, outptuit enable, and write
and read control lines from each other and from
data and address lines so that the signals do not
cause coupling to each other or to the data lines.

Itis standard practice to use ground or power planes
between signal layers on multilayered PCBs to re-
duce crosstalk. The capacitance of these isolation
planes increases the propagation delay of the signals
on the signal layers, but this drawback is more than
compensated for by the isolation the planes provide.
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The Theory of Transmission Lines

A connection (trace) on a PCB should be consid-
ered as a transmission line if the wavelength of the
applied frequency is short compared to the line
length. If the wavelength of the applied frequency
is long compared to the length of the line, conven-
tional circuit analysis can be used.

In practice, transmission lines on PCBs are de-
signed to be as nearly lossless as possible. This sim-
plifies the mathematics required for their analysis,
compared to a lossy (resistive) line.

Ideally, all signals between ICs travel over constant-
impedance transmission lines that are terminated in
their characteristic impedances at the load. In prac-
tice, this ideal situation is seldom achieved for a va-
riety of reasons.

Perhaps the most basic reason is that the character-
istic impedances of all real transmission lines are
not constants, but present different impedances de-
pending upon the frequency of the applied signal.
For “classical” transmission lines driven by a single
frequency signal source, the characteristic imped-
ance is “more constant” than when the transmission
line is driven by a square wave or a pulse.

According to Fourier series expansion, a square
wave consists of an infinite set of discrete frequency
components—the fundamental plus odd harmonics
of decreasing amplitude. When the square wave
propagates down a transmission line, the higher fre-
quencies are attenuated more than the lower fre-

quencies. Due to dispersion, the different frequen-
cies do not travel at the same speed.

Dispersion indicates the dependence of phase ve-
locity upon the applied frequency (see Reference 1
pg. 192). The result is that the square wave or pulse
is distorted when the frequency components are
added together at the load.

A second reason why practical transmission lines
are not ideal is that they frequently have multiple
loads. The loads may be distributed along the line
at regular or irregular intervals or lumped together,
as close as practical, at the end of the line. The sig-
nal-line reflections and ringing caused by imped-
ance mismatches, non-uniform transmission line
impedances, inductive leads, and non-ideal resis-
tors could compromise the dynamic system noise
margins and cause inadvertent switching.

One system design objective is to analyze the critical
signal paths and design the interconnections such
that adequate system noise margins are maintained.
There will always be signal overshoot and under-
shoot. The objective is to accurately predict these
effects, determine acceptable limits, and keep the
undershoot and overshoot within the limits.

The Ideal Transmission Line

An equivalent circuit for a transmission line appears
in Figure 1. The circuit consists of subsections of se-
ries resistance (R) and inductance (L) and parallel
capacitance (C) and shunt admittance (G) or paral-
lel resistance, Rp. For clarity and consistency, these
parameters are defined per unit length. Multiply

IR L IR /L
ANAN LYY AANAN SYY Y\ >
T IC T IC}]
vV 1Ry, =1GS = Vs 1G g ~ TO
INFINITY

v

Figure 1. Transmission Line Model
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the values of R, L, C, and R, by the length of the sub-
section, /, to find the total value. The line is assumed
to be infinitely long.

If the line of Figure I is assumed to be lossless (R =
0, R, = infinity), Figure 1 reduces to Figure 2. A
small series resistance has little effect upon the
line’s characteristic impedance. In practice and by
design, the series resistance is quite small. For
1-ounce (0.0015-inch-thick), 1-mil-wide (0.010-inch)
copper traces on G-10 glass epoxy PCBs, the trace re-
sistance is between 0.5 and 0.3Q per foot. 2-ounce
copper has a resistance 50 percent lower than that
of 1-ounce copper.

Input or Characteristic Impedance

To calculate the characteristic impedance (also
called AC impedance or surge impedance) looking
into terminals a-b of the circuit in Figure 2, use the
following procedure.

Let Z; be the input impedance looking into termi-
nals a-b,with Z; for terminals c-d, Z3 for terminals
e-f, etc. Z; is the series impedance of the first induc-
tor (/L) in series with the parallel combination of Z;
and the impedance of the capacitor (IC).

From AC theory:
X, = jwlC

where X is the inductive reactance.

|-->z1 |—> 2

1
Xe * joic Eq.3
where X is the capacitive reactance.
Then
_ Z, Xc
L=tttz TR Eq. 4

If the line is reasonably long, Z; = Z, = Z3. Substi-
tuting Z; = Z; into Equation 4 yields

Z X
Z, = X, +
! LU Z+ X
or
le - Z X, — XX, =0 Eq.5

Substituting the expressions for X¢ and Xy, yields

2 . _ L
Z0 - jell = @ Eq. 6
Equation 6 contains a complex component that is
frequency dependent. The complex component can
be eliminated by allowing/ to become very small and
by recognizing that the ratio L/C is constant and in-

dependent of / or w:

Jifc

The AC input impedance of a purely reactive, uni-
form, lossless line is a resistance. This is true for AC
or DC excitation.

Z = Eq.7

S-S S S e S,

! K K i

Vy /1C Vo IC AN Va /1C Vs TO
INFINITY

/ 1 ' Ty ™

b S d f " h g

Figure 2. Ideal Transmission Line Model
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Propagation Velocity and Delay

The propagation velocity (or phase velocity) of a si-
nusoid traveling on an ideal line (see Reference 1)

Jrc Eq. 8

The propagation delay for a lossless line is the recip-
rocal of the propagation velocity:

= JILC

z,c

tpa

Eq.9

where L and C are once again the intrinsic line in-
ductance and capacitance per unit length.

Adding additional stubs or loads to the line (see Ref-
erence 2 of this application note) increases the
propagation delay by the factor

J1 + Cp/C

where Cp is the load capacitance.

Eq. 10

Therefore, the propagation delay of a loaded
line, Tpqr, is

ty/1 + Cp/C

This application note shows later that a transmis-
sion line’s unloaded or intrinsic propagation delay
is proportional to the square root of the dielectric
constant of the medium surrounding or adjacent to
the line. Propagation delay is not a function of the
line’s geometry.

toar =

Eq. 11

The characteristic impedance of a capacitively
loaded line decreases by the same factor that the
propagation delay increases:

Z;

J1 + Cp/C

Note that the capacitance per unit length must be
multiplied by the line length, /, to calculate an equiv-
alent lumped capacitance.

z,
Eq. 12

The Condition for Voltage Reflection

It is relatively straightforward to obtain a closed-

- form solution for a transmission line’s maximum al-

lowable length, which, if exceeded, might cause a
voltage reflection. If the line is not terminated in its
characteristic impedance, a reflection is guaranteed
to occur. The reflection’s amplitude depends on the
amount of impedance mismatch between the line
and the load and whether the rise time of the signal
at the source equals or is greater (slower) than two
times the propagation delay of the line.

The condition for a voltage reflection to occur is

L

L
2tpa

v

Eq.13
Solving for the loaded propagation delay yields

1
2L

tpar =

Eq. 14

However, the actual physical length of the line is

-~

1=

P

~
kS

Eq. 15

The intrinsic capacitance of the line from Equation
9is
T,

pd

Cp = Z,

Eq. 16
It is standard practice to use Co to designate the in-
trinsic line capacitance, Lo the intrinsic line self in-
ductance, and Zq the intrinsic line characteristic im-
pedance.

Substituting Equations 14, 15, and 16 into Equation
11 gives the relationship for the line length at which
voltage reflections might occur. Two conditions
must be present for voltage reflections to occur: the
line must be long and there must be an impedance
mismatch between the line and the load.

Cp
X

+

"od
Zo

Ir

Tl

Eq. 17
Solving Equation 17 for the line length, L, yields

_ &
20

1
1 +

L X

‘%o

r

Eq. 18
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Equation 18 is very useful to the system designer. It
is generic and applies to all products irrespective of
circuit type, logic family, or voltage levels.  The
equation allows you to estimate when a line requires
termination, using variables you can easily deter-
mine.

When driving a distributed or non-lumped load, the
signal’s rise time depends on the source—not the
load, as you might expect. The intrinsic, or un-
loaded, line propagation delay per unit length is a
function of the dielectric constant and can be easily
calculated. The intrinsic line characteristic imped-
ance is a function of the dielectric constant and the
PCB’s physical construction or geometry and can
also be calculated. Finally, you can estimate the
equivalent (lumped) load capacitance by adding up
the number of loads (device inputs) being driven
and multiplying by 10 pE. For I/O pins, use 15 pF per
pin.

Signal Transition Times

The standard Cypress 0.8y (L drawn) CMOS pro-
cess yields output buffers whose signals transition
approximately 4V in 2 ns, or, have a slew rate of 2V
per nanosecond. The rise time/fall time is 2 ns.
Products fabricated using the Cypress BiCMOS
process have the same rise times.

The Cypress ECL process yields products with
500-ps output signal rise times and fall times, or slew
rates of 1V/0.5 ns = 2V per nanosecond. Internal
signal slew rates are 10V per nanosecond, but only
for short (usually less than 500 mV) voltage excur-
sions. Thus, high-frequency noise is generated on
chip, which you can eliminate by using 100- to
500-pF ceramic or mica filter capacitors between
Vcc and ground.

The values in Table 1 come from using Equation 18
to calculate the line length at which voltage reflec-
tions may occur. The calculations assume a 50Q in-
trinsic line characteristic impedance and that the
PCB is multilayer, using stripline construction on
G-10 glass epoxy material (dielectric constant of 5).
These conditions result in an unloaded line propa-
gation delay of 2.27 ns per foot.

Table 1. Line Length at Which a Voltage
Reflection Occurs

ty (ns) Cp (pF) L (inches)
2 10 4.73
2 20 432
2 40 3.74
2 80 3.05
1 10 2.16
1 20 1.87
1 40 1.53
1 80 1.18
0.5 10 0.93
0.5 20 0.76
0.5 40 0.59
0.5 80 0.44

Table 1 reveals that decreasing the source rise time
from 2 to 0.5 ns (a factor of 4) decreases the line
length at which a voltage reflection might occur by
a factor of 5 (4.73 divided by 0.93 = 5.09) for the
same load (10 pF) and intrinsic propagation delay
(2.27 ns/ft.). A second observation is that for signals
with rise times of 0.5 ns, all lines should be termi-
nated.

Reflection Coefficients

Another attribute of the ideal transmission line, re-
flection coefficients, are not actually line character-
istics. The line is treated as a circuit component, and
reflection coefficients are defined that measure the
impedance mismatches between the line and its
source and the line and its load. The reason for de-
fining and presenting the reflection coefficients be-
comes apparent later when it is shown that if the im-
pedance mismatch is sufficiently large, either a
negative or positive voltage might reflect back from
the load to the source, and the voltage might either
add to or subtract from the original signal. A mis-
match between the source and line impedance may
also cause a voltage reflection, which in turn reflects
back to the load. Therefore, two reflection coeffi-
cients are defined.
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For classical transmission lines driven by a single
frequency source, the impedance mismatches cause
standing waves. When pulses are transmitted and
the source’s output impedance changes depending
upon whether a LOW-to-HIGH or a HIGH-to-
LOW transition occurs, the analysis is complicated
further.

You can use classical transmission line analysis—
where pulses are represented by complex variables
with exponentials—to calculate the voltages at the
source and the load after several back and forth re-
flections. However, these complex equations tend
to obscure what is physically happening.

Energy Considerations

Now consider the effects of driving the ideal trans-
mission line with digital pulses and analyze the be-
havior of the line under various driving and loading
conditions. The first task is to define the load and
source reflection coefficients.

Figure 3 shows the circuit to be analyzed. The ideal
transmission line of length / is driven by a digital
source of internal resistance Rg and loaded with a
resistive load Rr. The characteristic impedance of
the line appears as a pure resistance,

iz

to any excitation.

Zo Eq. 19

The ideal case is when Rg = Zp = R]. The maxi-
mum energy transfer from source to load occurs un-
der this condition, and no reflections occur. Half

le— ] ]
= 1
A ) B
+ >z > +
Rs Ia I
+ Va Ve(=X) Ry }
Vs
- l Ia Ig
SOURCE LINE LOAD

Figure 3. Ideal Transmission Line Loaded
and Driven

the energy is dissipated in the source resistance, Rg,
and the other half is dissipated in the load resis-
tance, Ry (the line is lossless).

If the load resistor is larger than the line’s character-
istic impedance, extra energy is available at the load
and is reflected back to the'source. This is called the
underdamped condition, because the load under-
uses the energy available. If the load resistor is
smaller than the line impedance, the load attempts
to dissipate more energy than is available. Because
this is not possible, a reflection occurs that signals
the source to send more energy. This is called the
overdamped condition. Both the underdamped and
overdamped cases cause negative traveling waves,
which cause standing waves if the excitation is sinu-
soidal. The condition Zg = Ry is called critically
damped.

The safest termination condition, from a systems
design viewpoint, is the slightly overdamped condi-
tion, because no energy is reflected back to the
source.

Line Voltage for a Step Function

To determine the line voltage for a step function ex-
citation, you apply a step function to the ideal line
and analyze the behavior of the line under various
loading conditions. The step function response is
important because any pulse can be represented by
the superposition of a positive step function and a
negative step function, delayed in time with respect
to each other. By proper superposition, you can pre-
dict the response of any line and load to any width
pulse. The principle of superposition applies to all
linear systems.

According to theory, the rise time of the signal driv-
en by the source is not affected by the characteristics
of the line. This has been substantiated in practice
by using a special coaxially constructed reed relay
that delivers a pulse of 18A into 50Q2 with a rise time
of 0.070 ns (see Reference 1).

The equation representing the voltage waveform
going down the line (see Figure 3) as a function of
distance and time is

VX, = VUt — X1, for t < T Eq. 20
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Zo

Vi = Vs(t)(m)

‘Eq. 21
where

Va = the voltage at point A

X = the voltage at a point X on the line

I = the total line length

tpd = the propagation delay of the line in nanosec-
onds per foot

To = I tpq, or the one-way line propagation delay
U(t) = a unit step function occurring at x = 0
Vs(t) = the source voltage

When the incident voltage reaches the end of the
line, a reflected voltage, V', occurs if Ry, does not
equal Zp. The reflection coefficient at the load, oL,
can be obtained by applying Ohm’s Law.

The voltage at the load is Vi + VL', which must be
equal to (I + IL.)RL. But

= b
Z, Eq. 22
and
W oW
Zo Eq.23

(The minus sign is due to I being negative; i.e., Ir,
is opposite to the current due to Vi..) Therefore,

V, v,
Vy =V, +V/ = —L——L)R
B L L (Zo Zo L Eq. 24
By definition:
_ reflected voltage A7
P incident voltage TV Eq, 25

Solving for V1 '/Vy, in Equation 24 and substituting
in the equation for gr yields

_R -7

e =R ¥ Z, Eq. 26

The reflection coefficient at the source is

= Rs — Zp
Ps = R + 2o Eq. 27
Re-arranging Equation 24 yields
Vo=V, + V= (1 + —“/7L’-)VL
L
=@ + ppV, Eq. 28

Equation 28 describes the voltage at the load (Vp)
as the sum of an incident voltage (VL) and a re-
flected voltage (or, VI) at time t = Tg. When Ry, =
Zo, no voltage is reflected. When Ry, < Z, the re-
flection coefficient at the load is negative; thus, the
reflected voltage subtracts from the incident volt-
age, giving the load voltage. When Ry, > Zg, the re-
flection coefficient is positive; thus, the reflected
voltage adds to the incident voltage, again giving the
load voltage.

Note that the reflected voltage at the load has been
defined as positive when traveling toward the
source. This means that the corresponding current
is negative, subtracting from the current driven by
the source.

This piecewise analysis is cumbersome and can be
tedious. However, it does provide an insight into
what is physically happening and demonstrates that
a complex problem can be solved by dividing it into
a series of simpler problems. Also, eliminating the
exponentials—which provide phase information in
the classical transmission line equations—simpli-
fies the mathematics. To use the piecewise method,
you must do careful bookkeeping to combine the re-
flections at the proper time. This is quite straight-
forward, because a pulse travels with a constant ve-
locity along an ideal or low-loss line, and the time
delay between reflected pulses can be predicted.

The rules to keep in mind are that at any location
and time the voltage or the current is the algebraic
sum of the waves traveling in both directions. For
example, two voltage waves of the same polarity and
equal amplitudes, traveling in opposite directions,
at a given location and time add together to yield a
voltage of twice the amplitude of one wave. The
same reasoning applies to all points of termination
and discontinuities on the line. The total voltage or
current is the algebraic sum of all the incident and
reflected waves. Polarities must be observed. A
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positive voltage reflection results in a negative cur-
rent reflection and vice versa.

Step Function Response of the Ideal
Line

Before examining reflections at the source due to
mismatches between the source and line imped-
ances, consider the behavior of the ideal line with
various loads when driven by a step function. The
circuit for analysis appears in Figure 3. Figure 4
shows the voltage and current waveforms at point A
(line input) and point B (the load) for various loads.
(These values are drawn from Reference 1 pg. 158
— 159.) Note that Rg = Zp and that Vp att = 0
equals Vg/2. This means that no impedance mis-
match exists between the source and the line; thus,
there is no reflection from the source at t = 2 Tgq.
To is the one-way propagation delay of the line.

The time-domain response of the reactive loads are
obtained by applying a step function to the LaPlace
transform of the load and then taking the inverse
transform.

Note that the reflection coefficient at the load is not
the total reflection coefficient (a complex number)
but represents only the real part of the load. The
piecewise method eliminates the complex (jwt)
terms by performing the bookkeeping involving the
phase relationships, which the complex terms ac-
count for in classical transmission line analysis.

Note that for the open-circuit condition in Figure 4b,
Z; = infinity, so that o = +1. The voltage is re-
flected from the load to the source (at amplitude Vg
= Vg/2). Thus, at time t = 2 T, the reflected volt-
age adds to the original voltage, Vg = Vg/2, to give
avalue of 2V = Vg. While the voltage wave is trav-
eling down to and back from the load, a current of

Eq. 29

exists. This current charges up the distributed line
capacitance to the value Vg, then the current stops.

1-9

The waveforms at the source and load for the series
RC termination shown in Figure 4g are of particular
interest because this network dissipates no DC pow-
er; you can use this network to terminate a transmis-
sion line in its characteristic impedance at the input
to a Cypress IC. Figure 4h represents the equivalent
circuit of a Cypress IC’s input. Combining both net-
works models a Cypress IC driven by a transmission
line terminated in the line’s characteristic imped-
ance, when the values of R and C are properly
chosen.

Reflections Due to Discontinuities

Figure 5 illustrates three types of common disconti-
nuities found on transmission lines. Any change in
the characteristic impedance of the line due to
construction, connectors, loads, etc., causes a dis-
continuity, which causes a reflection that directs
some energy back to the source. The amount of en-
ergy reflected back is determined by the discontinu-
ity’s reflection coefficient. Because discontinuities
are usually small by design, most of the energy is
transmitted to the load.

In general, a discontinuity has series inductance,
shunt capacitance, and series resistance. An exam-
ple is a via from a signal plane through a ground
plane to a second signal plane in a multilayer PCB
or module. IC sockets and other connectors can
also cause discontinuities.

The Ideal Transmission Line’s Pulse
Response

Consider next the behavior of the ideal transmission
line when driven by a pulse whose width is short
compared to the line’s electrical length—when the
pulse width is less than the line’s one-way propaga-
tion delay time, To.

Figure 6 shows another series of response wave-
forms for the circuit in Figure 3, this time for a pulse
instead of a step (drawn from Reference 1 pg. 160
— 161). Note that Rg = Zg and that Vp att = 0
equals Vg/2. This means that there is no impedance
mismatch between the source and the line; thus,
there is no reflection from the source att = 2 Tp.
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Va = Vs/2, lo = Vo/Zo, To = £JIC, pL = (RL - Zo)/(RL + Zo)
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Figure 4. Step Function Response of Figure 3 for Various Terminations
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Figure 5. Reflections from Discontinuities with an Applied Step Function

Finite Rise Time Effects

Now consider the effects of step functions with finite
rise times driving the ideal transmission line. Dur-
ing the rise time of a pulse, half the energy in the
static electric field is converted into a traveling mag-
netic field and half remains as a static electric field
to charge the line.

If the rise time is sufficiently short, the voltage at the
load changes in discrete steps. The amplitude of the
steps depends on the impedance mismatch, and the
width of the steps depends on the line’s two-way
propagation delay.

As the rise time and/or the line gets shorter (smaller
To), the result converges to the familiar RC time
constant, where C is the static capacitance. All de-
vices should be treated as transmission lines for

transient analysis when an ideal step function is ap-
plied. However, as the rise time becomes longer
and/or the traces shorter, the transmission line anal-
ysis reduces to conventional AC circuit analysis.

Reflections from Small Discontinuities

Figure 7 shows a pulse with a linear rise time and
rounded edges driving the transmission line of
Figure 5a and Figure 5b. The expressions for V; are
derived on pages 171 and 172 of Reference 1. The
reflection caused by the small series inductance is
useful for calculating the value of the inductor, L',
but little else.

The reflection caused by the small shunt capacitor
is more interesting. If this capacitor is sufficiently
large, it can cause a device connected to the trans-
mission line to see a logic 0 instead of a logic 1.
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The Effect of Rise Time on Waveforms

Next, consider the ideal line terminated in a resis-
tance less than its characteristic impedance and
driven by a step function with a linear rise time. The
stimulus, the circuit, and the response appear in
Figure 8a, Figure 8b, and Figure 8c, respectively.
Once again, note that because the source resistance
equals the line characteristic impedance, there are
no reflections from the source.

The resulting waveforms are similar to those of
Figure 4c when modified as shown in Figure 8c. The

Vin

VA T

(a) Applied Pulse
from Generator

Tr
Vin V. = L' Yy
' 2Z,T,
v.=Ys 1 AN
=
2
(b) Reflections
from Small Series
Inductor L’
1 t t
TR 21,k
1
Vin
- LV
v, =Yl Ve =27,7,
2
(c) Reflections
from Small Shunt T,, =t + 15Z,C
Capacitance C’
t t t
Tr 2TO£I—

Figure 7. Reflections from Small
Discontinuities with a Finite Rise Time Pulse

final value of the waveform must be the same as be-
fore (Figure 4c).

The resultant wave at the line input (Vi) is easily
obtained by superposition of the applied wave and
the reflected wave at the proper time. In Figure 8,
because the step function’s rise time is less than the
line’s two-way propagation delay, the input wave
reaches its final value, Vg/2. Att = 2 Tp, the re-
flected wave arrives back at the source and subtracts
from the applied step function (the load reflection
coefficient is negative). Figure 9 illustrates wave-
forms for two relationships between the step func-
tion rise time and the propagation delay.

Vin
Vg 4+
APPLIED STEP
FUNCTION
t
(a) stimulus
Zo
VS Vin Zo HL < Zo
(b) circuit
Vin

Tr

Vs =

2
I_ | REFLECTED WAVE

Ry
Vs R, + Z,

T 2To

(c) response

Figure 8. Effect of Rise Time on Response of
Mismatched Line with Ry, < Zg
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Multiple Reflections

Now consider the case of an ideal transmission line
with multiple reflections caused by improper ter-
minations at both ends of the line. The circuit and
waveforms appear in Figure 10. The reflection coef-
ficients at the source and the load are both nega-
tive—the source resistance and the load resistance
are both less than the line characteristic impedance.

When the switch is initially closed, a step function of
amplitude

Vs Zo

Vo=Vu =g+ 7

Eq. 30
appears on the line and travels toward the load. Af-
ter a one-way propagation delay time, T, the wave
reflects back with an amplitude of o1, Vo.

— ) ——]
i | T
Vin A RL
w= | |
l‘r (a) circuit
.V EXPONENTIAL
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Vo- \\/
\\
R,
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R Rk — — — — -
1
2To 4To 6To t
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\
lin
_R
R, + Rg
lo-
I - ] 1 1
L 1 1 ) ]
2To 4Tp 6Tp t
(c) input current
PV
T_ \(1+QL)VO
R, e
Vso 7% o b/
— e
2To 479 6To t

(d) load voltage

Figure 10. Step Function Applied to Line Mis-
matched on Both Ends; Shown for Negative
Values of og and of,

This first reflected wave than travels back to the
source, and at time t = 2 T, the wave reaches the
input end of the line. At this time, the first reflection
at the source occurs, and a wave of amplitude og (oL
Vo) reflects back to the load. At time t = 3 T, this
wave again reflects from the load back to the source
with amplitude

1-14
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PiPs (PLVo) = PsPLZYo Eq. 31

This back and forth reflection process continues un-
til the amplitudes of the reflections become so small
that they cannot be observed. The circuit is then
said to be in a quiescent state.

Effective Time Constant

Voltage reflections in small increments and of short
durations approximate an exponential function, as
indicated by the dashed line in Figure 10b. The
smaller and narrower the steps become, the more
closely the waveform approaches an exponential
curve.

The mathematical derivation is presented on pages
178 and 179 of Reference 1. The time constant is

27,
1 PsPL

- Eq. 32
Thus, the resultant voltage waveform at the load can
be approximated by

_ t

Vo = ve(g) Eq. 33
For Equation 32 to be accurate, op. and gg must be
reasonably large (approaching +1) so that the in-
cremental steps are small. Because the product
osoL is a positive number, less than one, the time
constant is a negative number, which indicates that
the exponential decreases with time. This is usually
the case in transient circuits.

Both reflection coefficients must also have the same
sign to yield a continually decreasing or increasing
waveform. Opposite signs give oscillatory behavior
that cannot be represented by an exponential
function.

From Transmission Line to Circuit
Analysis

When a transmission line is terminated in its charac-
teristic impedance, the line behaves like a resistor.
It usually does not matter if you use transmission

line or circuit analysis, provided that you take the
propagation delays into account.

Consider the case of a short-circuited transmission
line driven by a step function with a source imped-
ance unequal to the characteristic line impedance.
The general case is shown in Figure 10a. For Ry =
0 the reflection coefficients are

Zs - Z,

pr = —1

Ps = Zy ¥ Zo Eq. 34
The approximate time constant is
k= 2T, _ 2, _ ToZs + Z

1 — psps 1 + ps Zg
or
k=T T%fo Eq.35
Recall that
T, = IJLC Eq. 36
(one-way delay) and
z, = Ji/c Eq. 37

where [ is the physical length of the line, and L and
C are the per-unit-length parameters. Substituting
these variables into Equation 35 yields

_ L
k=T, + 1z

Eq. 38
It is necessary to have Zg smaller than Zp. Thus,the
reflection coefficients have the same sign to give ex-
ponential behavior. Opposite signs give oscillatory
behavior.

If Zs < Z, the exponential approximation becomes
more accurate. If Zg is very small compared to Zo,
then Tq is negligible compared to /L/Zo, so that
Equation 35 reduces to

1L
17

k
Eq. 39
But /L is the total loop inductance, and Zg is the cir-
cuit’s total series impedance. The time constant is
then

L
R

k Eq. 40
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This is the same time constant you would obtain by
a circuit analysis approach if you considered the line
a series combination of L' and Rg. By open-circuit-
ing the line and performing a similar analysis, it can
be shown that an RC time constant results.

Types of Transmission Lines

The types of transmission lines include

o Coaxial cable

o Twisted pair

e Wire over ground
¢ Microstrip lines
e Strip lines

Coaxial Cable

Coaxial cable offers many advantages for distribut-
ing high-frequency signals. The well-defined and
uniform characteristic impedance permits easy
matching. The cable’s ground shield reduces cross-
talk, and the low attenuation at high frequencies
make the cable ideal for transmitting the fast rise-
time and fall-time signals generated by Cypress
CMOS ICs. However, because of high cost, coaxial
cable is usually restricted to applications that permit
no alternatives. These applications usually involve
clock distribution systems on PCBs or backplanes.

Because coaxial cable is not easily handled by auto-
mated assembly techniques, its application requires
human assemblers. This requirement further in-
creases costs.

Coaxial cables have characteristic impedances of
509 75€2 93Q or 150Q These values are the most
common, although special cables can be made with
other impedances.

Coaxial cable’s propagation delay is very low. You
can compute it using the formula

ta = 1.017 /e, (ns/ft) Eq. 41

where e, is the relative dielectric constant and de-
pends upon the dielectric material used. For solid
Teflon and polyethylene, the dielectric constant is
2.3. The propagation delay is 1.54 ns per foot. For
maximum propagation velocity, you can use coaxial

cables with dielectric Styrofoam or polystyrene
beads in air. Many of these cables have high-charac-
teristic impedances and are slowed considerably
when capacitively loaded.

Twisted Pair

You can make twisted pairs from standard wire
(AWG 24 — 28), twisted about 30 turns per foot.
The typical characteristic impedance is 110Q.

Because the propagation delay is directly propor-
tional to the characteristic impedance (Equation 9),
the propagation delay is approximately twice that of
coaxial cable. Twisted pairs are used for backplane
wiring, sometimes for driving differential receivers,
and for breadboarding.

Wire Over Ground

Figure 11 shows a wire over ground. This configura-
tion is used for breadboarding and backplane wir-
ing. The characteristic impedance is approximately
1202 This value can vary as much as +40 percent,
depending upon the distance from the groundplane,
the proximity of other wires, and the configuration
of the ground. ‘

Microstrip Lines

A microstrip line (Figure 12) is a strip conductor
(signal line) on a PCB separated from a ground
plane by a dielectric. If the line’s thickness, width,
and distance from the ground plane are controlled,
the line’s characteristic impedance can be predicted
with a tolerance of +5 percent.

!
Ground i
T

60 , (4r
a"—ln'—
z «:(d)

Figure 11. Wire Over Ground
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The formula given in Figure 12 has proven to be very
accurate for width-to-height ratios between 0.1:1
and 3.0:1 and for dielectric constants between 1 and
15.

The inductance per foot for microstrip lines is

L = (Zp)’Co Eq. 42

where Zg is the characteristic impedance and Cg is
capacitance per foot.

The propagation delay of a microstrip line is-

t,; = 1.017,/0.45¢, + 0.67 (ns/ft)

Note that the propagation delay depends only upon
the dielectric constant and is not a function of the
line width or spacing. For G-10 fiberglass epoxy
PCBs (dielectric constant of 5), the propagation
delay is 1.74 ns per foot.

Eq. 43

Strip Lines

A strip line consists of a copper strip centered in a
dielectric between two conducting planes
(Figure 13). If the line’s thickness, width, dielectric
constant, and distance between ground planes are

w

L s

Ground 777777777 77777777777,

8 [_58
Ve, + 141 08w+ ¢

Zo=

Figure 12. Microstrip Line
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Figure 13. Strip Line Construction

all controlled, the tolerance of the characteristic im-
pedance is within +5 percent. The equation given
in Figure 13 is accurate for W/(b — t) < 0.35 and t/b
< 0.25.

The inductance per foot is given by the formula
Eq. 44

The propagation delay of the line is given by the
formula

t,q = 1017 /e, (ns/ft) Eq. 45

For G-10 fiberglass epoxy boards, the propagation
delay is 2.27 ns per foot. The propagation delay is
not a function of line width or spacing.

L = (Zp)*Co

Modern PCBs

Most PCBs employ microstrip, stripline, or some
combination of the two. Microstrip construction on
a double-sided board with power and ground nets
can suffice for low- to medium-performance, and
low-density PCBs.

For high-performance, high-density PCBs, stripline
construction is preferred. Power planes isolate sig-
nal layers from each other and provide higher-quali-
ty power and grounds than those of a two-layer
board. Manufacturing quality control assures that
the metalization is of uniform thickness and that the
layers are properly laminated, thus ensuring uni-
form, predictable electrical characteristics.

When to Terminate Transmission Lines

Transmission lines should be terminated when they
are long. From the preceding analysis, it should be
apparent that

. t
Long Line > m Eq. 46
where tpq, is the loaded propagation delay of the
line per unit length. For Cypress CMOS and BiC-
MOS products, the rise time, t;, is typically 2 ns.

For stripline construction (multilayer PCBs), the
line length at which voltage reflections might occur
has been shown to vary from 4.73 inches for a 10-pF
load to 3.05 inches for an 80-pF load (see Equation
18 and Table 1).

1-17
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Not all lines exceeding these lengths need to be ter-
minated. Terminations are usually required on con-
trol lines (such as clock inputs, write and read strobe
lines on SRAMs and FIFOs) and chip select or out-
put-enable lines on RAMs, PROMs, and PLDs. Ad-
dress lines and data lines on RAMs and PROMS
usually have time to settle because they are normal-
Iy not the highest-frequency lines in a system. How-
ever, if very heavily loaded, address and databus
lines might require terminations.

Line Termination Strategies

There are two general strategies for transmission
line termination:

1. Match the load impedance to the line imped-
ance '

2. Match the source impedance to the line imped-
ance

In other words, if either the load reflection coeffi-
cient or the source reflection coefficient can be
made to equal zero, reflections are eliminated.
From a systems design viewpoint, strategy 1 is pre-
ferred. Eliminating the reflection at the load (i.e.,
dissipating the excess energy) before the energy

travels back to the source causes less noise, electro- -

magnetic interference (EMI), and radio frequency
interference (RFI).

Multiple Loads, Buses, and Nodes

In the case where multiple loads are connected to a
transmission line, only one termination circuit is re-
quired. The termination should be located at the
load that is electrically the greatest distance from
the source. This is usually the load that is the great-
est physical distance from the source. A point-to-
point or daisy chain connection of loads is preferred.

Bidirectional buses should be terminated at each
end with a circuit whose impedance equals the in-
trinsic, characteristic line impedance. The reason is
that each transmitting device sees the characteristic
impedance of the line when the device is trans-
mitting.

Consider next a line that has three bidirectional
nodes: one on each end and one in the middle. The
middle node, when driving the line, sees an imped-
ance equal to Zp/2, because the node is looking into
two lines in parallel with each other. The end nodes,
however, see an impedance of Zo. In this case, as
in a backplane, each end of the line should be termi-
nated in an impedance equal to Zp/2. When heavily
loaded, Equation 12 must be used to calculate the
loaded characteristic impedance, and this must be
used instead of Zg.

Types of Terminations

There are three basic types of terminations: series
damping, pull-up/pull-down, and parallel AC ter-
minations. Each has its advantages and disadvan-
tages.

Except for series damping, the termination network
should be attached to the input (load) that is electri-
cally the greatest distance from the source. Compo-
nent leads should be as short as possible to prevent
reflections due to lead inductance.

Series Damping

Series damping is accomplished by inserting a small
resistor (typically 10Q to 75Q) in series with the
transmission line, as close to the source as possible
(Figure 14). Series damping is a special case of
damping in which the series resistor value plus the
circuit output impedance equals the transmission
line impedance. The strategy is to prevent the wave
reflected back from the load from reflecting back
from the source. This is done by making the source
reflection coefficient equal to zero.

The channel resistance (on resistance) of the pull-
down device for Cypress ICs is 10Q2 to 202 depend-

{ D—

Zo

A B C
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Figure 14. Series Damping Termination
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Figure 15. Series Damping Timing

ing upon the current-sinking requirements. Thus,
subtract this value from the series-damping resistor,
Rg.

Z, = Ry + R, Eq. 47
A disadvantage of the series-damping technique, as
illustrated in Figure 15, is that during the two-way
propagation delay time of the signal edges, the volt-
age at the input to the line is halfway between the
logic levels, due to the voltage divider action of Rg.
The “half voltage” propagates down the line to the
load and then back from the load to the source. This
means that no inputs can be attached along the line,
because they would respond incorrectly during this
time. However, you can attach any number of de-
vices to the load end of the line because all the re-
flections are absorbed at the source. If two or more
transmission lines must be driven in parallel, the
value of the series-damping resistor does not
change.

The advantages of series termination are:
¢ Requires only one resistor per line
o Consumes little power

e Permits incident wave switching at the load after
a To propagation delay

¢ Provides current limiting when driving highly ca-
pacitive loads; the current limiting also helps re-
duce groundbounce

The disadvantages of series termination are:

e Degrades rise time at the load due to increased
RC time constant

e Should not be used with distributed loads

The low input current required by Cypress CMOS
ICs results in essentially no DC power dissipation.
The only AC power required is to charge and dis-
charge the parasitic capacitances.

Pull-Up/Pull-Down Termination

The pull-up/pull-down resistor termination shown
in Figure 16 is included for historical reasons and for
the sake of completeness. For TTL driving long
cables, such as ribbon cables, the values Ry = 220Q
and R; = 330Q are recommended by several bus in-
terface standards. If the cable is disconnected, the
voltage at point B is 3V, which is well above the 2V
minimum high TTL specification. Because most

Voo
2 i
[ —

Rz

—1>
&3

Figure 16. Pull-Up/Pull-Down
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control signals are active LOW, a disconnected
cable results in the unasserted state.

The maximum value of Ry is determined by the max-
imum acceptable signal rise time, which is a function
of the charging RC time constant. The minimum
value of R is determined by the amount of current
the driver can sink. The value of R is chosen such
that a logic HIGH is maintained when the cable is
disconnected. The equivalent Thévenin resistance
is
R\ R,

Rr = R+ R

Eq. 48

The value of Ry and R; in parallel is slightly less than
the cable’s characteristic impedance. Ribbon cables
with characteristic impedances of 150€2 are typical.

If both resistors are used, DC power is dissipated all
the time. If only a pull-down resistor (Ry) is used,
DC power is dissipated when the input is in the logic
HIGH state. Conversely, if only a pull-up resistor
(Ry) is used, power is dissipated when the input is in
the LOW state. Due to these power dissipations,
this termination is not recommended.

If an unterminated control signal on a PCB is sus-
pected of causing a problem, a resistor whose value
is slightly less than the characteristic impedance of
the line (e.g., 47R2) can be connected between the in-
put pin and ground. Be sure that the driver can
source sufficient current to develop a TTL high volt-
age level (2.0V) across the resistor.

In special cases where inputs should be either pulled
up (HIGH) for logic reasons or because of very slow
rise and fall times, you can use a pull-up resistor to
Vcc in conjunction with the terminating network
shown in Figure 17. DC power is dissipated when the
source is LOW.

Parallel AC Termination

Figure 17 illustrates the recommended general-pur-
pose termination. It does not have the disadvantage
of the half-voltage levels of series damping termina-
tions, and it causes no DC power dissipation. You
can attach loads anywhere along the line, and they
see a full voltage swing.

The disadvantage is that a parallel AC termination
requires two components, versus the one-compo-
nent series-damping termination.

Commercially Available RC Networks

A variety of combinations of R and C values are
available as series RC networks in SIP packages
from at least two sources.

Bourns calls these networks the Series 701 and 702
RC Termination Networks. You can obtain data-
sheets by calling the factory in Logan, Utah
(801-750-7200) or a local sales office.

Thin Film Technology also refers to the networks as
RC Termination Networks. You can obtain data-
sheets by calling the factory in North Mankato, Min-
nesota at 507-635-8445.

Dale Electronics calls their product Resistor/Ca-
pacitor Networks. Call 915-595—8139 for in-
formation.

California Micro Devices calls their product R—C
Networks. Call 408—263—3214 for information.

Low-Pass Filter Analysis

The parallel AC termination has another advan-
tage: it acts as a low-pass filter for short pulses. You
can verify this by analyzing the response of the cir-
cuit illustrated in Figure 18 to a positive and a nega-
tive step function. The positive step function is gen-
erated by moving the switch from position 2 to
position 1. The negative step function is generated
by moving the switch from position 1 to position 2.
The response of the circuit to a pulse is the super-
position of the two separate responses. The input
impedance of the Cypress circuits connected to the

— > - _j_CD°—
m R<Zo

Figure 17. Parallel AC Termination

Zo

@




System Design Considerations

==# CYPRESS

V()
c

Rs

b
inz

SOURCE LOAD

Figure 18. Lumped Load; AC Termination

termination network are so large that they can be ig-
nored for this analysis.

Classic circuit analysis usually assumes an ideal
source (R; = Ry = 0). In real-world digital circuits,
the source output impedance is not only non-zero,
but also varies depending upon whether the output
is changing from LOW to HIGH or vice versa.

For Cypress ICs, 10022 > R; > 502 and 20Q > R;
> 10 depending upon speed and output current-
sinking requirements.

Positive Step Function Response

The initial voltage on the capacitor is zero. Att =
0, the switch is moved from position 2 to position 1.
At t = 0+, the capacitor appears as a short circuit,
and the voltage V is applied through R; to charge
the load (R3C). The voltage across the capacitor
Ve(t), is

V) = V(l - e[m])

In theory, the voltage across the capacitor reaches
V when t equals infinity. In practice, the voltage
reaches 98 percent of V after 3.9 RC time constants.
You can verify this by setting V¢(t)/V = 0.98 in
Equation 49 and solving for t.

Eq. 49

1-21

Negative Step Function Response

The capacitor is charged to approximately V. Att =
0, the switch is moved from position 1 to position 2,
and the capacitor is discharged. The voltage across
the capacitor, V¢(t) is

V) = el mTie] Eq. 50

The voltage decays to 2 percent of its original value
in 3.9 RC time constants. You can verify this by set-
ting V¢ (t)/V =0.02 in Equation 50 and solving for t.

The Ideal Case

Consider the ideal case where R{ = R, = 0. Let R3
= R in Equations 49 and 50. If a positive pulse of
width T is applied to the modified circuit of
Figure 18, the pulse disappears if 4RC > T.

Because the discharging time constant is the same as
the charging time constant for the ideal case, a nega-
tive-going pulse of width T also disappears if 4RC >
T. That is, if the applied signal is normally HIGH
and goes LOW, as does the write strobe on an
SRAM, the termination filters out all negative
glitches less than 4 RC time constants in width.

The maximum frequency that the circuit passes is

1

F(max.) = 3T

Eq.51
This is true because the charging and discharging
time constants are equal for the ideal case.

Capacitance for the Ideal Case

The value of the capacitor, C, must be chosen to sat-
isfy two conflicting requirements. First, the capaci-
tor should be large enough to either absorb or sup-
ply the energy contained or removed when
positive-going or negative-going glitches occur. Se-
cond, the capacitor should be small enough to avoid
either delaying the signal beyond some design limit
or slowing the signal rise and fall times to more than
S ns.

A third consideration is the impedance caused by
the capacitor’s capacitive reactance, Xc. The digital
waveforms applied to the AC termination can be ex-
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pressed as a Fourier Series so that they can be ma-
nipulated mathematically. However, because these
signals are not periodic in the classical meaning of
the word, it is not clear that the AC steady-state
analysis model of Xc applies here.

In most applications, the degradation of the signal’s
rise and fall times beyond 5 ns determines the maxi-
mum value of the capacitor. The procedure is to cal-
culate the rise time between the 10- and 90-percent
amplitude levels, equate this rise time to 5 ns, and
solve for C in terms of R:

Vi = V(1 — elid)

Eq. 52
for t yields
t = RC 1n[—1—] :
)40
-5 Eq. 53
Vi) _ _
For 7 = 0.1, t = 0.10 RC.
Yo _ -
FOT —‘7- = 0.9, t = 2.3 RC.

The time for the signal to transition from 10 to 90
percent of its final value is then T = 2.2 RC. Solving
for Cyields

- T
€ =32 Eq. 54

For T = 5 ns, Table 2 can be constructed. This table
indicates that 50Q2 transmission lines on PCBs that
are terminated with RC networks should use a 47Q
resistor and a capacitor of 48 pF max; 47 pF is a stan-
dard value. This network eliminates glitches of 9 ns
or less. The table’s second column applies to wire-
wrapping construction, which is not recommended
for systems operating at frequencies over 10 MHz.
An exception is if the system consists of less than six
MSI or SSI ICs.

Table 2. Termination Value for an Ideal Case

PCB Wirewrapped
Zo (R) 50 120
R (Q) 47 110
C (max., pF) 48 20
RC (ns) 2.25 22
4RC (ns) 9 _ 8.8

The Real World

To go from the ideal to the real world, calculate the
values of R; and R from the curves on the datasheet
of the device driving the line. R; is the slope of the
output source current vs. output voltage between 2
and 4V. Rj is the slope of the output sink current vs
output voltage between 0 and 0.8V.

Add the value of Ry to 47Q and calculate C, using
Equation 54. Then check to see that the RC charging
time constant does not violate some minimium posi-
tive pulse-width specification for the line. If so, re-
duce C.

Add the value of R to 4722 and calculate C. Then
check to see if the discharging RC time constant vio-
lates some minimum pulse-width specification for
the line. If so, reduce C.

If the line is heavily loaded, Equation 12 must be
used to calculate the loaded characteristic imped-
ance, which determines the maximum value of R.
The Maximum value of C is then calculated using
Equation 54.

Schottky Diode Termination

In some cases it can be expedient to use Schottky
diodes or fast-switching silicon diodes to terminate
lines. The diode switching time must be at least four
times as fast as the signal rise time. Where line im-
pedances are not well defined, as in breadboards
and backplanes, the use of diode terminations is
convenient and can save time.

A typical diode termination appears. in Figure 19.
The Schottky diode’s low forward voltage, V¢ (typi-
cally 0.3 to 0.45V), clamps the input signal to a V¢be-
low ground (lower diode) and Vcc + Vi (upper
diode). This significantly reduces signal undershoot

1-22
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and overshoot. Some applications may not require
both diodes.

The advantages of diode terminations are:
o Impedance matched lines are not required

e The diodes replace terminating resistors or RC
terminations

e The diodes’ clamping action reduces overshoot
and undershoot

e Although diodes cost more than resistors, the to-
tal cost of layout might be less because a precise,
controlled transmission-line environment is not
required

e Ifringingis discovered to be a problem during sys-
tem debug, the diodes can be easily added

As with resistor or RC terminations, the leads
should be as short as possible to avoid ringing due
to lead inductance.

A few of the types of Schottky diodes commercially
available are

e HSMS-2822 (Hewlet—Packard)

e IN5711

e MBD101, MBD102 (Motorola)

e SN74S1050/52/56 (TI, single-diode arrays)

e SN74S1051/53 (TI, double-diode arrays)

Unterminated Line Example

The following example illustrates the procedure for
calculating the waveforms when a Cypress PLD gen-

Vee

Figure 19. Schottky Diode Termination

erates the write strobe for four Cypress FIFOs. The
PLD is a PALC16L8 device and the FIFOs are
CY7C429s.

The equivalent circuit appears in Figure 20 and the
unmodified driving waveform in Figure 21. The rise
and fall times are 2 ns. The length of the stripline
trace on the PCB is 8 inches and the intrinsic charac-
teristic line impedance is 502 The voltage wave-
forms at the source (point A) and the load (point B)
must be calculated as functions of time. Stripline
construction is used for this example because in
most modern high-performance digital systems, the
PCBs have multiple layers.

The equivalent ON channel resistance of the PLD
pull-up device, 62€2 is calculated using the output

Vee =5V
+
1\

629'|= ! ='|
L — S

2 ¥ ¥ '
T I=8" T 40 pF

11Q Vg

Va 1.25
| [

Figure 20. Equivalent Circuit for Cypress PAL

Driving
Va) 24
'y "
1V
0 +
20—
] 1 ] [l t >
I T I 1 gl
0 2 22 24

Figure 21. Vj(t), Unmodified
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source current versus voltage graph, over the region
of interest (2 to 4V), from the PALC20 series data-
sheet. The equivalent resistance of the pull-down
device, 11€ is calculated in a similar manner, using
the output sink current versus output voltage graph,
over the region of interest (0.4 to 2V), also on the
datasheet.

The equivalent input circuit for the FIFO is con-
structed by approximating the input and stray capac-
itance with a 10-pF capacitor and the input resis-
tance with a 5-MQ resistor. The input leakage
current for all Cypress products is specified as a
maximum of +10 uA, which guarantees a minimum
of 500 KR at Vi, = 5V. Typical leakage current is 10
PA.

Because the PLD is driving four FIFOs in parallel,
the equivalent lumped capacitance is 4 X 10 pF =
40 pFE and the equivalent lumped resistance is
5,000,000/4 = 1.25 MQ

The next step is to calculate the propagation delay
and the loaded characteristic impedance of the line.
The unloaded propagation delay of the line is calcu-
lated using Equation 45 with a dielectric constant of

ta = 2.27 (ns/ft) Eq.55

To calculate the loaded line propagation delay, the
intrinsic capacitance must first be calculated using
Equation 9.
ta = ZoCo Egq. 56
where Zg is the intrinsic characteristic impedance,
and Cg is the intrinsic capacitance.
t 2.27 ns/ft
Co = 2 = 2220 = 454 pF[fr.
o PF/ft Eq.57
Because the line is loaded with 40 pF, Equation 11 is

used to compute the loaded propagation delay of
the line.

Lpar = tpd\/l + Cp/Co
fa = 227ns/fi 1 + ——0PF
454 pF[ft X T

ta, = 3.46 ns/ft Eq. 58

Note that the capacitance per unit length must be
multiplied by the line length to arrive at an equiva-
lent lumped capacitance.

The intrinsic line impedance is reduced by the same
factor by which the propagation delay is increased
(1.524; see Equation 12):

,_ 50Q _
2 = {54 = 3289 Eq. 59

Initial Conditions

At time t = 0, the circuit shown in Figure 20 is in a
quiescent state. The voltage at points A and B must
be the same. By inspection:

R
Vo=V = (Vee = VP (RSTLRL)

— 5 - 1)(2 1.25 x 106

8 + 125 x 106) =4

Eq. 60
At t = 0, the driving waveform changes from 4V to
approximately 0V with a fall time of 2 ns. This is
shown in Figure 20 by the switch arm moving from
position 1 to position 2.

The wave propagates to the load at the rate of 3.46
ns per foot and arrives there

T, = 3.46ns/fi x —S = 23pg

12 in./ft Eq. 61

later, as illustrated in Figure 22b.

Because the reflection coefficient at the load is oL
= 1, an early equal and opposite polarity waveform
is propagated back to the source from the load. The
reflection arrives at t =2Tg = 4.6 ns (Figure 22a).
Note that the fall time is preserved.

The reflection coefficient at the source is

Rs—Zy _ 11 -328 _

Ps = R ¥z, - 11 +328 ~ 048

Eq. 62

To simplify the calculations that follow, consider
—0.5 to be the low-level source reflection coeffi-
cient. The magnitude of the reflected voltage at the
source is then

Vg = —4V X (= 05) = 2V Eq. 63
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This wave propagates from the source to the load
and arrives at t = 3 Tg. The wave adds to the 0V sig-
nal. The rise time is preserved, and thus the time re-
quired for the signal to go from 0 to 2V is

2V X 2ns _
Tay T Im Eq. 64

The signal at the load thus reaches the 2V level at
time

t, =

t = 3T, + 1ns = 79ns Eq. 65

and remains at that level until the next reflection oc-
curs at

t = 5T, Eq. 66

The wave that arrives at the load at 3 Tg reflects
back to the source and arrives at

1 = 4T, = 92ns Eq. 67

The 2V level adds to the —4V level, for a total of
—2V. The rise time is preserved, so that this level is
reached at

t = 4T, + 1ns = 102ns Eq. 68

and maintained until the next reflection occurs at
t = 6T, Eq. 69

The 2V wave that arrives at the source at t = 4T re-
flects back to the load and arrives at t = 5Tg. The
portion that is reflected back to the load is

Vo = 2 X (—=05) = —1V Eq.70

This value subtracts from the 2V level to give 2 — 1
= 1V. Because the fall time is preserved, the time
required for the signal to go from 2 to 1V is

_ 1V X 2ns

= av = 05ns Eq. 71
The 1V level is thus reached at time
t = 5T, + 05ns = 12ns Eq.72

At t = 6T, the 1V wave arrives back at the source,
where it subtracts from the —2V level to give —1V.
The rise time is

t, = 1 x 05ns/V = 05ns Eq.73

The signal at the source reaches the —1V level at

t = 6T, + 05 = 143 ns Eq. 74

The 1V wave that arrives at the source at t = 6Tp is
reflected back to the load and arrives at t = 7Tq.
The portion that is reflected back is

Vg =1 X (—05) = —05V Eq. 75

This value subtracts from the 1V level to give 0.5V.
The fall time is 0.25 ns. The 0.5V level remains until
the next reflection reaches the load at

t = 97, Eq. 76

Att = 8T the 0.5V wave that reflects from the load
at t= 7T arrives back at the source, where it sub-
tracts from the —1V level to give —0.5V. The rise
time is 0.25 ns. The portion that reflects back to the
load is

Ve = 05 X (—05) = — 025V Eq. 77

The —0.25V signal arrives at the load at t = 10T =
23 ns and subtracts from the 0.5V signal to give
0.25V.

This process continues until the voltages at points A
and B decay to approximately OV.

Observations

The positive reflection coefficient at the load and
the negative reflection coefficient at the source re-
sult in an oscillatory behavior that eventually decays
to acceptable levels. The voltage at point A reaches
—1V after 6T delays and the voltage at point B
reaches 0.5V after 7T delays.

The reflection at the load that causes the voltage to
equal the TTL minimum one level (2V) at T = 3Tg
causes a problem. The actual input voltage thresh-
old level is 1.5V for TTL-compatible devices that do
not exhibit hysteresis.

The voltage at the load falls from 4V to 0V in 2 ns,
beginning at t = Tp. Because Tg = 2.3 ns, the volt-
age reaches zero at

23ns + 2ns = 43 ns Eq. 78
The 1.5V level occurs at

— 2ns -
4.3 ns v X 1.5V 3.55 ns Eq. 79
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The rising edge begins at

t = 3T, = 69ns Eq. 80
The 1.5V level occurs at

2ns _
6.9ns + i X 1.5 = 7.65ns Eq. 81

The time difference (7.65 — 3.55 = 4.1 ns) is long
enough for the FIFO to interpret the signal as a
LOW.

Next, consider the width of the positive pulse that
begins at the load at t = 3T. Because the rise time
is preserved, the signal takes 1 nstoreach 2V, or 0.75
ns to reach 1.5V. The signal begins to fallatt = 5T,
reaching 1.5V at

t = 5T, + 025ns = 11.75ns Eq. 82
The difference (11.75 — 7.65) is 4.1 ns, which is wide
enough for the FIFO to interpret as a second clock.
To eliminate this pulse, the line must be terminated.

Strobe Shortening Considerations

In this example the width of the negative strobe is 22
to 24 ns. If a CY7C429-20 FIFO is used, the write
(or read) strobe must not be shorter than 20 ns.
Even if the FIFO does not recognize the 4.5-ns neg-
ative pulse, the shortening of the write strobe by 5T
= 11.5 ns is sufficient to violate the minimum nega-
tive-pulse-width specification.

This strobe-shortening phenomenon might also oc-
cur on other active-LOW control lines such as out-
put enables and chip selects. Clock lines must also
be analyzed for this problem; in general, these lines
should be terminated.

Now consider an analysis of the write strobe’s rising
edge to assure that the reflections associated with
this edge do not cause multiple clocks or false trig-
gering of the FIFO. Att = 22 ns, the rising edge of
the write strobe begins, which is the equivalent of
closing the switch in Figure 20 in the 1 position. For
this analysis, it is convenient to start the timescale
over at zero, as appears in Figure 22a and b.

If the forcing function were a step function, the

equations of Figure 4h would apply. The time
constant in the equation is
r - RzZ'C.

R + Z, Eq. 83
Because
R >2/,T=12,C Eq. 84

where Zg' = 32.8Q and C, = 45.4 pF.

This is the equivalent of saying that you can ignore
thel.25-MQ device input resistance for transient
circuit analysis. Substituting Zp' and C. into the
preceding equation yields a time constant of T =
1.489 ns.

Writing the equation for the voltages for the circuit
of Figure 20 yields

Vi) = iz, + % J i di

J, Eg. 85
Also,
Vo) = KU@®) — Kt — THUe — T1) Eq. 86

where K; is the rising edge of the write strobe (K =
2V/ns) applied at t = 0 using a unit step function,
U(t); and —K(t — T1) represents an equal but oppo-
site waveform applied at t = T1 (after the rise time)
using a unit step function, U(t — T1).

Equating the expressions and taking the LaPlace
transforms of both sides yields

K _ Ke-™s / (s)
K- es2 = Z)16) + & (Zo + ——)I(s) Eq. 87
However,

[ 19
V() = —I idt, or, Vgs) =

cJ, Cs Eq. 88
Therefore,
K _Kem™ _ (,, . 1
2 2 (Zo + Ces) C.sVy(s) Eq. 89
Solving for Vp(s) yields

£2(1 — e-Tls)
VB(S) = ._".__I__._l_

Calzo’ + &) Eq. 90
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which is equivalent to

ZOI/(_ce(l — e-Tls)

sz<s + Z—Olc—e)

Taking the inverse LaPlace transform yields

Eq. 91

V@) = [KZo’Ce<6#"Ce - 1) + Kl] v -

—¢=T1)
[KZO'Ce[e[ Zo'Ce ] - 1] + K(t — ﬂ)]U(t - T1)

The first term in Equation 92 applies from time zero
up to and including T1, and the second term applies
after T1:

Eq. 92

vy = el 8 R 0

Eq.93
fort < T1.
vy = Ko - e[z;'lce]) 175 4 ko
s Ti Eq. 94
fort > T1.

where K1 is the final value, which is 4V.

Substituting the correct values for t = T1 = 2 ns
yields

12
Vit = T1) = 2 X 3282):(41>%49X 10— (e 1489 _ 1
+ %z_‘s/ X 2ns
= — 115 + 4 = 285V Eq. 95

If the forcing function is a step function, the equa-
tion is

V() = 4v(1l — e[ﬁc—e]) Eq. 96

att = 2 ns, Vg = 3V, which is more than the 2.85V
calculated using Equation 93.

At t = 22 ns + Tp, the voltage waveform begins to
build up at the load and continues to build until the
first reflection from the source occurs att = 3Tq.

Equation 94 is used to calculate the voltage at the
loadatt = 2T, because 1T is used for propagation
delay time:

Vet = 2T,) =

— 2V X 32.8 X 454 X 10~ 12(
2 x10-°

—e —1,489)(6—2) + 4

— 1.489 (0.774) (0.1353) + 4

— 1559 + 4 = 3.84V

Eq.97

The voltage at the load remains at this value until
the first reflection from the source reaches the load
att = 3Tp.

Meanwhile, at t = T, the wave at the load reflects

back to the source and arrives att = 2Tg. The wave

subtracts from the 4V level at the source, as illus-

trated in Figure 6c. The amplitude of the droop is

given by

C'Zy Vo
2 T

for Rg = Zo.

V, =

Eq.98

If Rg does not equal Zg', Equation 98 must be modi-
fied. Instead of Vp/2, the voltage is

Ry
Vo (RS + zo')

Eq. 99
so that Equation 98 becomes
v o= C’ZO'VO( Ry )
’ . \Rs + Z, Eq. 100

where C' = 40 pE, Zg' =32.8Q Rg = 62Q T, =2 ns,
and Vg = 4V. Substituting these values into Equa-
tion 100 yields

vV, = 1716V Eq. 101

Because 4V — 1.716 = 2.284, the voltage does not
drop below the minimum TTL Vi level of 2V, but
it does come close.

The reflection coefficient at the source is

Ry — Zo/

Ps = Ry + Zo' Eq. 102

where, Rg = 62 ohms, Zo' = 32.8 ohms, g5 = 0.308.
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The amount of voltage reflected from the source
back to the load is then

Vg = 1716 x 0.308 = 0.53V Eq. 103

The 40-pF capacitor reduces the rise time of the
waveform at the load. The reflection at the source
caused by the load capacitor is insufficient to reduce
the 4V level to less than the TTL one level (2V).

The reflection coefficient at the source is small
enough so that the energy reflected back to the load
is insufficient to cause a problem.
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Protection, Decoupling, and Filtering of Cypress
CMOS Circuits

This application note explains how to protect your
ICs with a low-cost zener diode and why it is good
insurance against inadvertent voltage transients.
Also explained is the reason why decoupling and
high-frequency-filtering capacitors are required. A
method is provided for determining the capacitors’
values.

Zener Diode Protection

Linear power supplies can cause large voltage tran-
sients. The transient is negative when it is caused by
the collapse of a magnetic field and is positive when
the supply is turned on.

Some commercially available laboratory bench sup-
plies behave the same way. When they turn on, they
can overshoot several volts. When they turn off,
lead inductance can cause a negative transient volt-
age at the V¢ pin. If there is enough energy, this
inductance can break down internal gate oxides, de-
stroying or weakening the IC to the extent that it
might fail later.

You can avoid this problem by adding a 20¢ zener
diode (also called a voltage-regulator diode) be-
tween Ve and ground. Connect the diode’s cath-
ode to V¢ and the anode to ground (see Figure 1).
A 400-mW, 6.2V 1INS525 or equivalent is recom-
mended. You can also use the 1N753, a 500-mW,
6.2V zener diode.

If avoltage greater than the zener voltage (6.2V) oc-
curs on Vg, the diode breaks down, clamping the
voltage to 6.2V and shunting the current to ground
(see Figure 2). The diode can be destroyed if the cur-
rent multiplied by the zener voltage exceeds the

diode’s power rating. Because zener diodes always
fail shorted, they cause the power supply to “crow-
bar” and thus protect the ICs.

A negative voltage on the V¢ line puts a forward
bias on the diode. This turns on the diode, which
clamps the voltage to approximately —0.8V. If the
negative voltage multiplied by the current exceeds
the diode’s power rating, the diode fails shorted, as
in the reversed-bias case, and protects the ICs.

Vee

vaNd

GND

Figure 1. Zener Diode Connection

Vz

Vr v

Figure 2. Zener Diode Characteristic
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High-Frequency Filtering

In addition to the protection offered by zener
diodes, decoupling and high-frequency filter capaci-
tors are required on high-performance CMOS cir-
cuits. To use these capacitors effectively, you must
understand why they are required.

To realize the fast rise and fall times that Cypress
CMOS integrated circuits are capable of achieving,
the power-distribution system must be able to sup-
ply the instantaneous current required when the de-
vice outputs switch from LOW to HIGH. The ener-
gy converted to current is stored as charge on the
local decoupling capacitors. They decouple or iso-
late the circuit from the power-distribution system.
It is standard practice to use one decoupling capaci-
tor for each IC that drives a transmission line and
one capacitor for every three devices that do not.

The PCB trace inductance plus the IC lead induc-
tance can “current-starve” the output circuits, caus-
ing rise-time degradation. Remember that the cur-
rent through an inductor cannot change
instantaneously. Therefore, you must minimize any
series inductance, including the lead inductance of
the decoupling capacitors.

Decoupling-Capacitor Calculations

To determine the value of the decoupling capacitor,
you must estimate the instantaneous current re-
quired when all the outputs of an IC switch from
LOW to HIGH, assuming a reasonable droop of the
voltage on the capacitor. The charge stored on the
local decoupling capacitor is

Q=CV

Differentiating yields

i = 42 _ cdv

0= =% Eq.1

The characteristic impedance of a typical transmis-
sion line is 50Q2. Lines with a heavy capacitive load
have lower characteristic impedances.

Next, assume that the IC is a nine-output FIFO,
such as the CY7C429. The outputs reach

Vee -V =5V-1V=4V

Each output requires 4V/50Q2 = 80 mA. Because
the FIFO has nine outputs, it requires a total of 720
mA during the rise times of the outputs.

Solving Equation 1 for C yields

_ . dt
=iy Eq.2
The last step is to assume a reasonable, tolerable
droop in the capacitor voltage. Assume dV = 100
mV. Additionally, the signal rise and fall times are
2 ns. Substituting these values in Equation 2 yields

c = 120 X 1073 x 2 x 10-°
100 x 103

I

144 x 10°°
0.0144 uF

I

It is standard practice to use 0.01 to 0.1-uF decoup-
ling capacitors. A 0.1-uF capacitor can supply SA
under the conditions assumed in the preceding cal-
culations. Another way to look at the situation is
that a 0.1-uF capacitor supplics 720 mA of instanta
neous current in 2 ns with only [4.4 mV of voltage
droop across the capacitor.

Decoupling capacitors for high-spced  Cypress
CMOS circuits should be of the high-K ccramic type
with a low Effective Series Resistance (ESR). Ca-
pacitors using Z5U dielectric are a good choice.

High-Frequency Filter Capacitors

The 0.1 to 0.01-uF decoupling capacitors usually do
not provide high-frequency decoupling or filtering.
These capacitors do not behave like capacitors at
high frequencies because their series resonance fre-
quency is not high enough. This is primarily because
of lead inductance in their construction, which is a
result of the capacitor’s relatively large value.

For high-frequency filter analysis, you can use the
simplified capacitor equivalent circuit shown in Fig-
ure 3. Ry is the ESR, L is the Effective Series Induc-
tance (ESL), and C is the capacitance.

Rs L c

._W\,___(TTL_le__.

Figure 3. Simplified Capacitor Equivalent Circuit
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The impedance of the simplified equivalent circuit
is:

1

Z =R, + joL + ——

joC Eq.3
_ : .
Ze =R+ [“’L wC] Eq. 4

The magnitude of the impedance is

2
Z. = \/Rsz + [a)L - L]
oC Eq.5

oL =3¢
or,
1
0 = L
JLC

At the resonant frequency, Z; = R, which is the
minimum impedance.

Figure 4 shows how the impedance varies with fre-
quency. The series resistance usually increases as
the capacitance decreases. Also, as the capacitance
decreases, the inductance typically decreases, which
means that the resonant frequency increases. This
is usually due to the capacitor’s physical construc-
tion. Note that a surface-mounted capacitor’s lead

10! N4

10-1 \ < 9 /
Y AN [
10-3 \ //\ -~ //k

- V <] 100{pF

A — Ndoud| OFF
10-5 uF :

1 1 10 102 103 104 105 108 107 108 10° 1010
Z (ohms) Frequency (Hz)

Figure 4. Capacitor Impedance Versus Frequency

inductance is at least an order of magnitude less
than that of an axial-lead capacitor.

The next step in high-frequency filter analysis is to
determine a typical system’s expected high-frequen-
cy components. Begin by assuming that the circuit
is driven by a series of digital pulses with finite rise
and fall times, then perform a Fourier transform on
the series to determine their frequency compo-
nents.

Fourier Transform of a Periodic Pulse

Figure 5 illustrates a periodic pulse of amplitude A,
period T, rise and fall times of t;, and pulse width of
Ty, as measured between the 50-percent-amplitude
points.

The approximate frequency-domain transform ap-
pears in Figure 6. The amplitude of the frequency-
domain voltage is a function of the signal’s ampli-
tude and duty cycle in the time domain. The
fundamental frequency, Fy, is related to the pulse
train’s period. The first harmonic, Fy, is of equal en-
ergy and is a function of the pulse width. The second

Al /—\
0.5A

Tp —] t |—

Figure 5. Periodic Pulse Waveform

2A%

Ad

Fo Fy Fo

f —

Figure 6. Fourier Transform of Periodic Pulse
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harmonic, F;, contains half the energy of Fy and is
a function of the pulse rise time.

The rise and fall times of Cypress’s CMOS and BiC-
MOS circuits are 2 ns, by design. If a Cypress PLD
is driving the write- or read-strobe inputs of a
CY7C429-20 FIFO at the maximum frequency of
33.3 MHz (T = 30 ns) with a 10-ns/30-ns duty cycle
signal (T}, = 10 ns), the following signal frequencies
are generated:

-1 __ ot
Fo= T~ 3.1416 x 30 x 10-° 10.61 MHz
Fi=t = el = 3183 Mz

' T #T, T 31416 x 10 x 10-° .

_ 1 _ 1 B

F=ge = = 15915 MH;

7wt 31416 X 2 X 10-°

Within the IC, signal rise and fall times can be as fast
as 300 ps (picoseconds), which means that F2 =
1.061 GHz (1,061 MHz). In some ICs short timing
pulses are generated internally, but they are usually
longer than the 300-ps rise time, so the preceding F2
is the highest harmonic present.

Because the IC’s data outputs can normally change
no faster than those of the inputs, the outputs do not
generate additional higher-frequency harmonics.

Parallel the Filter Capacitors

It will not be possible to find a capacitor with three
series resonant frequencies that correspond to FO,
F1, and F2. Instead, select one capacitor with a res-
onant frequency greater than 160 MHz and connect
it in parallel with the decoupling capacitor, between
Vcc and ground, as close to the IC as possible. It
will act like a bandpass filter, shunting the un-
wanted, high frequency signals to ground. The sum
of the values of the capacitors should be greater
than or equal to the value of capacitance given by
Equation 2.

The AVX Corporation, Myrtle Beach, South Caro-
lina (803—448-9411), makes a series of “RF/Mi-
crowave NPO Capacitors.” Their “Ultra Low ESR,
‘U’ Series” have an ESR of 0.06 Ohm at 500 MHz.
A value of 470 pF in the EIA standard size 1210
“chipcap” is recommended. Its series resonant fre-
quency is approximately 180 MHz.

Low-Frequency Filter Capacitors

A solid tantalum capacitor of 10 uF is recommended
for every 50 to 100 ICs to reduce power-supply rip-
ple. Place this capacitor as close as physically pos-
sible to where the V¢ and ground enter the PCB or
module.



Using Decoupling Capacitors

Introduction

This application note describes some revised recom-
mendations regarding the use of decoupling capaci-
tors. The “conventional” recommendation of using
two different values and two different types can, in
many circumstances, cause less than ideal operation.
Simpler, more reliable designs will often result from
following the design guidelines of this note.

The Problem

Faster edges, more sensitive devices, higher clock
rates all demand “good” decoupling of the power
supplies.

Decoupling:
The art and practice of breaking coupling between por-
tions of systems and circuits to ensure proper operation.

ASnH

10.00

1.00

s |
X r
T°
[=4 L
©
X 010 /
/ N Xozenr
0.01 Ll L [N bl L LN
1.00 10.00 100.00 1000.00

Frequency (MHz)

Figure 1. Z vs. f for Parts of a Real Capacitor

Bypassing:

The practice of adding a low-impedance path to shunt
transient energy to ground at the source. Required for
proper decoupling.

What used to work for lower system speeds and
slower logic may not work well when the system
speed increases. The common practice of using two
different values for decoupling can:

e Increase the RFI/EMI problems
e Reduce the reliability of operation
¢ Reduce the noise tolerance

Each physical component shown on the schematic
brings with it additional electrical components de-
termined by the design and mounting of that compo-
nent into the system.

Look in Figure 1 at the behavior of two ideal compo-
nents, a capacitor and an inductor representing parts
of the capacitor shown in Figure 2. Note that without
any lead inductance or resistance, the resulting ca-
pacitive reactance approaches 0Q with increasing
frequency. Note also that the inductive reactance of
the ideal inductor, without any stray capacitance, ap-
proaches infinity.

Schematic System
22 nF |
22 nF I
]—' 5nH
30 mQ

Figure 2. The “Real” Schematic
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Figure 3. Expected Impedance of “Real” Capacitors

A real capacitor includes an inductor and resistor in
the form of leads, traces, and even ground planes in
series with it (Figure 2).

Multi-layer capacitors have approximately 5 nH of
parasitic inductance when mounted on a printed cir-
cuitboard. While the component drawn on the sche-
matic (Figure 2) shows a 22-nF capacitor, the system
sees the 22-nF capacitor in series with a 5-nH induc-
tor and a 30-mQ resistor.

The impedance curve of “Real” capacitors resembles
the traces marked 22 nF and 100 pF of Figure 3. The
shape of these calculated curves match the curves
given in capacitor manufacturers’ datasheets. This
means that in a circuit, a capacitor acts as a low-
impedance element only over a limited range of fre-
quencies. A solution, proposed in many works,
added a second capacitor to bypass frequencies out-
side the limited range of the single capacitor. This
approach expected that the resulting impedance
curve would look like the solid line marked “Ex-
pected” in Figure 3. This solution, however, has a
significant problem at “intermediate” frequencies.

These intermediate frequency problems come from
the circuit shown in Figure 4. The circuit on the left
represents the schematic form of a typical decoup-

1-35

ling arrangement, a 22-nF and a 100-pF capacitor in
parallel.

Conventional wisdom suggests that the 100-pF
should decouple the high frequencies, and the 22-nF
should decouple the low frequencies. However, the
combination results in some unexpected interac-
tions. The circuit on the right in Figure 4 shows a
clearer representation of the system, including the
parasitic inductances and resistances. This picture
shows all the components necessary to create a reso-
nant tank circuit.

Figure 5 shows a combined plot of Z vs. frequency of
this circuit. The values given for effective series re-
sistance (ESR; 30 m€) and effective series induc-

Schematic

22 nFI 100 pF

System

22nFl 100 pF |

Figure 4. The “Real” Schematic
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Figure 5. Real Z vs. f for Parallel 22-nF and 100-pF Capacitors

tance (ESL; 5 nH) are achievable on real PCBs using
“good” layouts and surface-mounted capacitors.

The graph of Figure 5 shows a range of frequencies
where this combination of two capacitors results in
a higher impedance than that of the larger capacitor
alone. For the combination shown, this range includes
approximately 15 MHz through 175 MHz. Notice
the large peak in reactance at 150 MHz due to reso-
nance of the two capacitors. Any energy from the
rest of the system (ICs, clocks, and harmonics), over
this intermediate range of frequencies, will see a
higher impedance than that of a single 22-nF capaci-
tor alone. Over this range of frequencies, the parallel
combination will bypass less of the energy to ground.

The height of the peak shown in Figure 5 varies in-
versely with the ESR of the capacitors. Asboard de-
signs and components improve, the height of the re-
sulting peak will actually increase due to a reduction
of the system ESR. The exact shape and location of
the parallel resonant peak will vary for each system
depending on the design of the printed circuit board
(PCB) and choice of capacitors.

Recommendations

The following recommendations can improve the
resulting designs:

e Use only one value of capacitor.

e Choose the capacitor based on the self-resonant
characteristics from the manufacturers’ data-
sheet to match the clock rate or expected noise
frequency of the design.

o Add as many capacitors as needed for your range
of frequencies. As an example, the capacitor
shown (22 nF) has a self resonant frequency of
approximately 11 MHz, and a useful (less than
1Q) impedance range of 6 to 40 MHz. Use as
many of these as needed to achieve the desired
level of decoupling.

o A minimum of one capacitor per power pin placed
as physically close to the to the power pins of the
ICaspossible to reduce the parasitic impedances.

o Keep lead lengths on the capacitors below 1/4”
between the capacitor endcaps and the ground or
power pins.
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Place the bypass capacitors on the same side of
the PCB as the ICs. Figure 6 shows an example of
a recommended layout for a HOTLink™ Trans-
mitter and Receiver.

A special note about Figure 6: in both of the layouts,
only one connection is made to the Vcc plane. This
is done so that the noise, generated both inside the
IC and external to this portion of the circuit, must go
through the single via to the power plane. The addi-
tional reactance of the via helps to keep the noise
from spreading throughout the rest of the system.

HOTLink parts tolerate a fairly large amount of V¢
noise. However, to achieve the absolute “best” per-
formance, use these recommendations.

What About Multiple Clocks?

When the design calls for multiple clock frequencies,
split the power plane as shown in Figure 6 and use the
correct value of capacitor for each section, maintain-
ing only one value per section. An example of this
technique may be found in “HOTLink Design Con-
siderations, Power Distribution Requirements for
Optical Drivers.” The isolation provided by the

CY7B923 HOTLink Transmitter

Il Cavacitor and Pads

Signals

slotted power plane keeps the noise of one section
away from the sensitive parts of the other sections,
and allows the separation of the capacitor values.

What About Variable Clock Frequencies?

Bypassing ICs when the clock rate changes over a
wide range of frequencies presents the most difficult
situation covered here. Fortunately, most data com-
munications applications use only a single clock rate.

When the range of operation of a single part covers
a large range of frequencies, placing two capacitors
that are within approximately 2:1 of each other in ca-
pacitance results in a wider low-impedance zone and
allows a broad range of bypass frequencies. In Fig-
ure 7 notice that the peak in the reactance still occurs,
but that the maximum impedance stays well below
1.5€2 and that the usable range (less than 1.5Q) now
extends from approximately 3.25 MHz to 100 MHz.
Use this multiple decoupling capacitor method only
when a wide range of frequencies must be bypasscd
around a single integrated circuit and adequate
range cannot be achieved by a single capacitor.
Again, the capacitors must remain within a 2:1 range
to prevent the reactance peak from exceeding useful
limits.

CY7B933 HOTLink Receiver

(o) GND Via

Figure 6. Sample Layouts
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Figure 7. Real Z vs. f for Parallel 22-nF and 10-nF Capacitors

Conclusions

Application of these techniques resulted in improving
the measured optical margin of a HOTLink-based
OLC (optical link card) by about 1 dB. It simplifies

HOTLink is a trademark of Cypress Semiconductor.

the Bill of Material because only one value is used
instead of two. Finally, using only one value of ca-
pacitor gave the best jitter measurements of the
HOTLink Transmitter.
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This application note works through the design decisions that occur when an L2 cache is designed into an Intel
486—based system built with the Contaq PCI chipset. Then a design example shows how to use the CYM9246 family
of L2 cache modules with the Contaq PCI chipset.



Using an L2 Cache Module with the Contaq
82C599 PCI Chipset for the Intel 486 CPU

Overview

Cypress Semiconductor markets the Contaq
82C599 PCI Chipset for Intel® 486-based systems.
The Intel 486 CPU has an on-chip 8-Kbyte first level
(L1) cache that significantly improves system per-
formance. The Contaq PCI chipset includes an inte-
grated high-performance cache controller for an ex-
ternal second-level (L2) cache.

This application note works through the design deci-
sions that occur when an L2 cache is designed into
an Intel 486-based system built with the Contaq PCI
chipset. The questions that are addressed are:

e What are the cache requirements?

e Why use a cache module?
— discrete vs. modular designs

e Which cache module(s)?
— selecting an L2 cache module

L2 Cache Requirements

The L2 cache will be defined by size, speed, and
type. There is also the matter of buffering the input
address bits and providing chip select inputs to the
data RAMs.

Cache Size

The current market requirement for L2 cache in
486-based systems is largely 128 Kbytes with an ex-
pansion option to 256 Kbytes. A small percentage
of customers request 512 Kbytes. The larger
512-Kbyte cache size is considered useful in high-
performance multiprocessing applications. The

Contaq PCI chipset supports cache sizes from 32
Kbytes to 1 Mbyte.

Assume a nominal cache size of 128 Kbytes with an
expansion option to 256 Kbytes.

In that case, the data RAMs can be a standard 32Kx8
device (e.g., CY7C199). The 128-Kbyte cache can
be built with one bank of four 32Kx8 RAMs. The
256-Kbyte expansion option can be a second bank of
four more 32Kx8 RAMSs. With the Contaq PCI chip-
set, the 256-Kbyte cache can be configured as two in-
terleaved banks.

Cache Speed

The cache should support zero-wait-state operation
at a bus frequency of 33 MHz. That requires a tag
RAM with an access time (taa) of 15 ns. The access
time of the data RAMs depends on the organiza-
tion. A single-bank array (128-Kbyte) should have
taa = 20 ns. An interleaved two bank array
(256-Kbyte) can use slower data RAMs with tas =
25 ns.

The Contaq PCI chipset also supports a 50-MHz
clock option with one wait state (3222). In this
mode, the tag RAMs can be slower with an access
time of 20 ns. The data RAM access times are the
same as noted above.

Assume two cache configurations at 33 MHz: a
single-bank 128-Kbyte cache and a two-way inter-
leaved 256-Kbyte cache. The tag RAM will have taa
= 15 ns in either configuration. The 128-Kbyte
cache will use 20-ns data RAMs and the 256-Kbyte
cache can use lower cost 25-ns data RAMs.
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Cache Type

The cache type can be either write-through or write-
back. The Contaq PCI chipset supports both types
of cache with an on-chip 8-bit address comparator
and logic to process an optional dirty bit.

The Contaq PCI chipset has two write-back modes:
7-bit tag with one dirty bit or 8-bit tag without a dirty
bit. Inwrite-through mode, the chipset supports an
8-bit tag.

The type of cache and cache size affect the cache-
able address range. With a 7-bit tag, one dirty bit,
and 128 Kbytes of cache, the cacheable address
range is 16 Mbytes. Increasing the cache size to 256
Kbytes doubles the cacheable address range to 32
Mbytes. With an 8-bit tag, no dirty bit, and 128
Kbytes of cache, the cacheable address range is 32
Mbytes. With 256 Kbytes of cache, the cacheable
address range is 64 Mbytes.

Please note that although the system behavior is dif-
ferent for all three modes of operation, the external
support hardware (8-bit tag RAM) is exactly the
same. The tag RAM size is 8Kx8 for 128 Kbytes of
cache and 16Kx8 for 256 Kbytes of cache.

Address Buffers for 128-Kbyte Cache

The single bank 128-Kbyte cache will require 15 bits
of address (Ajg.2). The upper 13 bits (A16:4) from
the 486 address bus are buffered through a pair of
transparent latches (74FCT373C) to minimize the
loading on the 486 address bus. The address latches
are gated by the ALE signal from the CPU.

The lower two bits (A3z.;) are time critical for burst
accesses and require special handling. To support
the different memory configurations, these address
inputs are driven by the Contaq PCI chipset.
TOGA; from the chipset drives cache address Aj.
TOGA; from the chipset drives cache address Aj.

The write enable (CWE() and output enable
(CRDy) signals for bank 0 from the Contaq PCI
chipset are used to drive the write enable and output
enable inputs to the data RAMs.

TOGA; drives RAM address bit Ag and TOGA;
drives RAM address bit A;. The upper 13 bits of

latched address (LAj¢:4) are applied directly to the
tag RAM address bits Aj4.2.

The loading on the CPU address bus (Ajg.4) is
therefore limited to two loads (latch and tag RAM).
The loading on the TOGA 3., outputs from the chip-
set is four loads (data RAMs). The ALE input from
the 486 has two loads (latches).

Address Buffers for 256-Kbyte Cache

The address requirements for the interleaved two-
bank 256-Kbyte cache are somewhat different. The
upper 14 bits (A;7.4) from the 486 address bus are
buffered through a pair of transparent latches
(74FCT373C) to minimize the loading on the 486
address bus. The address latches are gated by the
ALE signal from the CPU.

The lower two address bits (A3.;) are provided by
the chipset as TOGA; (address bit 3 for bank 0) and
TOGA; (address bit 3 for bank 1). To support the
two-way interleave, the Contaq PCI chipset pro-
vides separate write enables (CWEy and CWE;)
and output enables (CRDy and CRD;) for each
bank.

The address to bank 0 of the data RAMs is thus
formed by TOGA; driving RAM address bit Ag and
latched address LA17.4 driving RAM address bits
Aj14.1. The address to bank 1 of the data RAMs is
formed by TOGA3 driving RAM address bit Ag and
latched address LAj7.4 driving RAM address bits
Ag4:1.

The upper 14 bits of address (A17.4) are applied di-
rectly to the tag RAM address bits Ajz.g. The tag
RAM is implemented as a 32Kx8 part, so the upper
address bit Aj4 of the tag RAM is either grounded
or tied to Vc.

The loading on the CPU address bus (Aj7.4) is two
loads (latch and tag RAM). The loading on the
TOGA3,, outputs from the chipset is four loads
(data RAMs). The ALE input from the 486 has two
loads (latches).

Generating Chip Selects CS3,9

The Contaq PCI chipset requires logic to combine
the read/write signal (W/R) and byte enables
(BEz.0) from the Intel 486 to form the chip select



— A <

Using an L2 Cache Module with the Contaq 486 Chipset

=7 CYPRESS

W/R —

B_Eo__._D_ CSo

[D-cs
1%
_ -5

Figure 1. Chip Select Logic
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(CS3,0) inputs to the cache data RAMs as shown in
Figure 1. A write cycle (W/R=1) selects which
byte(s) are written based on the byte enables
(BE3y). A read cycle (W/R=0) selects all bytes for
read independent of the byte enables.

This logic is typically implemented in a PLD (e.g.,
P16L8) to minimize the loading on the read/write
line from the processor.

For a 128-Kbyte cache, each chip select input will go
to one data RAM (one load). For a 256-Kbyte
cache, each chip select will go to one data RAM per
bank (two loads).

Discrete vs. Modular Designs

The L2 cache design that results from the discussion
so far is shown in Figure 2. The questions now are
how much (if any) of the L2 cache will be included
on the motherboard and how much (if any) of the
logic will be on a module.

Cypress Semiconductor supports either discrete or
module-based designs:

o A wide range of 486 L2 cache modules for most
popular chipsets

e High-speed SRAMs for tag and data RAMs
o FCT logic for the address buffers
o Fast PLDs for the chip select logic

The decision of a discrete vs. module-based design
is usually based on flexibility, board space, and cost.

Flexibility

Implementing the L2 cache described in this paper
as a module allows the customer to choose one of
four configurations:

e No cache for lowest possible cost

e Low-cost 128-Kbyte cache

e Higher-performance 256-Kbyte cache

e Custom configuration (e.g., 512 Kbytes cache)

The modules under consideration for this applica-
tion require a 112-position Burndy socket (part
number CELP2X56SC3Z48). This socket is a high-
quality, reliable socket that is a standard in the in-
dustry.

For contrast, a discrete implementation with the
flexibility to support three of these configurations
(no cache, 128 Kbytes, 256 Kbytes) would require
sockets for the 9 RAMs in the cache design. Thesc
sockets would tend to reduce the reliability of the
design. The FCT latches and PLD would usually not
be socketed to improve the reliability for minimal
cost.

In other words, a module-based design is much
more flexible than an equivalent discrete design.
Cache modules allow customers to tailor the cache
to balance cost vs. performance tradeoffs to meet
their requirements.

Board Space

The amount of board space required by a module-
based design depends on how much of the required
logic is on the module and how much is on the mo-
therboard.

The minimum space occurs when all of the logic is
on the module and the motherboard only has a
112-position socket with normal clearance around
the socket (usually 0.1 inch). The section on “Se-
lecting an L2 Cache Module” shows that this will not
be the case. The chip select logic (one PLD—
P16L8) will also be on the motherboard.

A discrete implementation will have nine 28-pin
RAMs, two 20-pin latches, and one 20-pin PLD. It
may also have sockets for at least the nine RAMs.
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Figure 2. L2 Cache Design

The amount of board space required for a discrete
design is significantly larger than the amount of
space required for a module connector and a PLD.
Therefore, a cache module design minimizes the
amount of board space required on the mother-
board.

Cost

The lowest-cost module option (no cache) requires
one 112-pin socket and one 16L.8 PLD. This should
cost less than two 373 latches, one PLD, and nine
28-pin sockets.

A discrete 128-Kbyte cache will consist of two 373
latches, one PLD, one 8Kx8 RAM, four 32Kx8
RAMs and four 28-pin sockets. The 128-Kbyte
cache module will be the same with a 112-pin socket
plus a printed circuit board (substrate) minus the
four 28-pin sockets. Module vendors will also add
a profit margin to the cost of the module. As a re-
sult, a 128-Kbyte cache module will usually cost
more than an equivalent discrete design.

For a 256-Kbyte cache, the cache module has the
same components as the discrete design with the
addition of a 112-pin connector, substrate, and ven-
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dor margin. The 256-Kbyte module usually will cost
more than an equivalent discrete design.

Selecting an L2 Cache Module

Cypress Semiconductor currently builds 8 different
486 compatible L2 cache modules in a total of 17
configurations. The question is which module is
closest to the cache design described in this paper
for the Contaq PCI chipset. The criteria are:

o 128/256 Kbytes data RAM
o 8-bit tag RAM
e No dirty RAM

o Address latches gated by ALE as opposed to ad-
dress buffers

e Bank write enables as opposed to write enables
for each chip

o Four chip selects as opposed to bank selects

The winner is the CYM9246/CYM9247/CYM9248
family of cache modules! These modules are very
close to the requirements outlined in this paper with
the following design considerations:

e The chip select logic resides on the motherboard,

instead of the module.

The Contaq PCI chipset does not require a dirty
RAM separate from the tag RAM.

The TOGA 3., address outputs to the module will
require a strap on the motherboard.

The TAGOE input to the module should be
grounded on the motherboard.

The DIRTYCS and DIRTYWE module inputs

should be connected to V¢ on the motherboard.
o The signal naming conventions are different.

With regards to the dirty RAM, the customer has
two choices:

o Tie the dirty RAM control signals inactive (Vcc)
on the motherboard and ignore the dirty RAM.

o Ask Cypress to ship the module without the dirty
RAM at a reduced cost.

TOGAQ A240
256 KB

Ago
128 KB

TOGA3 Az

Figure 3. Address Straps

The TOGA 3.5 address outputs from the Contaq PCI
chipset do not quite match the address inputs to the
module and will require the strap logic shown in Fig-
ure 3 on the motherboard.

Please refer to Table 1 for a signal name cross refer-
ence between the Contaq PCI chipset and the
CYM9246 cache module family.

Table 1. Signal Name Cross Reference

Contaq PCI Chipset 924X Module Family

TAGWT TAGWE

TAGEN TAGCS

WI:O W1:0

CR__DI:O ﬁ1:0

CQis:8 TAG7,

TOGA,; Aj o (128 KB only)
Az (256 KB only)

TOGA3 A3z (128 KB only)
Az (256 KB only)

Summary

The CYM9246 family of L2 cache modules can be
designed into an Intel 486 system based on the Con-
taq PCI chipset. By adding a 112-pin DIMM con-
nector, a P16L8, and a two-position jumper strap to
the motherboard design, the customer can offer:

o A lowest-possible-cost option with no cache

e A low-cost performance upgrade with a single
bank 128-Kbyte cache module (CYM9246)

¢ Ahigher-performance upgrade with a two-way in-
terleaved 256-Kbyte cache module (CYM9247)

e Upgrades to larger cache modules such as the
CYM9248 (512-Kbyte)
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Generating PROM Programming Files . ......... ... .. o i i i i i, 3-1

This application note introduces PROMs to the user and then explains the methods of generating PROM pro-
gramming files. A brief description of PROM usage in systems is presented followed by a discussion of various
PROM programming file formats, including the Intel, Motorola, DEC, and Tektronix formats. Finally, the
application note discusses various methods of using high-level languages (ABEL HDL, ISDATA, LOG/iC
HDL, BASIC, C) to generate PROM programming files.

Interfacing the CY7C276 High-Speed PROM to the AT&T, AD, Motorola,and TIDSPs ........ 3-14

This application note discusses how to use the CY7C276 PROM as program memory for various DSPs. It
will cover the topic of interfacing the CY7C276 high-speed PROM to some of today’s most popular DSPs for
program memory only. Data memory storage is typically done with SRAM and its interface is not included
in this application note. The AT&T DSP1616, Analog Devices ADSP 2100A, Motorola DSP56000 and TI
TMS320C5x family of devices are discussed. Also included is 4 detailed description of the CY7C276 (includ-
ing architecture, programming options, and signal descriptions) and brief descriptions of the DSPs (architec-
tures, signals and timing requirements). For ease of explanation, only one example from each product family
is included. The other devices in each product family are similar and are left as an exercise for the reader.
Detailed timing calculations that show code sizes up to 16K words in depth are included in the examples. Fi-
nally, a table is provided to help summarize the analysis.

Using the CY27H010 with the Rockwell VFAST Chipset ........... ... ... . it 3-22

This application note describes how to use a Cypress CY27H010 1-Megabit PROM with the Rockwell VFAST
chipset to create a high performance fax/modem running with 0 wait states.

Interfacing a 5V Cypress PROM to a 3.3V System using a CYBUS3384 Bus Switch ................ 3-25

This application note describes a method for interfacing a high-speed 5V Cypress PROM to a 3.3V system.
The I/O level translation is achieved using a CYBUS3384 Bus Switch.



Generating PROM Programming Files

PROMs are nonvolatile memory devices that were
first conceived as instruction and data storage de-
vices for microprocessor systems. Since their
introduction, PROMs have benefited from im-
provements in processing and manufacturing
technology. The evolution of PROMs has included
a tremendous increase in their density and speed
and has added new features such as built-in registers
and reprogrammability. Now these devices can be
used in a wide variety of applications other than
instruction storage. PROMs are commonly found
in state machines, decoders, encoders, complex
counters, controllers, sequencers, and look-up
tables as well as in their traditional role of instruc-
tion or microcode storage.

PROMs are simply an array of data coupled with an
input address decoder. The address presented to
the device drives a simple 1-of-n decoder. The de-
coder selects one preprogrammed memory location
whose data flows to the output pins of the device.
PLAs (Programmable Logic Array) and PALs (Pro-
grammable Array Logic) are also programmable
devices and, along with PROMs, make up the ma-
jority of devices that are considered to be program-
mable logic elements. The difference between the
three types of programmable logic elements can be
seen by observing the internal structure of the pro-
grammable array of each of the devices. PLAs have
both a programmable “AND” array and a program-
mable “OR” array. PALs have a similar AND-OR
structure, but the number of inputs to the OR func-
tion is fixed, so only the AND array is program-
mable. Both the PLA and PAL have a fixed number
of AND-OR terms dedicated to each output.
Therefore, the number of functions controlling each
output is significantly reduced. PROMs, on the oth-

er hand, can realize every possible combination or
function of » input lines for a given output. There
are 2" product terms (where n = number of address
lines) per PROM output. This makes PROMs use-
ful in very complex functions that exhaust the sum-
of-product resources of a traditional PAL or PLA
architecture. Some PROMs have additional fea-
tures, such as output registers, that enable them to
operate synchronously, which is required for state
machines. The Cypress CY7C245A is one of these
PROMs. Presets, clears, and initialization words
are also available for dealing with power-on and re-
set conditions.

After understanding the basic function of a PROM,
the designer must now create the PROM data in the
form of a programming file. Creating the PROM
data can be intimidating to engineers who are not fa-
miliar with the process. Looking back, we can see
that PROMs were mainly used for instruction or mi-
crocode storage in a microprocessor or bit-slice-
based system. Therefore, the PROM data for such
systems is generated by the compilers, assemblers,
and linkers that are resident on the CPU develop-
ment station or emulator. Generating the PROM
files for such systems is almost trivial because the
programming data file is simply a listing of the
CPU’s executable instructions generated by the
compiler. But creating the programming file for a
complex decoder, look-up table, sequencer, or state
machine can be pretty complicated and overwhelm-
ing. In fact, just figuring out where to start or what
tools to use can become very time consuming. In
this brief application note we will discuss the struc-
ture of PROM data files and show several ways to
create them. Examples using simple languages such
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as C and BASIC, as well as PLD development tools
such as ABEL and LOG/iC, will be discussed.

In order to understand how to create programming
files, you must first be familiar with the actual struc-
ture or format of such a file. Again,a PROM is sim-
ply an array of programmable memory locations.
The data file that is transmitted to the PROM pro-
grammer must therefore contain data for each of
the locations to be programmed. There are many
standard formats for PROM data files.

Generic PROM programmers, such as those
manufactured by Data 1/0, Stag, Logical Devices,
Digelic, SMS, and Kontron, are generally compat-
ible with the following formats:

o ASCII—HEX (Space)

e Binary

e DEC Binary

e Motorola Exorciser

e Motorola Exormax

o -Intel “Intellec” 8/ MDS

o Intel MCS86 “intellec 86”

o Tektronix “HEX”

¢ Extended Tektronix “HEX”

The following section describes each format in de-
tail. Each format has its own set of required fields,
delimiters, and special characters. When writing
code in C or BASIC, you must know exactly where

to place each field and special character so that a
programmer will interpret your data correctly.

ASCII-HEX (Space)

One of the simplest and probably the most universal
file formats is HEX or HEX-Space ASCII. This for-
mat does not support checksum or address field con-
ventions. Therefore, the data in the file must be in
order incrementing from address 0. However, many

(STX)FF FF FF FF FF FF FF FF FF FF
FF FF FF FF FF FF FF FF FF FF
FF FF FF FF FF FF FF FF FF FF
FF FF FF FF FF FF FF FF FF FF

Figure 1. ASCII

times the program that reads the file into program-
mer memory can manipulate the data to start at any
address location.

Three hidden instructions are used in this format:

1. ASCIISTX Character (ASCII 02) marks the be-
ginning of the file.

2. ASCII ETX Character (ASCII 03) marks the
end of the file.

3. ASCII Space (ASCII 20) is between each data
byte.

Figure 1 shows a data file for a 64-byte PROM imple-
mented in ASCII-HEX (space) format.

Note that each data byte is separated by a “space”
character and that no addressing information is
present.

ASCII Binary

ASCII Binary files, like ASCII-HEX, contain no
addressing or checksum information. ASCII Binary
allows for very fast file transfers to the programmer
due toits simplicity. The data format begins with the
ASCII STX character and is terminated by an ETX.
Data is grouped into four-byte lines separated by a
space. Each line of data begins with a “B” character
and ends with an “F” character.

Figure 2 shows a 64-byte PROM file containing all
zeros using ASCII Binary format. All data is loaded
into the PROM sequentially starting at location 0.

Simple Binary

The simple Binary format consists of just binary
data, There are no start or end characters. Al-
though the binary file is simple to produce, it is not
a recommended output format for the following ex-
amples because binary files cannot be easily read by
text editors.

FF FF FF FF FF FF
FF FF FF FF FF FF
FF FF FF FF FF FF
FF FF FF FF FF FF (ETX)

—HEX Format

3-2
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(STX)

BO0O00O0OOOF BOOOOOOOOF BOOOOOOOOF BOOOOOOOOF

BO0O0O0OO0OOOF BOOOOOOOOF BOOOOOOOOF BOOOOOOOOF
BO0OOOOOOOF BOOOOOOOOF BOOOOOOOOF BOOOOOOOOF
B0O0000O0OOOF BOOOOOOOOF BOOOOOOOOF BOOOOOOOOF (ETX)

Figure 2. ASCII Binary Format

DEC Binary

DEC Binary is a modification of the basic ASCII
Binary file format. DEC Binary adds a starting ad-
dress and a checksum for each line of data.

Motorola Exorcisor

Motorola Exorcisor is one of the most widely used
formats. Motorola Exorcisor files are commonly re-
ferred to as “S” records because each line starts with
an “S” followed by the record type. Each line also
contains a byte count, starting address, and a check-
sum, which are delineated by carriage returns and
line feeds.

Start Character

05(0001|0001F7

Figure 3 shows an example of a 64-byte PROM file
implementing “S” Records.

Calculating Record Checksum

The Checksum is calculated by first stripping off the
start code (“S”), the record type, and the checksum.
The remaining bytes are added together, converted
to binary, and complimented (one’s compliment).
For example, the optional sign on “S0” line reads:

S0 06 00 01 00 01 F7
Stripping the appropriate characters leaves:
06 00 01 00 01
Adding the bytes yields

Checksum First Record
’ F Hex Data

13 |0000 |FFFFFFFFFFFFFFFFFFFFFFFFFFEFFFFEF |[FC

13 |0010 |FFFFFFFFFFFFFFFFFFFFFFFFFFFFFFEF |EC

1310020 |FFFFFFFFFFFFFFFFFFFFFFFFFFFFFFEE |DC

nNnnnnnn
[ R N =]

030000 (|FC

address field.

—Record Type

13 |0030 |FFFFFFFFFFFFFFFFFFFFFFFFFFFFFFEF |CC

Data Record Checksum
Carriage Return, Line Feed ——
—Checksum Last Record

—Starting Address of Record
Hex data is stored sequentially starting at the address in the 2-byte

1

—Byte Count = Number of data bytes + 3
(adding 3 accounts for checksum and address)
Bytes to the left of the address are not included in the byte count.

0 = optional sign on characters (incompatible with most
programmers and must be stripped prior to transmission)

1 = Data Record
9 = End Record

Figure 3. S Record Format

3-3
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08 hex
The compliment of the value

F7..... Record checksum

End of Each Record

It is important to end each record with a carriage re-
turn and a line feed, which is used as a delineator.

“S” records are useful because they are so universal.
However, this format can only be used for PROMs
smaller than 64 Kbytes because the address field is
limited to 4 bytes.

Motorola Exormax

Exormax is another “S” record file and is identical
to Exorcisor with only one exception. . Exormax al-
lows for a 6-digit address field, which makes it useful
for PROMs that are much larger than 64 Kbytes.

Exormax Record Number:

Start Character

06000001| 0001F6

Carriage Return, Line Feed —

S0— Optional sign on record
S1- Data record (2 Byte Address field)
S2— Data Record (3 Byte Address Field)

Figure 4 shows an example of a 64-byte PROM