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Introduction

1. Introduction

This report is a comprehensive technical guide to programmable digital signal
processors. Programmable digital signal processors (often called DSPs, PDSPs, or DSP
processors) are microprocessors that are specialized to perform well in digital signal pro-
cessing-intensive applications. Since the introduction of the first commercially successful
DSP processors in the early 1980s, dozens of new processors have been developed, offer-
ing system designers a vast array of choices. According to the market research firm For-
ward Concepts, sales of user-programmable DSPs will total roughly US $4.4 billion in
2001, with a projected annual growth rate of 40% [Stra98]. With semiconductor manufac-
turers vying for bigger shares of this booming market, designers’ choices will broaden
even further in the next few years.
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Scope and Purpose

This report is intended for anyone who is evaluating or comparing DSP processors.
Our emphasis is on completeness, in-depth analysis, objectivity, and consistency. We
present each of the key elements of DSP processor technology and examine current prod-
uct offerings with a critical eye. We expect that this report will be especially useful for
electronic systems designers, processor developers, engineering managers, product plan-
ners, and marketing managers. It will aid in choosing or designing the DSP processor or
processors that are best suited to a given application and in developing an understanding
of how the capabilities of DSP processors can be used to meet the needs of the application.

Changes in the 2001 Edition

This is the 2001 Edition of Buyer’s Guide to DSP Processors. The most significant
changes from the 1999 edition include:

* New Processors
We have added analysis and benchmark results for five new DSP processor fami-
lies: the Texas Instruments TMS320C55xx, Texas Instruments TMS320C64xx,
Analog Devices ADSP-219x, Motorola DSP5685x, and the StarCore SC140. We
have also added an extensive qualitative analysis of Analog Devices’ Tiger-
SHARC architecture (benchmark results were not available at the time this report
was published).

* New Benchmarks
This is the first edition of Buyer's Guide to DSP Processors to use the new version
of the BDTI Benchmarks™, released in 1999. The new edition of the benchmark
suite adds three new benchmarks (Viterbi Decoder, Control, and Bit Unpack),
eliminates two benchmarks (Convolutional Encoder and FSM), and revises the
specifications for several of the original BDTI Benchmarks, such as the
Two-Biquad IIR and 256-Point FFT benchmarks.

© 2001 Berkeley Design Technology, Inc. 1
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*  BDTImark2000™ Scores
With the introduction of the new version of the BDTI Benchmarks, a new version
of the BDTImark has also been created: the BDTImark2000. Like the original
BDTImark, the BDTImark2000 provides a convenient estimate of processor’s
DSP speed and is much more realistic that traditional simplified metrics like MIPS
and MFLOPS.

* Revised Analyses for Previously Evaluated Processors
We have expanded and updated our analysis for previously evaluated processor
families with new insights and new family members, as well as updates on prices,
package options, speeds, operating voltages, tools, and many other critical details.
We have implemented the latest version of the BDTI Benchmarks for older proces-
sors that are included in the benchmark analysis in this report.

* Coverage of Older or Highly Specialized Processors
For some older processors we have either eliminated coverage entirely or limited
coverage to a description of the architecture without including detailed benchmark
results. Additionally, we have discontinued coverage of processors that are highly
specialized for niche applications. Excluding these processors allowed us to focus
our evaluation on processors of the most interest to the largest number of users.

* Scope of Coverage of DSP Processor Architectural Concepts
In this edition of Buyer’s Guide, we have eliminated the detailed introduction to
DSP processor architectures. This introduction can be found in BDTI’s textbook,
DSP Processor Fundamentals [BDTI96].

Organization

This report is organized as follows:

e - Authors
Chapter 2 provides brief background information on the authors of this report.

* Digital Signal Processing and DSP Systems
Chapter 3 provides a high-level overview of digital signal processing, including
DSP system features and applications.

* DSP Processor Embodiments and Alternatives
Chapter 4 provides a brief introduction to DSP processors and then discusses the
different forms that DSP processors take, including chips, multi-chip modules, and
SoC cores. In this chapter we also briefly touch on alternatives to DSP processors,
such as fixed-function DSP integrated circuits and general-purpose processors.

* Guidance for Choosing a Processor
In Chapter 6 we present detailed run-time profiling data to illustrate the kinds of
demands that typical applications make on DSP processors.

2 © 2001 Berkeley Design Technology, Inc.
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e Information on Other Processors
In Chapter 5 we provide information on where to find analyses on processors that
are not covered in this report.

* In-Depth Processor Analyses
In Chapter 7 we provide in-depth analyses of seventeen DSP processors and pro-
cessor families, highlighting the distinctive features, strengths, and weaknesses of
each, including factors such as the quality of development tools and applications
engineering support.

* Benchmark Results
To provide a basis for fair comparisons of DSP processor performance, we have
developed the BDTI Benchmarks™. Chapter 8 presents benchmark results for
fourteen processors and processor families, and examines the number of cycles
required to execute the benchmarks, execution speed, cost-performance, energy
efficiency, and memory usage.
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* Conclusions
In Chapter 9 we present our conclusions on strategies for comparing processors,
the current state-of-the-art in DSP processors, and likely future developments in
DSP processor technology.

* Vendor Contact Information
This appendix contains contact information for companies that sell DSP proces-
sors and related products and services covered in this report.

* References, Bibliography, Glossary, and Index
A glossary of DSP processor-related terms provides definitions of technical termi-
nology used in this report. The bibliography lists useful sources of information for
those interested in delving more deeply into the topics covered here. The Refer-
ences section lists related publications referenced in this document. References are
denoted with square brackets, as in [BDTI97]. To help you quickly find the infor-
mation you need, an extensive index is included at the end of this report.

Related Resources
BDTI offers a number of products and services related to this report.

* BDTI publishes technical evaluations which provide in-depth analyses of specific
processors. These reports provide detailed benchmark results, along with compari-
sons to competing processors from other vendors. Technical evaluations published
to date include Inside the StarCore SCI140, Inside the Infineon Carmel, Inside the
Siemens TriCore, and Inside the Lucent DSP16000.

e BDTI offers the Benchmark Analysis Tool (BAT), a software complement to
Buyer’s Guide to DSP Processors. The BAT simplifies processor selection and
competitive analysis by allowing easy customization of BDTI’s detailed DSP
benchmark analyses to study specific scenarios.

© 2001 Berkeley Design Technology, Inc. 3
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* BDTI licenses the BDTI Benchmark specification and methodology to processor
developers and users to facilitate in-house benchmarking. '

* BDTI provides a variety of training and consulting services which are further
described in Chapter 2.

* BDTI’s website, www.BDTl.com, offers a variety of information about DSP,
including the comp.dsp newsgroup FAQ, summary descriptions of nearly all cur-
rently available DSP processors and cores, a pocket guide to DSP processors, and
articles by BDTI authors.

4 © 2001 Berkeley Design Technology, Inc.
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2. About the Authors

Berkeley Design Technology, Inc. (BDTI) was founded in 1991 to assist compa-
nies in creating, selecting, and using DSP technology. The technical staff of BDTI has
extensive experience in the development of DSP-intensive software and hardware for
commercial applications. In addition, each of the founders of BDTT has been a key con-
tributor to pioneering research in the field of DSP design tools and methodologies at the
University of California at Berkeley.

Berkeley Design Technology, Inc. offers a variety of services, including:

* Published reports on DSP technology. BDTI publishes a variety of unique tech-
nical reports and books. Buyer’s Guide to DSP Processors is BDTI’s comprehen-
sive technical analysis of programmable digital signal processors. Nearly 900
pages in length, Buyer’s Guide contains in-depth evaluations of the architecture,
instruction set, peripherals, development tools, and applications support of every
major commercial DSP processor. The evaluations are quantified with processors’
scores on the BDTI Benchmarks™, a suite of critical DSP algorithms that have
become the industry-standard measure of DSP performance. Every benchmark
implementation is coded in assembly language and painstakingly optimized to
reveal each processor’s true performance potential.

BDTI also publishes a series of smaller, more focused reports that cover single
processors. These reports include Inside the StarCore SC140, Inside the Infineon
Carmel, Inside the Siemens TriCore, and Inside the Lucent DSP16000. New
reports are added to the series regularly; contact BDTI for information. '

* Development of DSP software. BDTI applies its unique expertise in processor
architectures and DSP applications to provide DSP software development services.
BDTI develops highly optimized DSP software for component libraries, modules,
and complete applications, especially for audio and telecommunications applica-
tions. BDTI has experience programming a wide variety of target processors.

* Consulting and processor evaluation services. BDTI provides consulting ser-
vices to leading companies that develop and use DSP technology. BDTI’s consult-
ing expertise is in the evaluation and specification of processor architectures, DSP
design tools, DSP algorithms, and other DSP technology. BDTT’s processor evalu-
ation methodology, which features the BDTI Benchmark specification, is available
for license to processor developers and users.

* Training. BDTI offers courses to help engineers, marketers, and managers
develop their knowledge of DSP technology. Courses are available for on-site
delivery or in electronic format. Course descriptions are posted on BDTI’s website
at www.BDTI.com. BDTI also develops custom courses for customers’ specific
needs.
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BDTT’s customers include major semiconductor, consumer electronics, telecom-
munications, and software companies who are leaders in the development and application
of DSP technology.

The authors welcome your comments. Please forward your corrections and sug-
gestions to the authors in care of BDTL

BDTI can be reached by telephone at +1 (510) 665-1600, by fax at +1 (510)
- 665-1680, by electronic mail at info@BDTILcom, and on the World Wide Web at
www.BDTI.com.
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Digital Signal Processing and DSP Systems

3. Digital Signal Processing and DSP Systems

For the purposes of this report, we define a DSP system to be any electronic sys-
tem making use of digital signal processing. Our informal definition of digital signal pro-
cessing is the application of mathematical operations to digitally represented signals.
Signals are represented digitally as sequences of samples. Often, these samples are
obtained from physical signals (for example, audio signals) through the use of transducers
(such as microphones) and analog-to-digital converters. After mathematical processing,
digital signals may be converted back to physical signals via digital-to-analog converters
and transducers (such as speakers).

In some systems, the use of DSP is central to the operation of the system. For
example, modems and digital cellular telephones rely very heavily on DSP technology. In
other products, the use of DSP is less central, but often offers important competitive
advantages in terms of features, performance, and cost. For example, manufacturers of
analog consumer electronics devices such as audio amplifiers widely employ DSP tech-
nology to add features such as simulation of concert hall acoustics.

This chapter presents a high-level overview of digital signal processing. We first
discuss the advantages of DSP over analog systems. We then describe some salient fea-
tures and characteristics of DSP systems in general. We conclude with a brief look at some
important classes of DSP applications.

This chapter is not intended to be a tutorial on DSP theory. For a general introduc-
tion to DSP theory, we recommend one of the many textbooks available on DSP, such as
Discrete-Time Signal Processing by Oppenheim and Schafer [Oppe89] or Understanding
Digital Signal Processing by Richard G. Lyons [Lyon97].

Advantages of DSP

Digital signal processing enjoys several advantages over analog signal processing.
The most significant of these is that DSP systems are able to accomplish tasks inexpen-
sively that would be difficult or even impossible using analog electronics. Examples of
such applications include speech synthesis, speech recognition, and high-speed data com-
munication using error-correction coding. All of these tasks involve a combination of sig-
nal processing and control (e.g., making decisions regarding received bits or operating
conditions) that is extremely difficult to implement using analog techniques.
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DSP systems also enjoy two additional advantages over analog systems:

* Insensitivity to environment. Digital systems, by their very nature, are consider-
ably less sensitive to environmental conditions than analog systems. For example,
an analog circuit’s behavior depends on its temperature. In contrast, barring cata-
strophic failures, a DSP system’s operation does not depend on its environment.
Whether in the snow or the desert, a DSP system delivers the same response.

» Insensitivity to component tolerances. Analog components are manufactured to
particular tolerances—a resistor, for example, might be guaranteed to have a resis-

© 2001 Berkeley Design Technology, Inc. 9
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tance within one percent of its nominal value. The overall behavior of an analog
system depends on the actual values of all of the analog components used. As a
result, two analog systems of exactly the same design will have slightly different
behaviors due to slight variations in their components. In contrast, barring a mal-
function, two identical digital systems will always produce the same outputs given
the same inputs.

These two advantages combine synergistically to give DSP systems an additional advan-
tage over analog systems:

* Predictable, repeatable behavior. Because a DSP system’s output does not vary
due to environmental factors or component variations, it is possible to design sys-
tems having exact, known responses that do not vary.

Finally, some DSP systems have two other advantages over analog systems:

* Reprogrammability. If a DSP system is based on a programmable processor or
other programmable device, it can be reprogrammed—even in the field—to per-
form other tasks. In contrast, analog systems usually require physically different
components to perform different tasks.

* Size. The size of analog components varies with their values; for example, a
100-microfarad capacitor used in an analog filter is physically larger than a
10-picofarad capacitor used in a different analog filter. In contrast, DSP implemen-
tations of both filters might well be the same size—indeed, might even use the
same hardware, differing only in their filter coefficients—and might be smaller
than either of the two analog implementations.

These advantages, coupled with the fact that DSP can take advantage of the rapidly
increasing densities and speeds enabled by more advanced digital IC manufacturing pro-
cesses, make DSP the solution of choice for an expanding range of signal processing
applications.

Characteristics of DSP Systems

In this section we describe a number of characteristics common to all DSP sys-
tems, including algorithms, sample rate, clock rate, and arithmetic types.

Algorithms

DSP systems are often characterized by the algorithms used. The algorithms spec-
ify the arithmetic operations to be performed but do not specify how those operations are
to be implemented. They might be implemented in software on an ordinary microproces-
sor or programmable signal processor, or they might be implemented in custom integrated
circuits. The selection of an implementation technology is determined in part by the
required processing speed and arithmetic precision. Table 3.0-1 lists some common types
of DSP algorithms and some applications in which they are typically used.

10
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Classes of System Application
DSP Algorithms
Speech coding and Digital cellular telephones, voice-over-Internet, digital cordless telephones, multimedia
decoding computers, secure communications, tapeless answering machines
Speech encryption and .. L .

. Digital cellular telephones, personal communications systems, secure communications
decryption

- Advanced user interfaces, multimedia computers, robotics, automotive applications,
Speech recognition Lo .
cellular telephones, personal communications systems, voice response systems

Speech synthesis Advanced user interfaces, robotics, voice response systems
Speaker identification | Security, multimedia computers, advanced user interfaces

High-fidelity audio

Consumer audio, consumer video, digital audio broadcast, professional audio, multime-

zxgodmg and decod- dia computers, Internet audio
Digital cellular telephones, personal communications systems, digital cordless tele-
Modem algorithms phones, digital audio broadcast, digital signaling on cable TV, multimedia computers,

wireless computing, navigation, data/facsimile modems, secure communications

Noise cancellation

Professional audio, advanced vehicular audio, industrial applications

Audio equalization

Consumer audio, professional audio, advanced vehicular audio, music, hearing aids

Ambient acoustics
emulation

Consumer audio, professional audio, advanced vehicular audio, music, games

Audio mixing and
editing

Professional audio, music, multimedia computers

Sound synthesis

Professional audio, music, multimedia computers, advanced user interfaces, games

Vision

Security, manufacturing, advanced user interfaces, instrumentation, robotics, naviga-
tion '

Image compression
and decompression

Digital photography, digital video, multimedia computers, videoconferencing, con-
sumer video

Image compositing

Multimedia computers, consumer video, advanced user interfaces, navigation

Beamforming

Navigation, medical imaging, radar, sonar, signals intelligence, cellular base stations

Echo cancellation

Speakerphones, hands-free cellular telephones

Spectral estimation

Signals intelligence, radar, sonar, professional audio, music

TABLE 3.0-1. Common DSP algorithms and typical applications.
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Sample Rates

A key characteristic of a DSP system is its sample rate: the rate at which samples
are consumed, processed, or produced. Combined with the complexity of the algorithms
used in the system, the sample rate determines the required speed of the implementation
technology. A familiar example is the digital audio compact disc (CD) player, which pro-
duces samples at a rate of 44.1 kHz on two channels.

Of course, a DSP system may use more than one sample rate; such systems are
said to be multirate DSP systems. An example is a converter from the CD sample rate of
44.1 kHz to the digital audio tape (DAT) rate of 48 kHz. Because of the awkward ratio
between these sample rates, the conversion is usually done in stages, typically with at least
two intermediate sample rates. Another example of a multirate algorithm is a filter bank,
used in applications such as speech, audio, and video encoding and some signal analysis
algorithms. Filter banks typically consist of stages that divide a signal into high- and
low-frequency portions. These new signals are then downsampled (i.e., their sample rate
is lowered by periodically discarding samples) and divided again. In multirate applica-
tions, the ratio between the highest and the lowest sample rates in the system can become
quite large, sometimes exceeding 100,000 to 1.

The range of sample rates encountered in signal processing systems is huge. In
Figure 3.0-1 we show the rough positioning of a few classes of applications with respect to
algorithm complexity and sample rate. Sample rates for applications range over 12 orders
of magnitude! Only at the very top of that range is digital implementation rare. This is
because the cost and difficulty of implementing a given algorithm digitally increases with
the sample rate. For this same reason, DSP applications that use at higher sample rates
tend to use less complex algorithms than those using lower sample rates.

Clock Rates

Digital electronic systems are often characterized by their clock rates. The clock
rate usually refers to the rate at which a system or sub-system performs its most basic unit
of work. Often, systems use different clock rates for different purposes. Within a single
chip, clock rates of 500 MHz and higher are becoming common in mass-produced, com-
mercial products. Between chips, clock rates of up to 100 MHz are common, with faster
rates found in some high-performance products. For DSP systems, the ratio of clock rate
to sample rate is one of the most important characteristics used to determine how the sys-
tem will be implemented. The relationship between the clock rate and the sample rate in a
system or component partially determines the amount of hardware needed to implement a
given algorithm in real-time. As the ratio of sample rate to clock rate increases, so does the
amount and complexity of hardware required to implement the algorithm.

Numeric Representations

Arithmetic operations such as addition and multiplication are at the heart of DSP
algorithms and systems, and signal fidelity (i.e., range and precision) is usually a key per-

12

© 2001 Berkeley Design Technology, Inc.



Digital Signal Processing and DSP Systems

formance metric. As a result, the numeric representations and type of arithmetic used can
have a profound influence on the behavior and performance of a DSP system. The most
important choice for the designer is between fixed-point and floating-point arithmetic.
Fixed-point arithmetic represents numbers in a fixed range (e.g., -1.0 to +1.0) with a finite
number of bits of precision (called the word width). For example, an eight-bit fixed-point
number provides a resolution of 1/256 of the range over which the number is allowed to
vary. Numbers outside of the specified range cannot be represented; arithmetic operations
that would result in a number outside this range either saturate (that is, are limited to the
largest positive or negative representable value) or overflow (that is, the extra bits result-
ing from the arithmetic operation are discarded).

Floating-point arithmetic greatly expands the representable range of values. Float-
ing-point arithmetic represents every number in two parts: a mantissa and an exponent.
The mantissa is, in effect, forced to lie between -1.0 and 1.0, while the exponent keeps
track of the amount by which the mantissa must be scaled (in terms of powers of two) in
order to create the actual value represented. That is:

A
10G
16 L Radio Signaling and Radar
100M + High Definition Television
10M Video
1M +
100k 4 Audio Radio Modems
Sample Rate ) O
(Hz) 10k + Speech  Voiceband Modems 2
1k 4 T
]
100 + Control Seismic Modeling c-:a
10 +
1 4 Instrumentation
110 4 Financial Modeling
1/100 4+
171000 4 Weather Modeling
: >
Less Complex More Complex
Algorithm Complexity
FIGURE 3.0-1. A rough illustration of sample rates and relative algorithm
complexities for a variety of DSP application classes.
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value = mantissa x 26%Ponent

Floating-point arithmetic provides much greater dynamic range (that is, the ratio between
the largest and smallest values that can be represented) than fixed-point arithmetic using
the same number of bits. Because it reduces the probability of overflow and the necessity
of scaling, floating-point arithmetic can considerably simplify algorithm and software
design. Unfortunately, processors that use floating-point arithmetic are generally slower
and more expensive than processors that use fixed-point arithmetic, because floating-point
arithmetic is more complicated to implement in hardware.

Arithmetic and numeric formats are discussed in more detail in BDTT’s textbook,
DSP Processor Fundamentals.

Execution-Time Predictability

Many DSP systems are subject to hard real-time constraints, meaning that the sys-
tem must process or respond to inputs within a specified amount of time in every instance.
In such systems, failure to meet real-time deadlines may cause malfunctions ranging from
areduction in signal quality to a loss of data to failure of a communications link. This type
of performance constraint differs from, for example, performance requirements of per-
sonal computers. In a personal computer, the system is expected to respond to inputs
within a reasonable amount of time on average, but exceeding the maximum desired
response time is generally not considered a failure.

To ensure that hard real-time constraints are met, the programmer must be able to
predict how much time is required to execute time-critical sections of the application soft-
ware. Hence, a processor’s. execution-time predictability is often a significant consider-
ation in real-time DSP applications.

In many cases, programmers writing real-time DSP applications can execute their
software on a development board and measure the execution time. Unfortunately, measur-
ing execution time does not guarantee that the worst-case scenario is known; in some
architectures, the execution timing of a specific segment of software may change depend-
ing on the instructions that preceded it, or depending on the locations of the instructions
and associated data in memory. Execution timing may also be data dependent. Hence,
measuring the execution time on hardware often does not solve the problem.

Even in the absence of hard real-time constraints execution-time predictability can
be important, because it plays a role in software optimization. If it is difficult to predict
how long a given section of software will take to execute, it can be difficult to determine
the effect of changes to the software—will the modified software require more, less, or the
same amount of time as the original software?

Of course, all processors are fundamentally deterministic; that is, given enough
information about the processor’s architecture and state, it is possible to predict the exact
number of clock cycles required to execute a specific segment of software. However, the
ease with which execution times can be predicted varies widely. Most DSP processors

14
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have relatively straightforward architectures and are supported by tools to help the pro-
grammer predict execution times, such as software simulators that accurately report
elapsed instruction cycles. In contrast, most high-performance general-purpose processors
have very complex architectures and lack tool support to aid programmers in predicting
execution times. These factors may make it extremely difficult to predict how long a sec-
tion of DSP software will take to execute, thus complicating DSP software development
and optimization on high-performance CPUs.

The complexity of DSP algorithms coupled with high data rates means that in
many DSP applications, programmers develop (or optimize) software in assembly lan-
guage in order to squeeze the maximum performance out of the processor. In such cases
the application programmer must understand the intricacies of the processor’s architecture
(including execution timing) in order to effectively select a processor, predict perfor-
mance, and optimize software. Where performance is not critical, developers sometimes
make use of high-level language compilers to quickly generate application software. How-
ever, poor execution-time predictability is often a challenge for the compiler as well as the
assembly-language programmer; if the rules governing the execution time of a small block
of software are complicated, it may be difficult for the compiler to generate optimized
software.

A few of the latest architectures targeting DSP applications have begun to incorpo-
rate dynamic features traditionally found only in high-end general-purpose processors, in
an effort to boost performance. For this reason, we include a brief discussion of some of
the dynamic features and their impact on execution-time predictability.

Caches

High-performance DSP processors often use on-chip instruction caches, and in a
few cases have recently also begun to incorporate data caches. When the required instruc-
tions and data are contained in the on-chip caches, the processor executes at full speed.
Otherwise, the processor may be stalled while instructions and data are loaded into the
caches from main memory. In real-time applications, caches can be problematic because
they complicate the task of predicting software execution times. For this reason, many
DSP processors allow programmers to manually control cache segments, thereby ensuring
that critical instructions and data are present in the caches when needed. The cost of this
control is that of degraded performance in other sections of the program.
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Dynamic Memory

To reduce costs, some systems rely on dynamic RAM (DRAM) for their main
memory. Depending on the type of DRAM devices chosen and the details of the system
design, accesses to DRAM-based main memory may degrade execution-time predictabil-
ity because the DRAM may temporarily be unavailable while data is refreshed, and
because DRAM requires variable access times, for example access times increase when
crossing memory page boundaries.

© 2001 Berkeley Design Technology, Inc. 15



Buyer’s Guide to DSP Processors

Branch Prediction

Program branches can be very costly in terms of execution time, because instruc-

tions following the branch that have already entered the processor’s pipeline must be

flushed, and the pipeline must be reloaded. (See BDTT’s textbook, DSP Processor Funda-
mentals, for a discussion of pipelines.) One approach to decreasing this execution-time
penalty is to provide hardware in the processor that attempts to predict the outcome of
upcoming branches. The processor then fetches instructions based on the outcome of this
prediction, in an attempt to avoid fetching unneeded instructions and flushing the pipeline.
Branch prediction schemes on high-performance general-purpose processors are often
quite complicated. For example, they often feature sophisticated branch prediction mecha-
nisms that keep a record of branch statistics and attempt to detect patterns of taken and
not-taken branches. This can be a very effective tool for increasing performance; however,
complicated branch prediction schemes adversely affect execution-time predictability.
Among processors for DSP, the Analog Devices TigerSHARC and the Infineon TriCore
are examples of processors that include branch prediction. Their branch prediction
schemes are simple, however, and do not detract from their execution-time predictability.

Dynamic Instruction Scheduling

Processors designed for DSP rely heavily on parallelism to achieve strong perfor-
mance. Many DSP processors achieve parallelism by encoding several operations in a sin-
gle instruction. Some processors achieve high parallelism by employing a superscalar
architecture, in which several instructions are issued and executed in parallel. Superscalar
processors dynamically select sequential instructions for parallel execution, depending on
the available execution units and on dependencies between instructions. Run-time sched-
uling of instructions in superscalar processors can be quite a complex process, making
execution timing difficult to predict.

Some superscalar processors, such as the Motorola PowerPC 604e and the Intel

~ Pentium II and Pentium III processors, use out-of-order execution. When one of these pro-

cessors fetches instructions from memory, the instructions are stored temporarily in a
buffer in the processor and are not issued to their respective execution units until their
operands become available. The processors can buffer dozens of instructions waiting to be
issued. Since operands for the instructions may become available in a different order than
the order in which the instructions occur in memory, the instructions may be issued to their
respective execution units in a different order than they were fetched. Processors that
employ out-of-order execution contain hardware that is responsible for committing results
to registers and memory so that the processors appear to execute the instructions in the
same order in which they occur in the program.

Some processors, such as the Texas Instruments TMS320C6xxx families, achieve
high parallelism by employing a VLIW (very long instruction word) architecture. VLIW
architectures are similar to superscalar architectures; several instructions are issued and
executed in parallel. These instructions are fetched as part of one long super-instruction.

16
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In a VLIW architecture, however, the programmer (or software-generation tool) explicitly
specifies which instructions will be executed in parallel; this determination takes place
before the program is executed, and does not affect the execution-time predictability of the
processor.

Tools

Strong software and hardware development tools are essential for efficient applica-
tion development in general, but are especially important for development of perfor-
mance-critical, real-time applications. In such, applications, developers need to be able to
analyze and predict performance in detail, to perform real-time debugging, and to thor-
oughly optimize critical sections of software.

DSP processor tools generally include clock-cycle-accurate instruction-set simula-
tors. Such simulators allow programmers to observe, cycle by cycle, software execution
on the target processor for purposes of performance analysis, optimization, and debug-
ging. For processors with difficult-to-predict execution times, the availability of a
cycle-accurate simulator is an essential tool for software development and optimization.
Development tools are discussed further in BDTI’s textbook, DSP Processor Fundamen-
tals.

Classes of DSP Applications

Digital signal processing is used in an extremely diverse range of applications,
from radar systems to consumer electronics. Naturally, no one processor can meet the
needs of all or even most applications. Therefore, the first task for the designer selecting a
processor is to weigh the relative importance of performance, cost, integration, ease of
development, power consumption, and other factors for the application at hand. Here we
briefly touch on the needs of just a few categories of DSP applications. Table 3.0-2 sum-
marizes these categories.

Category Example Applications
Low-Cost Embedded Modems, radar detectors, pagers, cellular telephones, cordless
Systems telephones, disk drives, automotive real-time control

High-Performance

L. Radar, sonar, seismic imaging, speaker identification
Applications

Personal Computer-Based Modems, voice mail, music synthesis, speech synthesis;
Multimedia speech, audio, and video compression and decompression

TABLE 3.0-2. Example DSP processor application types.
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Low-Cost Embedded Systems

The largest applications (in terms of dollar volume) for digital signal processing
are inexpensive, high-volume embedded systems, such as cellular telephones, disk drives
(where DSPs are used for servo control), and modems. In these applications, cost and inte-
gration considerations are paramount. For portable, battery-powered products, power con-
sumption is also critical. In these high-volume, embedded applications, performance and
ease of development considerations are often given less weight, even though these appli-
cations usually involve development of custom software to run on the processor and cus-
tom hardware that interfaces with the processor. These products often must conform to
published interface standards, such as the ITU-T V.90 modem standard.

Low-cost general-purpose processors and microcontrollers are very common in
embedded applications. In some of these applications, such as modems and digital cellular
telephones, it is common to find a microcontroller and a DSP processor working together,
sometimes integrated in the same chip. Typically, the microcontroller handles overall con-
trol, user interface, and some top-level protocol processing, while the DSP handles the
computationally intensive signal processing tasks. Many microcontroller vendors, recog-
nizing the benefits of a single-processor solution, offer DSP-enhanced versions of their
microcontroller architectures. These hybrid DSP/microcontroller architectures typically
include some (or many) of the architectural features common among DSP processors.

High-Performance Applications

Another important class of applications involves processing large volumes of data
with complex algorithms for specialized needs. This includes uses like sonar and seismic
exploration, where production volumes are lower, algorithms more demanding, and prod-
uct designs larger and more complex. As a result, designers favor processors with maxi-
mum performance, ease of use, and support for multiprocessor configurations. In some
cases, rather than designing their own hardware and software from scratch, designers of
these systems use off-the-shelf boards and ease their software development tasks by using
existing software libraries.

High-performance floating-point DSP processors are common in these applica-
tions, as are high-performance general-purpose processors. Often, multiple processors are
employed. It is common for a personal computer or workstation to be part of such sys-
tems, providing the user interface, access to mass storage, and other functions. Since per-
sonal computers and workstations are based on general-purpose processors, these
processors have a foothold in such applications.

Personal Computer-Based Telecommunications and Multimedia

An important class of DSP applications is personal computer- and worksta-
tion-based telecommunications and multimedia functions. Increasingly, PCs are incorpo-
rating such capabilities as telephony, voice mail, data and facsimile modems, music and
speech synthesis, and image compression. As with other high-volume, embedded applica-
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tions, PC multimedia demands low cost and high integration. Unlike some other embed-
ded applications, PC multimedia also demands high performance, since a multimedia PC
may be called on to perform multiple functions simultaneously. Furthermore, the multi-
tasking nature of such applications means that in addition to performing each function
efficiently, the processor must have the ability to efficiently switch between functions.
Memory capacity may also be an issue in these applications because many multimedia
applications manipulate large amounts of data.

The first implementations of these integrated applications used separate DSP pro-
cessors to handle real-time signal processing tasks. For example, in the late 1980s, NeXT
workstations incorporated a Motorola DSP560xx processor. Later, some Apple Macintosh
models incorporated the now obsolete Lucent Technologies DSP32xx. These approaches
were innovative in that they replaced the multiple, fixed-function, ROM-programmed
DSPs that would normally be found in a modem, a sound card, etc., with a single repro-
grammable DSP.

In 1994, Intel announced an initiative called “Native Signal Processing,” or “NSP,”
through which they planned to facilitate the implementation of real-time DSP functions on
existing Intel processors in PCs. Intel’s original NSP initiative was based entirely on soft-
ware, including a version of Texas Instruments’ SPOX real-time operating system and
software libraries provided by Intel. This original software-only initiative had no signifi-
cant impact on the marketplace, partly due to Microsoft’s reluctance to allow SPOX to
become a central component of the Windows PC software environment, but it did serve to
raise awareness of the concept of using computer system host processors for signal pro-
cessing. With Intel’s addition of DSP hardware support to their processors via the MMX
and SSE architecture extensions, products are beginning to emerge that employ NSP. In
the meantime, other vendors of PC and workstation host processors have begun, with
varying degrees of commitment, their own efforts in this direction. AMD, for example,
offers its K6 processor, which is compatible with Intel’s MMX extensions, and more
recently added 3DNow! instructions to its processors. Other vendors have announced sim-
ilar instruction set extensions; for example, Motorola offers the AltiVec instruction set
extensions in its G4 PowerPC processor.
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General-purpose processors are present in all PCs and workstations, and are
among the highest-value components in these systems. Thus it is natural for manufacturers
of these chips to take steps to defend their positions by minimizing the need for a second
processor to implement telecommunications and media functions in computer systems.
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4. Processor Architectures and Performance

Chapter 3, Digital Signal Processing and DSP Systems, described digital signal
processing in general terms, focusing on DSP fundamentals, systems, and application
areas. In this chapter we begin to examine specific characteristics of processors intended
for use in DSP applications, starting with a high-level description of the features common
to virtually all DSP processors. We then describe classes of architectures for DSP, includ-
ing those used in dedicated DSP processors and those used in general-purpose processors.
BDTT’s textbook, DSP Processor Fundamentals, provides a more detailed treatment of
DSP processor architectures and features.

Architectural Features for DSP

Most DSP applications require high performance in repetitive computation- and
data-intensive tasks. The most important processor architecture features that support these
kinds of tasks are introduced briefly here and summarized in Table 4.0-1.

Fast Multiply-Accumulate

The most often-cited feature of DSP processors is the ability to perform a multi-
ply-accumulate operation (often called a MAC) in a single instruction cycle. The multi-
ply-accumulate operation is useful in algorithms that use vector dot products, such as
digital filters, correlation, and Fourier transforms. To achieve this functionality, DSP pro-
cessors include one or more multipliers and accumulators integrated into the main arith-
metic processing unit (called the data path) of the processor. In addition, to allow a series

Feature Use
Fast Multiply- Most DSP algorithms, including filtering and transforms, are multipli-
Accumulate cation-intensive.
Multiple-Access Many data-intensive DSP operations can be accelerated by reading a
Memory program instruction and multiple data items during each instruction
Architecture cycle.
Specialized Efficient handling of data arrays and other common data types in DSP
Addressing Modes | applications.
Specialized Pro- Efficient control of loops is important for many iterative DSP algo-

gram Control

rithms. Fast interrupt handling is important for applications with fre-
quent I/O operations.

On-Chip Peripher-
als and Input/
Output Interfaces

On-chip peripherals, like analog-to-digital converters, allow for small,
low-cost system designs. Similarly, I/O interfaces tailored for common
peripherals allow simple interfaces to off-chip I/O devices.

TABLE 4.0-1. Basic features common to virtually all DSP processors.
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of multiply-accumulate operations to proceed without the possibility of arithmetic over-
flow, DSP processors generally provide extra bits in their accumulator registers to accom-
modate growth of the accumulated result. These bits are often referred to as “guard bits.”
Multiply-accumulate features are discussed in detail in BDTI’s textbook, DSP Processor
Fundamentals.

| Multiple-Access Memory Architecture

A second feature shared by most DSP processors is the ability to complete several
accesses to memory in a single instruction cycle. This allows the processor to fetch an
instruction while simultaneously fetching operands for a previously fetched instruction or
storing the result of a previous instruction to memory. High bandwidth between the pro-
cessor and memory is essential for good performance if repetitive data-intensive opera-
tions are required in an algorithm, as is common in many DSP applications.

In many DSPs, parallel memory accesses are subject to restrictions. Typically, all
but one of the memory locations accessed must reside on-chip, and multiple memory
accesses can take place only with certain instructions. To support simultaneous accesses of
multiple memory locations, DSP processors provide multiple on-chip buses, multi-ported
on-chip memories, and in some cases multiple independent memory banks. DSP processor
memory structures are often quite distinct from those of general-purpose processors.

Specialized Addressing Modes

To allow arithmetic processing to proceed at maximum speed while accessing
common DSP data structures, DSP processors incorporate dedicated address generation
units. Once the appropriate addressing registers have been configured, the address genera-
tion units operate in parallel with the processor’s data path, forming the addresses required
for operand accesses in parallel with the execution of arithmetic instructions. Address gen-
eration units typically support a selection of addressing modes tailored to DSP applica-
tions. The most common of these is register-indirect addressing with post-increment,
which is useful in algorithms where a repetitive computation is performed on a series of
data stored sequentially in memory. Special addressing modes called circular or modulo
addressing are often supported to simplify the use of data buffers. Some processors sup-
port bit-reversed addressing, which eases the task of implementing the fast Fourier trans-
form (FFT) algorithms.

Specialized Execution Control

Because many DSP algorithms involve repetitive computations in small loops,
most DSP processors provide special support for efficient looping. Often, a special loop or
repeat instruction is provided that allows the programmer to implement a for-next loop
without expending any instruction cycles for updating and testing the loop counter or for
jumping back to the top of the loop. ¢
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Some DSP processors provide other execution control features to improve perfor-
mance, such as fast context switching and low-latency/low-overhead interrupts for fast
input/output data handling.

Peripherals and Input/Output Interfaces

To allow low-cost, high-performance input and output (I/O), most DSP processors
incorporate one or more serial or parallel I/O interfaces, and specialized I/O handling
mechanisms such as direct memory access (DMA). DSP processor peripheral interfaces
are often designed to interface directly with common peripheral devices like ana-
log-to-digital and digital-to-analog converters.

As integrated circuit manufacturing techniques have improved in terms of density
and flexibility, DSP processor vendors have begun to include not just peripheral inter-
faces, but complete peripheral devices on-chip. Examples of this include chips designed
for digital answering machine applications, several of which incorporate a digital-to-ana-
log and analog-to-digital converter on-chip.

Classes of Processors for DSP

Most DSP processors include the features outlined in the previous sections,
enabling them to perform well on DSP algorithms. These features can be implemented
within different architectural styles, and as the demand for DSP-capable processors has
grown, the variety of styles of DSP processor architectures has widened. In addition, there
are a growing number of processors that while not, strictly speaking, “DSP processors”
are nonetheless capable of strong DSP performance. In the following sections, we provide
an overview of the classes of processors commonly used to implement DSP. These proces-
sors can be grouped as follows:

* Conventional DSP processors

* Enhanced conventional DSP processors
* VLIW processors

* Superscalar processors

* General-purpose processors

* Hybrid processors

Note that these processor classes are not all mutually exclusive; for example, gen-
eral-purpose processors are often superscalar.

Conventional DSP Processors
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The first commercially successful programmable DSP processors were introduced
in the early 1980’s. For over a decade, virtually all subsequent DSP processors were based
on the same style of architecture as the earliest DSPs, albeit with higher instruction execu-
tion rates, more powerful execution units, and larger address spaces. We refer to proces-
sors with this type of architecture as conventional DSP processors.
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Conventional DSP processors typically provide most of the features outlined in the
previous sections. They typically use 16- to 24-bit fixed-point arithmetic or 32-bit float-
ing-point arithmetic, and contain a single ALU, a single multiplier, and at least one shifter.
These architectures generally allow two data memory accesses in a single instruction
cycle while executing instructions from within a hardware loop. Instructions are executed
at a rate of one instruction per instruction cycle. Conventional DSP architectures typically
use very specialized DSP-oriented instructions, and allow multiple operations (such as a
multiply-accumulate and data move) to be encoded in each one. Conventional DSP archi-
tectures typically have limited on-chip memory; common peripherals include serial ports,
host ports, bit I/O, timers, and parallel ports.

Conventional DSP processors are designed with an emphasis on low cost, low
power consumption, and low memory usage. Most DSP processors in widespread use
today are based on conventional DSP architectures. Current examples of conventional
DSP processors include the Analog Devices ADSP-218x, the Motorola DSP563xx, and
the Texas Instruments TMS320C54xx, to name just a few.

Enhanced Conventional DSP Processors

Enhanced conventional DSP processors are fundamentally similar to conventional
DSP processors, but have additional execution units and, in some cases, wider buses. Such
features allow increased parallelism, since more operations can potentially be performed
simultaneously. The wider buses facilitate higher on-chip memory bandwidth to provide
the additional execution units with data and to allow wider instructions that encode more
parallel operations.

Enhancements may also include specialized hardware or co-processors for acceler-
ating performance on specific tasks. For example, Lucent Technologies’ enhanced con-
ventional processor, the DSP16xxx, includes hardware acceleration for Viterbi decoding.
In some cases, enhancements are more subtle than adding an extra execution unit; for
example, the DSP16xxx also includes specialized hardware support for specific applica-
tions—such as specialized shifting capabilities to support the extended-precision multipli-
cation used in the enhanced full-rate GSM application.

Such enhancements enable execution speed improvements over conventional pro-
cessors executing at the same clock rate. For example, Lucent’s DSP16xxx at 120 MHz is
able to execute many DSP tasks faster than its predecessor, the DSP16xx, at the same
clock speed. This increased efficiency is achieved by virtue of the higher degree of paral-
lelism in the DSP16xxx. Major enhancements in the DSP16xxx include a second multi-
plier, a three-input adder (separate from the ALU), an expanded register file, increased
memory bandwidth, and instructions that allow more parallel operations to be specified.

Not surprisingly, in addition to the enhancements mentioned earlier, enhanced con-
ventional DSP processors generally feature peripherals similar to those of conventional
DSP processors, except that they often have additional features such as support for new
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communication protocols. In most other respects, these enhanced processors are identical
to conventional DSP processors.

By making modest improvements over conventional DSP processors, enhanced
conventional DSP processors can achieve higher performance while maintaining similar
cost, power consumption, and memory usage.

In some cases, enhanced conventional DSP architectures are software compatible
with their conventional predecessors—or at least very similar. For example, in some cases,
assembly-language software written for a conventional processor can be reassembled and
executed on a successor enhanced conventional processor without any changes. Although
DSP16xx assembly-language software cannot be reassembled for the DSP16xxx, the two
languages are so similar that a translation is relatively uncomplicated. Regardless of com-
patibility, existing software will require further optimization to make use of the additional
capabilities of the enhanced conventional processor.

VLIW and Superscalar Processors

Traditionally, DSP processors have issued and executed one instruction per
instruction cycle. A number of newer processors targeting DSP applications, however, are
based on multi-issue architectures; that is, they are capable of issuing and executing more
than one instruction per cycle. The advantages of multi-issue architectures include
increased performance and better compilability. Potential disadvantages include increased
power consumption and increased program memory requirements. The two styles of
multi-issue architectures currently used in processors for DSP are VLIW (very long
instruction word) and superscalar.

Unlike conventional and enhanced conventional DSP processors, which are spe-
cialized for DSP, DSP-specificity is not an inherent feature of VLIW and superscalar pro-
cessors. In fact, superscalar architectures are used far more often by general-purpose
processors (discussed shortly) than by processors specialized for DSP. Currently, there is
only one commercially available DSP processor that is based on superscalar execution:
LSI Logic’s LSI401Z. Among general-purpose processors, the Compaq Alpha AXP
21264, the Intel Pentium processors, and the Motorola PowerPC family are all examples
of superscalar processors.

VLIW architectures generally issue and execute several simple, RISC-like instruc-
tions in each instruction cycle. These instructions are concatenated to form a single
macro-instruction; thus, the term “very long instruction word.” In VLIW processors, the
programmer (or code-generation tool) specifies, in the source program, which instructions
will be executed in parallell. Examples of VLIW processors include the Analog Devices

0
=
1Y
©
n
(1}
=
o

1. Note that some vendors use the term static superscalar architecture to refer to what we term a VLIW
architecture. The nomenclature in this area has not been standardized; we will adhere to the definitions
presented here throughout this report.
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ADSP-TSOxx, the StarCore SC140, and the Texas Instruments TMS320C62xx,
TMS320C64xx, and TMS320C67xx.

Like VLIW architectures, superscalar architectures are capable of executing sev-
eral instructions per instruction cycle. However, in superscalar architectures, the determi-
nation of which instructions will be executed in parallel takes place at run-time.
Superscalar processors include specialized hardware that determines which instructions
will be executed in parallel (a task referred to as instruction scheduling) based on avail-
ability of execution units and dependencies between instructions. Hence, in a superscalar
architecture, it is the processor (rather than the programmer or compiler) that groups
instructions for parallel execution.

Processors with VLIW and superscalar architectures typically have a relatively
large number of independent execution units (e.g., ALUs and multipliers), and sufficient
instruction decoders, buses, and register file or memory access ports to allow simulta-
neous issue and execution of multiple instructions. In addition, they must have sufficient
memory bandwidth to support the transfer of multiple instructions and data words per
cycle.

The most important advantage of VLIW and superscalar architectures is that, by
executing multiple, simple instructions per instruction cycle, the processor can achieve
high parallelism while retaining the benefits of using a simple instruction set: high clock
speeds and ease of programming. Regularity of instructions benefits compilers as well as
programmers, making these processors better compiler targets than conventional and
enhanced conventional DSP processors. However, processors with simple instructions
often require more instructions to perform a given task than processors that use complex,
compound instructions. Thus, comparing the relative number of instructions executed per
instruction cycle is unlikely to yield an accurate comparison of relative performance. In
addition, VLIW processors often require more program memory than processors using
complex instructions, because each task requires more instructions, and the instructions
are often wider than those used in other architectures. The additional instruction width
allows greater regularity in the instruction set and may also be used to include information
about which execution unit will execute each of the parallel instructions.

Although most VLIW and superscalar processors use simple, RISC-like instruc-
tions, the Intel Pentium, a general-purpose processor, provides a counter-example. When
the Pentium processor was introduced, binary compatibility with preceding architectural
family members was essential, and these predecessors used very complicated instructions.
While clock speeds could not easily be increased significantly in the legacy architecture,
converting to a superscalar design allowed much of the software written for older proces-
sors to run at a significantly higher speed on the Pentium.

A somewhat similar approach was taken in the Texas Instruments TMS320C55xx.
The TMS320C55xx maintains assembly source code compatibility with its popular prede-
cessor, the TMS320C54xx, but increases performance by adding additional execution
units and executing two instructions per cycle instead of one. The TMS320C55xx instruc-
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tion set is a superset of that of the TMS320C54xx. Since the TMS320C54xx instruction
set was not RISC-like, neither is that of the TMS320C55xx. Thus, the TMS320C55xx pro-
vides a second counter-example to the general rule that VLIW-based processors use sim-
ple, RISC-like instructions.

On virtually all architectures, it is necessary for the assembly language program-
mer or compiler writer to understand all of the capabilities and limitations of the architec-
ture in order to generate optimized software and, in some cases, to avoid writing programs
that produce erroneous results. In VLIW processors, software complexity is increased
because of the need to manually schedule multiple instructions for parallel execution. The
risk of writing erroneous programs is increased because of the need to juggle multiple
instructions and execution units. In addition, assembly-language programmers and
high-level language compilers must often restructure algorithms so that parallelism inher-
ent in an algorithm is expressed as explicit parallelism that can take advantage of the
VLIW architecture.

On superscalar architectures, it is easier for the programmer or compiler to gener-
ate programs that function correctly, because the responsibility for scheduling parallel
instructions is shouldered by the processor. However, the process of generating optimized
software and predicting software execution times can still be very complicated. As
explained in Chapter 3, superscalar architectures introduce challenges for real-time DSP
applications, which typically require a very high level of optimization and a very high
level of execution-time predictability.

VLIW and superscalar architectures are generally designed with an emphasis on
speed, and with less emphasis on cost, power consumption, and memory usage.

General-Purpose Processors

General-purpose processors are designed to efficiently perform control and proto-
col-oriented tasks, and thus have traditionally included very few of the DSP-oriented fea-
tures described previously. Recently, however, general-purpose processors have begun to
incorporate DSP-oriented features, and have assumed responsibility for performing DSP
tasks in some applications. For this reason, we include a discussion of general-purpose
processors here, although this report does not include this class of processor.

‘General-purpose processors serve in a vast range of products, from television
remote controls to supercomputers. Not surprisingly, these processors have evolved in
many different directions, creating an extremely diverse array of architectures and prod-
ucts. Today, general-purpose processors span four orders of magnitude in price, and a
wide spectrum in performance as well.
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For DSP tasks, the most important categorization of general-purpose processors
divides processors intended for use as host processors in computers (“PC processors”) and
those intended for use in embedded applications. High-end PC processors are typified by
the Intel Pentium III, the Motorola/IBM PowerPC 604/604¢, and the Compaq Alpha AXP
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21264. Embedded general-purpose processors are typified by IDT’s R4650 andkHitachi’si

SH-2.

The following list describes the key attributes of PC general-purpose processors

that distinguish them from DSP processors:

Instruction sets. Instruction sets are general-purpose in nature. They are often
simple and orthogonal, especially in RISC architectures. Where specialized, these
instruction sets tend to be specialized in ways that do not address the needs of DSP
applications. For example, the Intel Pentium architecture provides support for
character string operations, which are not particularly useful for DSP. This distinc-
tion is becoming less clear, however, as many general-purpose processors have
instruction-set extensions designed to address the needs of DSP and multimedia
tasks.

Memory architectures. General-purpose processors either rely on simple, Von
Neumann memory architectures, or use on-chip caches with Harvard architectures.
Most DSPs use Harvard architectures and multiple-access on-chip RAM, and
DSPs usually do not use caches. DSPs also tend to have smaller address spaces.

High-level languages. Software development for general-purpose processors is
almost exclusively performed in high-level languages. In contrast, most perfor-
mance-critical software for DSP processors is developed in assembly language.
Software development tools for general-purpose processors reflect this difference;
development tools are heavily focused on high-level language software develop-
ment.

Performance. PC general-purpose processors were originally designed to opti-
mize performance and cost-performance on general computing applications, such
as spreadsheets, word processors, and databases. DSP processors, in contrast, were
optimized for signal processing and embedded applications. In recent years, this
distinction has begun to blur, as general-purpose processor vendors are now adding
DSP features to their processors, and DSP processors are adding control-oriented
functionality. -

Arithmetic. PC general-purpose processors provide hardware support for both
integer and floating-point arithmetic. Surprisingly, performance on floating-point
arithmetic is sometimes better than performance on integer arithmetic. In contrast,
typical DSP processors support either floating-point or fixed-point arithmetic, but
do not support both well.

Compatibility. PC general-purpose processors usually must be designed to run
object code written for previous-generation processors, and to do so efficiently.
This is necessary because of users’ large investments in operating system and
application software. In contrast, object-code compatibility has not been consid-
ered critical for DSP processors and for embedded general-purpose processors;
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programmers often expect to invest significant effort rewriting, porting, or re-opti-
mizing software for a new DSP processor.

e Peripherals. High-end PC general-purpose processors do not provide on-chip
peripherals or peripheral interfaces. DSP processors often provide a variety of
on-chip peripherals or peripheral interfaces to facilitate integration.

¢ Dynamic execution. High-end PC processors often rely on superscalar architec-
tures where instructions are dynamically scheduled at run time. Caches,
data-dependent instruction execution times, and branch prediction add additional
layers of run-time decision-making to the processors’ execution. In contrast, DSP
processors have traditionally relied on simple, highly static execution models. As
previously discussed, however, some high-end DSP processors have begun to
incorporate some of the dynamic features more commonly found in PC processors,
such as superscalar execution and data caches.

Embedded general-purpose processors can have similar architectures to PC pro-
cessors (e.g., the R4650 is similar to other MIPS architecture processors), but typically
aim for different objectives. Some of these differences are summarized below.

* Cost and performance. Embedded processors aim for a wider range of cost and
performance targets than PC processors, since the needs of their target applications
are more varied.

e Power consumption. Many embedded applications require low power consump-
tion, typically to conserve battery life or to minimize the size of the power supply.

e Peripherals. In many cases, embedded general-purpose processors provide
on-chip peripherals and peripheral interfaces, such as timers and serial ports.

Processors that begin life as PC processors sometimes evolve into embedded pro-
cessors. The IDT R4650 is such an example, and Intel is promoting Pentium II processors
for embedded applications.

While both DSPs and general-purpose processors have continuously achieved sig-
nificant performance gains, it appears that in recent years the rate of advancement in gen-
eral-purpose processor performance has outpaced that of DSPs, at least at the high end of
performance. If this trend persists, it will raise serious questions about the future of dedi-
cated DSP processors in many applications.

Hybrid Processors

Most DSP applications require a mixture of control-oriented processing and DSP.
In many applications, these requirements are addressed by using a microcontroller for
control-oriented software and a DSP processor for DSP algorithm software. In cases
where the microcontroller or DSP processor is an established architecture, the dual-pro-
cessor approach may offer the advantages of an existing software base and familiarity of
architectures. However, the dual-processor approach also has important disadvantages,
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such as the complexity of multi-processor software development and the inefficiency of
duplicated resources.

To avoid the need for two processors, some processor vendors attempt to combine
microcontroller features with DSP features in a single chip. Some DSP processor vendors
have added microcontroller functionality to some of their DSP processors; similarly, ven-
dors of general-purpose processors have added DSP capabilities to some of their gen-
eral-purpose processors. Current DSP processors with microcontroller features include
Motorola’s DSP568xx processor family and Texas Instruments’ TMS320C27xx family.
Both processors have modest DSP performance but include more microcontroller features
than other DSP processors. Virtually all of the major microcontroller architectures offer
some support for DSP, in the form of extra hardware or additional instructions. For exam-
ple the IDT R4650 is an enhanced version of IDT’s basic microcontroller architecture, and
includes a multiply-accumulate instruction.

Other general-purpose processor vendors have performed more extensive renova-
tions on existing architectures. Hitachi, with its SH-DSP and SH3-DSP processors, has
added a complete DSP data path to the existing SH-2 and SH-3 microcontrollers. Intel,
MIPS, and Motorola have all enhanced their general-purpose processor architectures with
DSP and multimedia instruction-set extensions.

Yet another approach taken by some general-purpose processor vendors is to add a
co-processor that helps with DSP tasks. For example, ARM offered the Piccolo DSP
co-processor for use with its ARM7 core, and NEC has added a “media co-processor” to
the V830 processor. (ARM is no longer actively marketing the Piccolo design.) Massana
offers a DSP co-processor, the FILU-200, that can be used in conjunction with any gen-
eral-purpose architecture.

In addition to the hybrid architectures that are retrofits of existing architectures,
there are a number of entirely new architectures that include both DSP and microcontrol-
ler features. These architectures, which usually combine a RISC-based microcontroller
with a substantial complement of DSP hardware and instructions, are free of the limita-
tions of legacy architectures, but generally do not offer the benefits of retrofitting (such as
software compatibility). Processors based on new hybrid architectures include Infineon’s
TriCore and Hyperstone’s E1-16X and E1-32X processors.

Processor Embodiments

The most familiar form of processor is the single-chip processor, which is incorpo-
rated into a printed circuit board design by the system designer. However, with the wide-
spread proliferation of processors in many new kinds of applications, the increasing levels
of integration in all kinds of electronic products, and the development of new packaging
techniques, processors can now be found in many different forms. In this section we
briefly discuss some of the forms that processors take.
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Multi-Chip Modules

Rather than packaging a single integrated circuit (IC) die in a ceramic or plastic
package as is done with conventional ICs, multi-chip modules (MCMs) combine multiple,
bare (i.e., unpackaged) dies into a single package. One advantage of this approach is
higher packaging density—more circuits per square inch of printed circuit board. This, in
turn, results in increased operating speed and reduced power dissipation. As MCM pack-
aging technology has advanced in the past few years, vendors have begun to offer MCMs
containing processors.

Multiple Processors on a Chip

As IC manufacturing technology becomes more sophisticated, processor designers
can squeeze more features and performance into a single-chip processor, and they can con-
sider combining multiple processors on a single IC. For example, both Motorola and
Texas Instruments offer devices that combine a DSP and a microcontroller on a single
chip, a natural combination for many applications. As with MCMs, multi-processor chips
provide increased performance and reduced power compared with designs using multiple,
separately packaged processors. However, the selection of multi-processor chip offerings
is currently limited to only a few devices.

Chip Sets

While some manufacturers combine multiple processors on a single chip, and oth-
ers use MCMs to combine multiple chips into one package, another variation on processor
packaging is to divide the processor into two or more separate packages. This is the
approach Sharp Microelectronics has taken with its Butterfly DSP chip set, which consists
of the BDSP9320 address generator and the BDSP9124 processor. Dividing the processor
into two or more packages may make sense if the processor is very complex and if the
number of I/O pins is very large. Splitting functionality into multiple ICs may allow the
use of much less expensive IC packages and may thereby provide cost savings. This
approach also provides added flexibility, allowing the system designer to combine the
individual ICs in the configuration best suited for the application. For example, with the
Sharp Microelectronics chip set, multiple address generator chips can be used in conjunc-
tion with one processor chip. Finally, chip sets have the potential of providing more I/O
pins than individual chips. In the case of the Sharp Microelectronics chip set, the use of
separate address generator and processor chips allows the processor to have eight 24-bit
external data buses, many more than provided by more common single-chip processors.

- Processor Cores
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An interesting approach for high-volume designs is the coupling of a processor
with user-defined or user-selected circuitry on a single chip. This approach combines the
benefits of an off-the-shelf processor (such as programmability, development tools, and
software libraries) with the benefits of custom circuits (e.g., low production costs, small
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size, and low power consumption). In this section, we briefly describe one variant of this
design style: core-based system-on-chip designs (core-based SoCs).

A processor core is a processor intended for use as a building block in creating a
chip, as opposed to being packaged by itself as an off-the-shelf chip. A core-based SoC is
a SoC that incorporates a processor core as one element of the overall chip. The
core-based SoC approach allows the system designer to integrate a processor core, inter-
face logic, peripherals, memory, and other custom elements onto a single integrated cir-
cuit. Figures 4.0-1 and 4.0-2 illustrate the core-based SoC concept.

Many vendors of DSP and microcontroller processors use the core-based approach
to create versions of their standard processors targeted at application areas. In our discus-
sion of core-based SoCs, we focus on the case where a chip user wishes to create a
core-based SoC for a specific application, or where a semiconductor vendor wishes to
obtain a core in order to create new chip products.

The most significant providers of DSP cores are DSP Group, Texas Instruments,
STMicroelectronics, IBM Microelectronics, Clarkspur Design, and Infineon. General-pur-
pose and microcontroller cores with DSP functionality are available from ARM, ARC,
and Lexra, among others. The services that core vendors provide can be broadly divided
into two categories. In the first category, the vendor of the core is also the provider of
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FIGURE 4.0-1. Core-based SoCs allow the integration of multiple processor
types and analog circuitry, in addition to memories, peripheral interfaces, and
custom digital circuitry.
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foundry services used to fabricate the SoC containing the core; we refer to this category as
foundry-captive. Texas Instruments and STMicroelectronics are providers of foundry-cap-
tive DSP cores, for example.

In the second category, the core vendor licenses the core design to the customer,
who is then responsible for selecting an appropriate foundry. We call this category licens-
able. Companies such as DSP Group, Clarkspur Design, and Infineon offer licensable
DSP cores. In exchange for a license fee and (in some cases) royalties, the customer
receives a complete design description of the processor core. This core can then be fabri-
cated as part of a SoC using the IC foundry of the customer’s choice. Additionally, the
customer may be able to modify the core processor if desired, since the complete design is
provided.

Licensable cores are usually provided in the form of synthesizable VHDL or Ver-
ilog HDL design descriptions.

Note that vendors differ in their definitions of exactly what is included in a proces-
sor core. For example, some vendors’ cores include not only the processor but memory
and peripherals as well. Others include only the processor and no peripherals or memory.

Multiprocessors

No matter how fast and powerful processors become, the computational demands
of a significant class of applications cannot be met by a single processor. Some of these
applications may be well suited to custom integrated circuits. Or, if programmability is
important, a multiprocessor based on commercial processors may be an effective solution.
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FIGURE 4.0-2. A processor core is intended to be used in SoCs customized
for different applications or classes of applications.
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Although any processor can be used in a multiprocessor design, some manufacturers have
made special efforts to create processors that are especially well suited to multiprocessor
systems. For example, the Analog Devices ADSP-2106x and ADSP-2116x provide exten-
sive support for multiprocessor configurations.

Processor Boards

Often a processor is one component of a new printed circuit board design created
for a particular product. The processor may be combined with other components, such as
custom-designed chips. However, a custom printed circuit board is not required for every
application. For low-volume products or for prototyping, one of the hundreds of commer-
cial off-the-shelf processor boards may be attractive. Each of the popular processors is
available in many board configurations. Such boards interface with many different host
buses, such as VME, ISA, and PCI. In addition, many of these boards provide expansion
buses to interface with custom boards.

Each of the embodiments just discussed is really just a different way of packaging
and using processors. The architectural and performance analysis that comprises the later
sections of this report focuses on single-chip, off-the-shelf DSP processors. For the most
part, this analysis can be applied equally well to processors packaged in different forms.
However, adjustments in the analysis may have to be made to account for customizations
made in the architecture, and users will want to weigh certain processor characteristics dif-
ferently depending on the form in which the processor is being used. For example, effec-
tive application engineering support is vital for users contemplating a core-based SoC
design.

Custom Hardware

There are two important reasons why custom-developed hardware is sometimes a
better choice than a processor-based implementation: performance and production cost. In
virtually any application, custom hardware can be designed that provides better perfor-
mance than a programmable processor. Custom hardware is also likely to be cost-effective
because of its specialized nature. In applications with high sampling rates (for example,
higher than 1/100® of the system clock rate), custom hardware may be the only reasonable
approach.

For high-volume products, custom hardware may also be less expensive than a
processor. A custom implementation places only those functions needed by the application
in the hardware, whereas a processor requires every application to pay for the full func-
tionality of the processor, even if a given application uses only a small subset of the pro-
cessor’s capabilities. Of course, developing custom hardware has some serious
drawbacks. Most notable among these are the effort and expense associated with custom
hardware development, especially for custom chip design.

Custom hardware can take many forms. It can be a simple, small printed circuit
board using off-the-shelf components, or it can be a complex, multi-board system, incor-
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porating custom integrated circuits. The aggressiveness (in terms of complexity and level
of customization) of the design approach depends on the needs of the application. In the
remainder of this section we very briefly mention some of the more popular approaches.

One of the most common approaches for custom hardware for DSP applications is
to design custom printed circuit boards that incorporate a variety of off-the-shelf compo-
nents. These components may include standard logic devices, fixed-function or config-
urable arithmetic units, field-programmable gate arrays (FPGAs), and function- or
application-specific integrated circuits (FASICs). As their name implies, FASICs are chips
that are designed to perform a specific function, perhaps for a single application. Exam-
ples of FASICs are digital filter chips, which can be configured to work in a range of
applications; and facsimile modem chips, which are designed specifically to provide the
signal processing functions for a fax modem and are not useful for anything else.

Many off-the-shelf FASICs sold by semiconductor vendors for DSP applications
are really DSP processors containing custom, mask-programmed software in on-chip
ROM. Some are based on proprietary processor architectures; perhaps the most prominent
examples of the latter approach are Conexant’s data and fax modem chips.

As tools and techniques for creating custom chips improve and more engineers
become familiar with them, more companies are developing custom chips for their appli-
cations. Designing a custom chip provides the ultimate in specialization, since the chip
can be tailored to the needs of the application, down to the level of a single logic gate or
transistor.

Of course, the benefits of custom chips and other custom-hardware-based imple-
mentation approaches come with important trade-offs. Perhaps most importantly, the com-
plexity and cost of developing custom hardware can be high, and the time required can be
long. Also, if the hardware includes a custom programmable processor, new software
development tools are needed to enable software development targeting the new proces-
SOr.

It is important to point out that the implementation options discussed here are not
mutually exclusive. In fact, it is quite common to combine many of these design
approaches in a single system, choosing different techniques for different parts of the sys-
tem. One such hybrid approach, core-based SoCs, was mentioned above. Others, such as
the combination of an off-the-shelf DSP processor with custom ICs, FPGAs, and a gen-
eral-purpose processor, are very Common.

Performance Issues
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System designers selecting a processor for use in a product face many choices.
Although it is just one of many factors in processor selection, execution speed on DSP
applications is an important concern and is often the first criteria used to narrow the field
of contenders.
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Gauging execution speed of a DSP processor is not as straightforward as it may
sound. Typically, many DSP processor vendors quote their processors’ instruction execu-
tion rates in millions of instructions per second (MIPS), or in millions of operations or

‘millions of floating-point operations per second (MOPS or MFLOPS). General-purpose

processor vendors often simply quote their processors’ clock rates in MHz. Within a par-
ticular class of similar architectures, such as conventional DSPs, performance compari-
sons based on MIPS and MHz are moderately accurate. Unfortunately, when comparing
processors with dissimilar architectures or instruction sets, these simplified metrics can be
extremely misleading.

As we have seen in the previous sections, processor architectures have become
more diverse in recent years. As a result, the amount of signal processing work accom-
plished by one instruction or one operation varies widely between different processor
architectures, rendering the simplistic MIPS, MFLOPS, and MHz metrics virtually use-
less.

Some processor vendors quote the number of multiply-accumulate operations as
the performance metric of interest. While the millions of multiply-accumulates per second
(MMACS) metric might be a meaningful predictor of performance in some algorithms, a
processor’s DSP performance generally cannot be exclusively determined by its multi-
ply-accumulate throughput; there is more to DSP algorithms than the multiply-accumulate
operation. For example, MMACS does not include data moves and other operations.

To illustrate how misleading simplified performance metrics such as MIPS can be,
consider the inner loop of a dot product implemented on two different processors: the
Lucent Technologies DSP16xxx and the Texas Instruments TMS320C62xx.

Table 4.0-2 lists the differences in implementations of the inner loop of a dot prod-
uct on the DSP164xx and the TMS320C62xx, together with the vendor-quoted speed rat-
ings. If the MIPS ratings were used as indicators of the speed of the two processors, one
might conclude that the TMS320C62xx would be 14 times faster than the DSP16xxx. In
reality, however, as indicated in the table, both processors perform the inner loop at a rate
of two vector elements per processor clock cycle, and only by virtue of its higher clock
speed does the TMS320C62xx (at 300 MHz) perform the inner loop roughly twice as fast
as the DSP164xx (at 170 MHz). This is significantly faster, but does not approach a speed
difference of 14 times as suggested by the MIPS ratings of the two processors. Even this
comparison is of limited use, however, since it is based on MAC throughput—which, as
we discussed earlier, neglects important performance differences. In an effort to provide
more meaningful comparisons of speed, BDTI has developed its own metric, the
BDTImark2000, shown in the final row of Table 4.0-2 and described briefly below.

The BDTImark2000™

MIPS, FLOPS, and other simplistic measures are poor measures of processors’
DSP performance, but have traditionally been the only measures readily available. In rec-
ognition of this fact, the authors of this report have proposed an alternative metric in an
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attempt to provide a more meaningful basis for comparing processors’ DSP performance.
This metric, the BDTImark2000™, combines the execution-time results from a suite of
DSP algorithm benchmarks (such as FIR filters, FFTs, etc.) into a single number. The
underlying DSP benchmarks were developed and implemented in assembly language and
conform to a strict specification that governs their required functionality and allowable
optimizations. Because the BDTImark2000 is based on actual DSP algorithms, it is a far
more accurate measure than MIPS or MOPS or other simplified metrics. The
BDTImark2000 is mainly useful for making quick comparisons of processor speed, how-
ever; serious system designers will want more detailed analysis to make their design
choice. BDTImark2000 scores for a number of processors are posted on BDTI’s website,

www.BDTI.com.
Lucent Technologies | Texas Instruments | Ratio of
DSP164xx? TMS320C62xx Metrics

MIPS Rating According to Vendor 170 MIPS 2,400 MIPS 1:14.1
Processor Clock Speed 170 MHz 300 MHz 1:1.8
Number of Instructions in Inner 1 instruction 8 instructions 1:8
Loop of Vector Dot Product |
Number of Vector Elements Per 2 ) 11
Processor Clock Cycle )
Number of Vector Elements Per 340 million 600 million 1:1.8
Second
BDTImark2000 score at clock 310 1920 124
speeds shown above

TABLE 4.0-2. Relative performance of the Lucent Technologies DSP164xx and the
Texas Instruments TMS320C62xx.
a. All information for the DSP164xx is for one of two on-chip cores. The DSP164xx is used for this analysis

rather than the DSP16xxx, since the DSP164xx supports some instructions not supported by other
DSP16xxx family members.
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5. Processors Not Covered in This Report

The next chapter contains analyses of the most popular DSP processors currently
available. However, there are many more processors of potential interest for DSP applica-
tions than can be included in this report. These processors include DSP cores, certain older
or more specialized DSPs, and general-purpose processors (many with DSP enhance-
ments).
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Brief overviews of many of these other processors are available at BDTI’s website
at www.BDTI.com. Below we list the processors that are currently included on the website.
As information becomes available on new processors, we will also publish brief over-
views of them on the website.

Detailed analyses of some of the processors listed below are available in published
reports from BDTI or by separate arrangement with BDTI. Contact BDTT for details.

General-Purpose Processors and Hybrids

Over the last few years, there has been expanded interest in performing DSP tasks
on general-purpose processors. Some high-performance general-purpose processors, such
as the Motorola/IBM PowerPC 604e and Intel Pentium, achieve impressive DSP perfor-
mance despite their lack of DSP-oriented features. Other general-purpose processors, such
as the Hitachi SH-DSP and Intel Pentium III, have been significantly enhanced to boost
their DSP capabilities. As a result, many general-purpose processors are now capable of
strong DSP performance. However, implementing DSP applications on general-purpose
processors presents some unique challenges.

Brief overviews of some general-purpose processors are available at BDTI’s web-
site. ’

DSP Cores

DSP cores are becoming increasingly important as improved IC fabrication tech-
nology and the need for smaller, less expensive, and more energy-efficient products
expands. Brief overviews of the following licensable and foundry-captive DSP cores are
available on BDTT’s website:

e Clarkspur Design CD2400 (licensable)
e Clarkspur Design CD245x (licensable)
* DSP Group OakDSPCore (licensable)

* DSP Group PineDSPCore (licensable)

* Infineon Carmel Core

* SGS-Thomson D950 CORE

¢ Texas Instruments T320C2xLP Core

e  3Soft M320C25 (licensable)
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e  3Soft M320C50 (licensable)

We plan to publish reports focusing on DSP cores in the future. Contact BDTI for
information about forthcoming reports.

A few of the DSP processors analyzed in this report are also available as cores.
Most Texas Instruments cores are available for use in customer designed SoCs fabricated
by Texas Instruments.

Other DSP Processors

Several DSP processors and processor families that were covered in previous edi-
tions of Buyer’s Guide to DSP Processors have been omitted from this edition due to
space constraints. We have omitted the following older or more specialized DSPs:

* Analog Devices ADSP-21cspxx
* Analog Devices ADSP-21020

* LSI Logic LSI40xZ

* Lucent Technologies DSP16xx
* Lucent Technologies DSP32C

* Lucent Technologies DSP32xx
* Motorola DSP560xx

* Motorola DSP561xx

e Motorola DSP566xx

e NEC pPD7701x

¢ Texas Instruments TMS320C1x
* Texas Instruments TMS320C2x
e Texas Instruments TMS320C27xx
* Texas Instruments TMS320C4x
* Texas Instruments TMS320C8x
e Zoran ZR38xxx

Brief overviews of these processors are available at BDTI’s website. More detailed
analyses of these processors may be obtained by contacting BDTI.
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6. Choosing a Processor

In this chapter, we present our philosophy and methodology for choosing a proces-
sor for a particular application. After discussing the approach in general, we present pro-
filing data illustrating the importance of different kinds of functions and instructions in a
variety of applications.

The “Best” Processor

There is no single “best” DSP processor for all applications; the best processor
depends completely on the specifics of the application at hand. Even within a narrowly
defined application area like data modems, one can’t identify a single best choice for all
designs. One modem design team may be most concerned with time-to-market, in which
case quality development tools, extensive application engineering support, and the avail-
ability of software libraries become dominant considerations. Another modem design
team (or even the same one six months later) may place the priority on low production
cost, low power consumption, high integration, or other criteria.
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Because the selection criteria for a DSP processor depend so much on the specific
needs of the product being designed, we don’t attempt in this report to rank processors or
provide recommendations on which processor is best for a given application. Instead, we
present in a consistent fashion as much objective and subjective information as possible
about each processor, so that once one determines which criteria are important for a
design, one can quickly and accurately ascertain which processor or processors best meet
those criteria.

Selection Methodology
In broad outline, here is our suggested approach for selecting a DSP processor:

» Identify those features, capabilities, and performance aspects that may be impor-
tant for your application. This will almost certainly require some initial system
design work to determine the kinds of algorithms that will be used (and therefore
the kinds of computation required of the DSP processor); the types of devices the
processor will be interfacing with; and the cost, power, and printed circuit board
area that can be allocated to the DSP processor and associated components like
memory chips. Also consider issues such as development tools, technical support,
and documentation.

» Assign weights to each feature, capability, or performance aspect to reflect its rela-
tive importance for your application. Researching previous designs with similar
priorities may help.

* Scrutinize the evaluations in Chapters 7 and 8 that relate to the processor aspects
you have identified as important. Using the weights you have assigned, you can
then begin to form a picture of which processors may be a good match for your
design.
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* Once you have narrowed the field to a few candidates, we recommend investigat-
ing those processors and their manufacturers in greater detail than is provided in
this report. Each processor vendor provides user’s manuals that explain many
important details not covered here. You will probably want to meet with the ven-
dors’ applications engineers so that you can get their ideas about how their proces-
sor can be used to meet the needs of your application, and so that you can evaluate
the quality and availability of each vendor’s support. You may want to try calling
the vendors’ telephone support lines with technical questions.

» Depending on your application, you may also want to investigate the availability
of third-party development tools, software libraries, and hardware. You will cer-
tainly want to gather updated speed and pricing information, based on quantities
that are appropriate for your application.

Performance Measures

It is particularly important to recognize that summary performance measures such
as benchmark results tell only part of the story of a processor’s abilities, and can be very
misleading. Before using such ratings to select a processor, you should understand what is
being measured, how the measurements are performed, and how the resulting rating
relates to the needs of your design. The fact that a given processor can perform a convolu-
tional encoding twice as fast as the nearest competitor is likely to be irrelevant if your
application consists mostly of filtering algorithms. Likewise, even if your application
makes heavy use of filtering operations, other aspects of processor performance that are
seldom benchmarked, such as input/output handling, can be equally important. In
Chapter 8 we discuss the pitfalls of processor speed and power ratings and provide recom-
mendations on interpreting these results in more detail.

- To assist you in understanding the performance measures that may be meaningful
for your application, we have included example application profiling data in Sections 6.2
and 6.3.
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6.1 Application Profiling

Profiling refers to a set of techniques used to measure or estimate the amount of
time an application program spends executing its various subsections, or the frequency
with which different instructions or operations are executed as an application runs.

While profiling is primarily used by application programmers to help them opti-
mize their software, profiling data is also useful to understand the demands made by an
application on a processor and to help relate benchmark performance to application per-
formance. In this section we briefly introduce several profiling approaches, and then
examine profiling data from a variety of example applications implemented on a range of
DSPs.
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Profiling Approaches
We divide profiling approaches into four main categories:

* Function-level profiling analyzes the percentage of execution time that an appli-
cation program spends in each of its major sub-functions during a period of opera-
tion. For example, for a voiceband data modem, profiling data might show the
percentage of time spent in the decoder, echo cancellation, carrier recovery, clock
recovery, and other major functions.

DSP application developers most commonly use function-level profiling. After
determining which sub-functions account for the largest portions of an applica-
tion’s execution time, application developers can focus their execution-speed opti-
mization efforts on these sub-functions.

Some DSP processor vendors provide instruction-set simulators or emulators that
can be used to collect profiling data. For example, Texas Instruments provides pro-
filing support in their in-circuit emulators for certain DSPs. Typically, the pro-
grammer divides the application into sub-functions by specifying ranges of
program memory containing each sub-function. As the program executes, the sim-
ulator or emulator collects information about how much time is spent in each
sub-function. If a processor does not have profiling support via its simulator or
emulator, the application programmer may still be able to collect profiling data, for
example, by saving a trace of all program addresses accessed or by setting up a
series of breakpoints with associated automated scripts. This, however, can be
awkward and time consuming.

Later in this chapter we present several examples of function-level profiling of
common DSP applications.

¢ Instruction-level profiling analyzes the relative frequency of execution of each
instruction or type of instruction during a period of normal operation of the appli-
cation; for example, the relative number of times MAC instructions were executed,
the number of times bit manipulation instructions were executed, etc.
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By determining which kinds of instructions or combinations of instructions are
most commonly executed in applications, instruction-level profiling data can help
processor designers determine where to focus their efforts to improve the proces-
sor’s performance. Developers and users of high-level language compilers and
other code-generation tools can use instruction-level profiling data to help under-
stand how well these tools are making use of the processor’s capabilities.

For application developers, instruction-level profiling data is most useful as an aid
in understanding the demands a particular application makes on a particular pro-
cessor; it is less useful for optimizing software.

Later in this chapter we present several examples of instruction-level profiling of
common DSP applications.

Algorithm analysis is another approach that can help in predicting processor per-
formance in a particular application and in interpreting benchmark results. Algo-
rithm analysis reveals the relative frequency of execution of basic algorithmic
operations or sub-functions in an application, without regard to implementation on
a particular processor. For example, such profiling might reveal that a particular
audio coding algorithm requires execution of a bank of eight 16-tap FIR filters on
a data stream with a sample rate of 16 kHz.

Algorithm-level profiling data is usually developed through manual analysis of the
algorithms involved in a given application. This data can be useful in estimating
whether an application can achieve the necessary speed executing on a DSP pro-
cessor, how fast a processor may be required, and what kinds of processor opera-
tions are likely to have the greatest impact on the execution speed of an
application.

Power consumption profiling focuses on power consumption instead of execu-
tion time. Low power consumption is a critical design goal in many applications.
Power consumption profiling measures the power consumed by a processor as it
executes an application and determines how much power is consumed by various
sub-functions of the application. These sub-functions can then be targeted for
power-reduction optimizations.

There are other types of profiling data as well. For example, in some applications it

is useful to collect statistics on the frequency of accesses to different areas of program or
data memory, or on the maximum time taken to respond to a particular type of interrupt.

Limitations of Profiling Techniques

Although profiling is an important tool in relating benchmark performance to

application performance, it has a few serious shortcomings. The most important of these

Processor choice. Since different processors perform differently on the same type
of function, profiling results can vary significantly depending upon the processor
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used. (Algorithm analysis is not subject to this limitation, since it analyzes algo-
rithms independent of processor choice.)

e Optimization. Application programmers tend to optimize their programs with
specific performance goals in mind. The profile of an application varies depending
on the optimization approach taken by the programmer and on the success of this
approach. For example, developers normally focus on optimizing those sub-func-
tions that account for the largest share of execution time. This has the effect of
reducing the execution time of these sub-functions relative to others. In addition, it
is often possible to substitute one algorithm for another to take advantage of the
capabilities of a particular processor. For example, an FIR filter can be imple-
mented using FFTs.

* Implementation techniques. The profile of an application also varies depending
upon the implementation techniques used. For example, an implementation of a
given application written in C typically results in a very different profile from an
assembly language implementation of the same application, since the C compiler
generates more efficient code for some kinds of operations than for others. Simi-
larly, application profiles often change significantly between fixed-point and float-
ing-point implementations, because some (but not all) functions require more
cycles on a fixed-point processor than on a floating-point processor.
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While each type of profiling data has its limitations, these types of data can be very
instructive when viewed with their limitations in mind. Therefore, in the sections that fol-
low we present a variety of function- and instruction-level application profiling examples.

Benchmarks and Profiling Data

Application profiling data can be useful in helping to relate DSP processor bench-
mark performance to application performance. For reasons that will be explored in
Chapter 8, our DSP processor benchmarks, like most, are based on small- or
medium-sized building-block functions, such as FIR filters and FFTs. Application profil-
ing data can help the DSP processor user to understand which of these benchmark func-
tions are important to the application, and their relative importance. This is our main
motivation for presenting examples of application profiling data in this chapter.

Both function-level and algorithm-level profiling data can be used to relate DSP
processor benchmark performance to application performance. Instruction-level profiling
data is generally not useful in this context, though it has other important uses. Since func-
tion-level profiling data is most readily available, we focus on this type of profiling data in
the remainder of this chapter. We also provide instruction-level profiling examples.

Application Profiling Examples

With the help of several processor vendors, third-party application software devel-
opers, and researchers, we have gathered and analyzed profiling data on several example
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applications. In the following sections we present examples of both function-level and
instruction-level profiling data. The source of the profiling data is noted in each example.
For information on contacting the organizations mentioned, please see Appendix A, Ven-
dor Contact Information.

Our intention in presenting this profiling data and analysis is to illustrate the use of
profiling and the characteristics of particular implementations of the example applications.
For the reasons outlined above, it is important to recognize that the data and analysis pre-
sented here is not definitive and cannot necessarily be used to draw broad conclusions
about applications and processors.
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6.2 Function-Level Profiling

In this section we present function-level profiling examples for several DSP pro-
cessor applications: two V.32bis data modem implementations, a V.17 fax modem, a
G.728 speech encoder, two CELP speech encoders, a video coder, an adaptive beamform-
ing algorithm, and three GSM speech encoder and decoder implementations. The func-
tion-level profiling data shows how much time the DSP processor spends in various
activities for a particular implementation of each application.

DSP.systems often have multiple modes of operation. For example, a modem has
an idle mode where it waits for commands, a handshake mode where it establishes a con-
nection, a training mode where it adapts to the conditions of the current connection, and a
communication mode where data is transferred. Obviously, the activities of the DSP pro-
cessor vary significantly depending upon the mode of operation. The profiling data pre-
sented here is for the main steady-state operating mode of each application.
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For each example, we list the eight to ten most important functions in terms of rel-
ative processor execution time, indicating the percentage of processor execution time
accounted for by each function. We provide a brief description of each function and an
indication of the types of basic DSP processor operations that are typically found in each
function. In some cases, these operations are identical or very similar to the functions
found in the BDTI Benchmarks™, discussed in Chapter 8. In other cases, the types of
DSP processor operations used are very complex or are unique to the application. In these
cases, we either omit the listing of DSP processor operations, or we list familiar DSP pro-
cessor operations that are similar to those used in the function.

More detailed technical information on each of these applications can be found in
texts and journals on communications and signal processing, a sampling of which are
listed in the References section at the end of this report.
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V.32bis Modem

V.32bis refers to a 14,400 bit/second modem protocol that is widely used for asyn-
chronous data modems. V.32bis data modems are capable of communicating at slower
speeds using older protocols (“fallback modes”). The profiling data presented here is for
full 14,400 bit/second operation.

Like most modems, the V.32bis modem transmits and receives simultaneously.
Therefore, the profiling data reflects operation of both the transmitter and receiver, even
though these are distinct operations within the DSP processor.

Table 6.2-1 and Figure 6.2-1 give function-level profiling data for one V.32bis
modem implementation. The modem was implemented on a Texas Instruments
TMS320C3x floating-point processor. The implementation approach began with coding
the entire modem in the C language and then replacing critical sections of C code with
carefully optimized assembly language. This application profiling data was provided by
DSP Software Engineering, Inc., a provider of DSP software used in telecommunications
and multimedia applications such as video conferencing, wireless communications, and
ISDN communications. DSP Software Engineering’s software development business was
recently acquired by Tellabs.
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Table 6.2-2 and Figure 6.2-2 give function-level profiling data for another V.32bis
modem implementation. This modem was implemented on a fixed-point Texas Instru-
ments TMS320C5x in assembly language. This application profiling data was provided by
ILLICO, a design and consulting firm specializing in the application of DSP to telecom-
munication product development, especially modems.

For information on contacting ILLICO, please see Appendix A, Vendor Contact
Information.
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Table 6.2-1. Profiling Data for:

Application: V.32bis Modem
Language: C and Assembly
Processor: Texas Instruments TMS320C3x
Data From: DSP Software Engineering

Percent of
_— . Related DSP .
Abbreviation Function . Time in
Processor Operations .
Function
Decoder Decision and symbol/Viterbi decoder Vector subtract, 27.65
fbranch and control
Echo Echo canceller processing Complex LMS filter 16.26
“Carrier recovery Equ_allze, jitter predict, demod., and IR fnlter, voltage-controlled 15.82
carrier recovery oscillator
Symbol clock Symbol clock recovery IR fllter, voltage-controlied 11.78
oscillator
Shaper Multirate pulse shaper FIR filter 8.63
Byte pack Convert modem symbols to/from Bit manipulation, branch and 8.30
bytes; synchronize control
Multi filter Front-end multirate filter FIR filter 3.76
INear blk. update Echo canceller near-end block update JLMS Filter 2.77
Far blk. update Echo canceller far-end block update  JLMS Filter 277
Encoder (Symbol or trellis) encoder, modulate JConvolutional encoder 0.83
Gain control Automatic gain control Vector square 0.66
| Other Other 0.77
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Figure 6.2-1. Profiling Data for V.32bis Modem on
TMS320C3x ‘
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Table 6.2-2. Profiling Data for:

Application: V.32bis Modem
Language: Assembly

Processor: Texas Instruments TMS320C5x

Data From:

ILLICO

Percent of
I . Related DSP s
Abbreviation Function . Time in
Processor Operations .
Function
Viterbi decoder Viterbi decoder Viterbi decoder 29.00
&IEcho cancellation Double precision echo cancellation Adaptive real LMS FIR filter 24.00
Hilbert transform, 1IR filter,
Sample proc. Sample rate processing digital PLL, interpolating FIR 10.00
filter
Equalizer Channel equalizer I:;:i;ptlve complex LMS FIR 9.00
IIModulator Spectrum shaping, interpolation, FIR filtering 8.00
modulation
Supervisory Internal state control, diagnostics Decision-making control 6.00 “
IFormatting HDLC and output data formatting Bit manipulation ' 3.00
l Carrier recov. Carrier recovery Digital PLL, FIR, IIR 2.00
lContext Save and restore context Memory-memory data 2.00
moves
Transmit encoding Scran:lbler, differential encode, QAM Bit manipulation 2.00
mapping
Transmit State Ctl. Internal state machine Program control 2.00
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Figure 6.2-2. Profiling Data for V.32bis Modem on
TMS320C5x
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V.17 Modem Receiver

V.17 refers to a 14,400 bit/second modem protocol that is standard for Group III
facsimile transmission. V.17 fax modems are also capable of communicating at slower
speeds using older protocols (“fallback modes”). The profiling data presented here is for
full-speed operation.

The modem was implemented on a Motorola DSP560xx processor in assembly
language. The profiling data reflects operation of the modem receiver only. Since it is used
for facsimile, a V.17 modem operates in half-duplex mode; that is, it is either transmitting
or receiving at any given time, but not both. As with most modem types, the receiver is
significantly more complex than the transmitter. Table 6.2-3 and Figure 6.2-3 give func-
tion-level profiling data for this V.17 modem receiver implementation.

This application profiling data was provided by ILLICO, a design and consulting
firm specializing in the application of DSP to telecommunication product development,
especially modems. For more information on ILLICO, please see Appendix A, Vendor
Contact Information.
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Table 6.2-3. Profiling Data for:

Application: V.17 Modem Receiver (for Group Il Facsimile)
Language: Assembly
Processor: Motorola DSP560xx
Data From: ILLICO

Percent of
- . Related DSP .
Abbreviation Function . Time in
Processor Operations .
Function
Viterbi decoder Viterbi decoder Viterbi decoder 46.0
Sample rate Band filter, interpolate, Hilbert H.xlt.Jert trans'form, IIR'fllter,
. digital PLL, interpolating FIR 16.0
processing transform, clock recovery filter
\Equalizer Equalizer Afdap tive complex LMS FIR 14.0
filter
Supervisory control | Internal state control, diagnostics, Decision-making control 8.0
call/return
Carrier recovery Carrier recovery Digital PLL, FIR, IIR 3.0
Decode/descramble  |Decode and descramble Bit mapnpulatnon, differential 3.0
encoding
"Context Context load and save Memory-memory data 3.0
moves
Data formatting HDLC and output data formatting Bit manipulation 3.0
Clock Clock phase control 2.0
AGC and energy AGC and energy Sum of squares 2.0
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Figure 6.2-3. Profiling Data for V.17 Modem Receiver on
DSP560xx
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G.728 Speech Encoder

G.728 refers to a standard format for the encoding and compression of digital
speech signals. This standard defines a low-delay CELP speech encoding scheme. CELP
stands for code excited linear predictor and refers to a technique for the compression of
digital speech signals based on creating a parameterized model of the human vocal tract
and transmitting the parameters of the model in place of the speech signal itself. CELP is
used in applications where speech signals need to be transmitted digitally using low bit
rates, such as secure telephones. Low-delay CELP is a variation of CELP speech coding
that has a shorter intrinsic time delay than other CELP variations. The G.728 encoding
scheme has been rigorously tested and found to have comparable voice transmission qual-
ity to conventional techniqués that use higher bit rates, such as G.726, which uses
ADPCM (adaptive differential pulse code modulation). One current application of G.728
is compressing voice signals for video conferencing. Other variations of CELP are used in
other applications. :
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This G.728 speech encoder was implemented on a Texas Instruments TMS320C3x
processor by DSP Software Engineering. The implementation was done completely in
assembly language. As with many speech coding techniques, the encoder (sometimes
called the analyzer) is more computationally demanding than the decoder (sometimes
called the synthesizer). The encoder accounts for about twice the computational load of
the decoder.

Table 6.2-4 and Figure 6.2-4 give function-level profiling data for this G.728
encoder implementation.

In the next example, we show profiling results for a G.728 encoder and decoder
implemented on the Analog Devices ADSP-2171.
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Table 6.2-4. Profiling Data for:

Application: G.728 Encoder
Language: Assembly

Processor: Texas Instruments TMS320C3x
Data from: DSP Software Engineering

— Percent of
. . Related DSP s
Abbreviation Function . Time in
Processor Operations .
Function
Search Codebook search FIR filter 32.48
Synth. update DR Synthgsns filter update Durbin 50th order Durbin recursion 18.52
recursion
Impulse response Impulse response & energy of filtered Convolution 15.88
code vectors
Synth. update auto Synthesis filter update autocorrelation Agtocor.relatlon, specialized 12.86
windowing
Target vector Target vector calculation IR filter, vector subtraction 9.80
Gain predict update Log-gain prgdlctor update Autocorrelation 3.14
autocorrelation
Local synth. Local synthesis IR filter 2.66
Vector squaring,
ﬂExcitation gain Excitation gain calculation autocorrelation, specialized 2.1
windowing
Weight update DR Welgh.t ing filter update Durbin 10th order Durbin recursion 1.64
recursion
Other Other 0.91

60 © 2001 Berkeley Design Technology, Inc.




aaaaaaaa
333333333

ooooooooooooooo




Buyer’s Guide to DSP Processors

62 © 2001 Berkeley Design Technology, Inc.



Choosing a Processor — Function-Level Profiling

G.728 Speech Encoder and Decoder

This profiling example is for a G.728 encoder and decoder implemented on the
Analog Devices ADSP-2171. Please refer to the previous profiling example for a discus-
sion of the G.728 algorithm. This implementation was written in assembly language by
Analogical Systems (now Voice Pump, Inc.), a firm specializing in the development of
DSP software for telecommunications applications, especially speech compression. For
more information, please see Appendix A, Vendor Contact Information.

Table 6.2-5 and Figure 6.2-5 give function-level profiling data for this G.728

encoder and decoder implementation.
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Table 6.2-5. Profiling Data for:

Application: G.728 Encoder and Decoder
Language: Assembly
Processor: Analog Devices ADSP-2171
Data From: Analogical Systems

Percent of
. . Related DSP ..
Abbreviation Function . Timein
Processor Operations .
Function
Encoder codebook Codebook search FIR ﬁltgr, maximum search, 18.4
search joranching
Encoder LPC . e Durbin recursion, division,
e Encoder synthesis filter update . . .
synthesis filter . . autocorrelation, windowing, 17.4
. recursion and autocorrelation )
adaptation LMS filter
Decoder LPC e Durbin recursion, division, -
. Decoder synthesis filter update . . .
synthesis filter recursion and autocorrelation autocorrelation, windowing, 174
adaptation LMS filter
Decoder adaptive Decoder adaptive postilter Datg moves, FIR filter, 13.0
postfilter maximum search
Encoder synthesis & fo 1 i filter IIR filter, FIR filter 6.6
weighting filters
Encoder codebook Encoder codebook energy MACs, data moves 54
energy
zf:fde’ synthesis  |necoder synthesis filter FIR filter . 44
. Durbin recursion, division,
Decoder gain o . . . . .
. Decoder excitation gain calculation autocorrelation, windowing, 41
Jladaptation
LMS filter
. Durbin recursion, division,
Encoder gain A . . . . .
. Encoder excitation gain calculation autocorrelation, windowing, 4.1
adaptation
LMS filter
Encoder weightin Durbin recursion, division,
.g 9 Weighting filter update autocorrelation, windowing, 3.2
filter adaptation
LMS filter
64 © 2001 Berkeley Design Technology, Inc.
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Figure 6.2-5. Profiling Data for G.728 Encoder and Decoder
on ADSP-2171
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Encoder codebook
energy

Encoder synthesis and

weighting filters
gning Encoder LPC synthesis
filter adaptation
Decoder adaptive
postfilter
Decoder LPC synthesis
filter adaptation
M Codebook search

B Encoder synthesis filter update recursion and autocorrelation
Decoder synthesis filter update recursion and autocorrelation
HE Decoder adaptive postfilter

El Synthesis filter

Encoder codebook energy

B Decoder synthesis filter

M Decoder excitation gain calculation

Encoder excitation gain calculation

B Weighting filter update
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USFS 1016 CELP Speech Encoder

In this section we examine profiling results for a speech coding application similar
to that of the previous section.

As discussed earlier in this chapter, CELP stands for code excited linear predictor
and refers to a technique for the compression of digital speech signals based on creating a
parameterized model of the human vocal tract and transmitting the parameters of the
model in place of the speech signal itself. CELP is used in applications where speech sig-
nals need to be transmitted digitally using low bit rates, such as secure telephones. USFS
1016 CELP is a United States federal government standard defining one variation on
CELP speech coding. USFS 1016 CELP encodes telephone-quality speech into a 4,800
bits/second digital bit stream. Other variations of CELP are used in various applications.
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The CELP speech encoder was implemented on a Motorola DSP560xx processor
by Analogical Systems (now Voice Pump, Inc.). The implementation was done completely
in assembly language. As with many speech coding techniques, the encoder (sometimes
called the analyzer) is much more computation-intensive than the decoder (sometimes
called the synthesizer).

Table 6.2-6 and Figure 6.2-6 give function-level profiling data for this CELP
speech encoder implementation. ’
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Table 6.2-6. Profiling Data for:

Application: US Federal Standard 1016
Code Excited Linear Predictor (CELP)

Language: Assembly

Processor: Motorola DSP560xx
Data From: Analogical Systems

Percent of
- . Related DSP ..
Abbreviation Function . Time in
Processor Operations .
Function
] . o Correlation, convolution,
|Code word search ;l::ioptmal MSPE excitation code scalar division, vector 39.25
scaling
Find pitch vector quantization Correlation, convolution,
Pitch search P q scalar division, vector 39.04
|parameters . o
scaling, normalization
All-pole filter Direct form all-pole filter IR filter 5.20
All-zero filter Direct form all-zero filter FIR filter 2.59
Pitch vector quant. Pitch vector quantization Specialized IIR filter 2.08
lLpc LPC autocorrelation analysis with HF  JAutocorrelation, Durbin 0.94
compression recursion ’
Error Error calculations FIR, IIR filters 0.73
"Other Other 10.16
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Figure 6.2-6. Profiling Data For US Federal Standard 1016
CELP on DSP560xx
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H.261 Video Encoder and Decoder

H.261 refers to a standard format for the encoding and compression of digital
video signals for video conferencing applications. H.261 is a sub-standard of the video
conferencing standard H.320. H.261 combines adaptive differential pulse code modula-
tion, frequency-domain techniques, run-length coding, and Huffman coding.

This H.261 video encoder and decoder was implemented on a Texas Instruments
TMS320C80 single-chip multiprocessor. The implementation was done completely in
assembly language and uses three of the TMS320C80’s four DSP processors. The chip’s
fourth DSP processor and RISC controller can be used to implement the remaining
sub-standards comprising the complete H.320 standard (audio compression and system
layer processing).

Table 6.2-7 and Figure 6.2-7 give function-level profiling data for this H.261
encoder implementation. Note that unlike our other profiling examples, this application
was implemented on three processors. Therefore, the percentages of execution time shown
in the table and figure correspond to percentages of the three processors’ combined execu-
tion time.
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Table 6.2-7. Profiling Data for:

Application:
Langbage:
Processor:
Data From:

H.261 Video Encoder and Decoder

Assembly

Texas Instruments TM8320080 (using 3 processors)

Texas Instruments

Percent of
- . Related DSP .
Abbreviation Function . Time in
Processor Operations .
Function
Motion estimation ::1: best motion vector for predicted Sum of absolute differences 29.0
Inve'rse discrete Frequency domain to spatial domain DCT, FFT 226
cosine transform transform
Loop filter Smooth predicted data FIR filter 11.6
Discrete cosine Spatial domain to frequency domain FFT, DCT 77
transform transform
Reconstruction Add error term to predicted data Add with saturate 7.7
Thrgsho!d/quant— Run-length encoding with zig-zag scan Thresholding, _quantlzatlon, 7.1
ization/zig-zag scan run-length coding
Huffman encode Variable-length Huffman encoding Huffman encoding 4.5
Huffman decode Variable-length Huffman decodihg JHuffman decoding 4.5
Coding mode decision |Select intra- or inter-frame coding Autocorrelation 3.9
Pixel difference Subtract predicted data from current Vector subtraction 1.3

data

72
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Figure 6.2-7. Profiling Data for H.261 Video Encoder and
Decoder on TMS320C80
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Reconstruction

Discrete cosine
transform

Inverse discrete

Loop filter cosine transform

M Find best motion vector for predicted data

B Frequency domain to spatial domain transform
El Smooth predicted data

HE Spatial domain to frequency domain transform
El1Add error term to predicted data

Run-length encoding with zig-zag scan

B Variable-length Huffman encoding

M Variable-length Huffman decoding

Select intra- or inter-frame coding

Subtract predicted data from current data
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Adaptive Beamformer

Beamforming refers to a class of techniques that involve processing and combining
signals from a two- or three-dimensional array of sensors to direct the sensitivity of the
sensor array in a particular direction (forming a beam). Similarly, signals sent by an array
of transmitting elements can be processed so that the combined effect of the entire array is
to direct a signal in a particular pattern or beam. Thus, beamforming techniques allow a
physically immobile sensor or antenna array to “look” in different directions. Such tech-
niques are used in radar, sonar, and medical imaging products, among other applications.

Adaptive beamforming is an extension of standard beamforming techniques in
which the beamforming signal processing automatically adapts to compensate for distor-
tion introduced elsewhere in the system. Our example adaptive beamformer was imple-
mented on the Texas Instruments TMS320C3x processor by DSP Software Engineering.
This implementation was written completely in assembly code.

Table 6.2-8 and Figure 6.2-8 give function-level profiling data for this beamform-
ing application implementation.
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Table 6.2-8. Profiling Data for:

Application: Adaptive Beamforming Algorithm

Language:

Assembly

Processor: Texas Instruments TMS320C3x

Data from: DSP Software Engineering

Percent of

A . Related DSP o
Abbreviation Function . Timein
Processor Operations .
Function
Complex Householder Cholesky Matrix decomposition,
Transform diagonalizing; find 51.99
transform .
eigenvalues
Complex matrix multiplication and Matrix multiplication (vector
Mat. mult. and add . p P product), matrix addition 21.42
addition
(vector sum)
"Mat. mult. Complex matrix multiplication Matrix multiplication (vector 20.91
product)
lichol. add Comglgx Householder Cholesky Matrix addition (vector sum) 2.24
combining
S
Mat. add Complex matrix addition Matrix addition (vector sum) 1.76
Inverse Cholesky inverse Simplified matrix inversion 0.72 -
Low mat. mult. Qomplex low mgtnx multiplication with fMatrix multiplication (vector 0.71
its complex conjugate jproduct)
Matrix data move 0.25

lReﬂection Complex Householder reflection

|
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Figure 6.2-8. Profiling Data For Adaptive Beamforming
~ Algorithm on TMS320C3x
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M Complex matrix multiplication

B Complex Householder Cholesky combining

E1 Complex matrix addition

E Cholesky inverse

E Complex low matrix multiplication with its complex conjugate
Complex Householder reflection

B Complex Householder Cholesky transform

I Complex matrix multiplication and addition
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GSM Speech Coder

GSM is currently the prevalent standard for digital mobile telephony in Europe.
These profiling examples are for the speech coder portions of a GSM digital cellular tele-
phone.

The profiled implementation shown in Table 6.2-9 and Figure 6.2-9 reflects nor-
mal execution of the GSM enhanced full-rate encoder. The profiled implementation of the
GSM enhanced full-rate decoder is shown in Table 6.2-10 and Figure 6.2-10. This encoder
and decoder were both developed in assembly language by Motorola India Electronics,
Ltd. for the Motorola DSP563xx.

The profiling data shown in Table 6.2-11 and Figure 6.2-11 reflects normal execu-
tion of both the encoder and decoder for an implementation on the Texas Instruments
TMS320C62xx. This implementation was developed in assembly language by Texas
Instruments.
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Table 6.2-9. Profiling Data for:

Application: GSM Enhanced Full-Rate Speech Encoder

Language:
Processor:
Data From:

Assembly
Motorola DSP563xx
Motorola India Electronics Ltd.

Percent of
- . Related DSP s
Abbreviation Function . Time in
Processor Operations .
Function
Recursive calculation of
Search Search best algebraic code vector correlations, maximum 30.80
search
Correlation Compute filter coefficient correlation Vector scalmg,. genera.te 8.10
40x40 correlation matrix
HLSP quant. LSP quantization Etjlc-hdean distance, 7.80
minimum search
|Convolution Convolution during closed-loop search Convolution, vector dot 6.30
product
Polynomial addition and
Az to LSP Az to LSP multiplication, interpolation, 5.10
polynomial evaluation
i Normalized correlation during closed |10th order FIR filter,
[iNorm corr. . 5.00
loop correlation
(R synth. IIR synthesis filter 10th order IIR filter 4.80
Auto-correlation, lIR filter,
"LPC analysis LPC analysis Durbin recursion, vector 4.80
scaling, division
Max. lag Open-loop maximum lag Correlation, maximum 4.70
search
Other Other 22.60

80
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Figure 6.2-9. Profiling Data for GSM Enhanced Full-Rate
Speech Encoder on DSP563xx
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Table 6.2-10. Profiling Data for:

Application: GSM Enhanced Full-Rate Speech Decoder
Language: Assembly '
Processor: Motorola DSP563xx
Data From: Motorola India Electronics Ltd.

Percent of
- . Related DSP ..

Abbreviation Function . Time in
Processor Operations .

Function
JIiCodebook Adaptive codebook excitation Interpolating FIR filter 26.00
Synthesis Synthesis filter 10th order IIR filter 17.10
"Post—process Post-processing filter :illf::or scaling, FIR filter, IIR 11.10
LSP polynomial Get LSP polynomial ' Polynomial multiplication 6.20
Decode alg. Decode algebraic code .Ge.n erate vector from coded 3.20

‘ indices

Decode gain Decode gain code Logarithm, FIR filter 3.00
Pre-emphasis Pre-emphasis 1st order FIR filtering 2.10
||LSP toaz LSPtoaz Vector add 1.60
| Other Other 29.70
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Figure 6.2-10. Profiling Data for GSM Enhanced Full-Rate
Speech Decoder on DSP563xx
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Table 6.2-11. Profiling Data for:

Application: Enhanced Full-Rate GSM Vocoder

Language:

Assembly

Processor: Texas Instruments TMS320C62xx

Data From:

Texas Instruments

Percent of
- . Related DSP .
Abbreviation Function . Timein
Processor Operations .
Function
Algebraic Find c?ptcmal alg_ebralc codeword, Correlation, vector sum,
quantize the gain, and update filter o 39.90
"codebook search . scalar quantization
memories
Adaptive Find and quantize optimal pitch and IR & FIR ﬁltfers, COI’W(?IUIION,
. vector sum, interpolation, 19.70
codebook search gain .
scalar quantization
Find LPC coefficients, convert LPC to Autocorr.elatlon, find roots of
LPC . Jpolynomial, vector 18.10
LSP, quantize LSP . .
quantization, interpolation
Pitch search Find pitch candidate for adaptive IR and .FIR filters, cross- 11.00
codebook search correlation
Decode and Decode the parameters, convert LSP IR filter, interpolation, vector
. 5.00
synthesis to LPC, reconstruct speech sum
Post-process Pos?-process: adaptive postfiltering, up}lIR and FIR filters, dot 3.50
]scaling product
Pre-process Pre-process: high-pass filiering and |, o - FIR filters 1.30
down-scaling

—
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Figure 6.2-11. Profiling Data for GSM Enhanced Full-Rate
Vocoder on TMS320C62xx
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6.3 Instruction-Level Profiling

In this section, we present instruction-level profiling data for several example
applications: various portions of a GSM cellular telephone and ADPCM speech compres-
sion. Instruction-level profiling data reveals the percentage of the total instruction cycles
attributable to different categories of processor instructions while running a given applica-
tion. It therefore provides a sense of the relative importance of different instruction types
in the application.

As in the function-level profiling results presented earlier in this chapter, the pro-
filing data presented here is for the main, steady-state operating mode of each application.

For each application, we list the ten most frequently executed instruction types. We
provide a brief description of each instruction type and the percentage of execution time
accounted for by each type.

More detailed technical information on each of these applications can be found in
texts and journals on communications and signal processing, a sampling of which are
listed in the References section at the end of this report.
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GSM Channel Coder

GSM is currently the prevalent standard for digital mobile telephony in Europe.
This profiling example is for the channel coder portion of a GSM digital cellular tele-
phone. The channel coder is responsible for a variety of tasks including bit packing, inter-
leaving, encryption, error control coding, and error detection and correction. The
instruction profiling data here reflects normal execution of both the encoder and decoder
over several frames of data.

The profiled implementation was developed in assembly language by Lucent
Technologies for the Lucent Technologies DSP1618. Table 6.3-1 and Figure 6.3-1 display
instruction-level profiling data for this GSM channel coder implementation.
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Table 6.3-1. Profiling Data for:

Application:
Language:
Processor:
Data From:

GSM Channel Coder
Assembly

Lucent Technologies DSP1618
Lucent Technologies

Abbreviation

Instruction Type

Percent of Total Inst.

Cycles
"Control Branch, loop 39.2
Conditional ALU Conditionally execute an ALU operation 23.8
ALU/MAC ALU or MAC operation 11.4
Shift/bit manipulation Shift or bit manipulation operation 7.6
"Imm move Immediatg move 6.1
||ALU/MAC + 1 move ALU or MAC operation with one parallel move 5.6
Reg-reg mbve Register-to-register move 45
Memory write Memory write (not parallel) 14
"ALU/MAC + 2 moves ALU or MAC operation with two parallel moves 0.4
Memory read Memory read (not parallel) 0.1
90 © 2001 Berkeley Design Technology, Inc.
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GSM Digital Receiver

This profiling example is for the digital receiver portion of a GSM digital cellular
telephone. The digital receiver is responsible for a variety of tasks including received sig-
nal strength estimation, synchronization, frequency error estimation, and demodulation.

The profiled implementation was developed in assembly language by Lucent
Technologies for the Lucent Technologies DSP1618.

Table 6.3-2 and Figure 6.3-2 display instruction-level profiling data for this GSM

digital receiver implementation.
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Table 6.3-2. Profiling Data for:

Application: GSM Receiver

Language:

Assembly

Processor: Lucent Technologies DSP1618
Data From: Lucent Technologies

Abbreviation

Instruction Type

Percent of Total Inst.

Cycles
l[Control Branch, loop 22.9
IALU/MAC + 1 move ALU or MAC operation with one parallel move 16.2
Imm move Immediate move 13.8
ALU/MAC ALU or MAC operation 11.5
||IReg-reg move Register-to-register move 9.9
Shift/bit manipulation Shift or bit manipulation operation 9.0
IALU/MAC + 2 moves ALU or MAC operation with two parallel moves 7.0
"Conditional ALU Conditionally execute an ALU operation 4.2
Memory write Memory write (not parallel) 3.0
Memory read Memory read (not parallel) 2.5
94 © 2001 Berkeley Design Technoiogy, Inc.
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Figure 6.3-2. Profiling Data For GSM Receiver on DSP1618
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GSM Speech Coder

Table 6.3-3 and Figure 6.3-3 display instruction-level profiling data for a full-rate
GSM speech coder implementation. The speech coder performs compression and decom-
pression of digital speech signals. The profiled implementation was developed in assem-
bly language by Lucent Technologies for the Lucent Technologies DSP1618. The
profiling data presented here represent normal operation of both the encoder and decoder
for one frame of speech data.

The instruction-level profiling example shown in Table 6.3-4 and Figure 6.3-4 is
for the full-rate GSM speech decoder portion of a GSM digital cellular telephone. The
profiling example shown in Table 6.3-5 and Figure 6.3-5 is for the enhanced full-rate
speech decoder portion of a GSM digital cellular telephone. Both of these profiled imple-
mentations were developed in assembly language by Motorola India Electronics Ltd. for
the Motorola DSP563xx.
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Table 6.3-3. Profiling Data for:

Application: Full-Rate GSM Speech Coder
Language: Assembly
Processor: Lucent Technologies DSP1618
Data From: Lucent Technologies

Abbreviation Instruction Type Percentczi;l;ostal Inst.
ALU/MAC + 1 move ALU or MAC operation with one parallel move 54.6
ALU/MAC + 2 moves ALU or MAC operation with two parallel moves 11.7
I Con&itional ALU Conditionally execute an ALU operation 8.4
l Imm move Immediate move 6.3
IControI ‘ ' Branch, loop 5.6
||Shiﬁ/bit manipulation Shift or bit manipulation operation 49

Reg-reg move Register-to-register move . 3.4 |
“ALU/MAC ALU or MAC operation 29
Memory write ’ Memory write (not parallel) 1.1
"Memory read Memory read (not parallel) : 1.1

B e
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Figure 6.3-3. Profiling Data For Full-Rate GSM Speech Coder
on DSP1618
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Table 6.3-4. Profiling Data for:

Application: GSM Full-Rate Speech Decoder
Language: Assembly
Processor: Motorola DSP563xx
Data From: Motorola India Electronics Ltd.

Abbreviation Instruction Type Percent of Total Inst.
Cycles
{{Move Memory-to-register or register-to-memory move 35.7
l MAC, 2 moves MAGC with two parallel moves 34.7
|ALU ALU operations 16.7
IlBit manipulation Bit manipulation 6.2
Control Control code 3.5
||MAC, 1 move MAC with one parallel move 2.6
Reg-reg move Register-to-register move 1.1
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Figure 6.3-4. Profiling Data For GSM Full-Rate Speech
Decoder on DSP563xx
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Table 6.3-5. Profiling Data for:

Application: GSM Enhanced Full-Rate Speech Decoder
Language: Assembly
Processor: Motorola DSP563xx
Data From: Motorola India Electronics Ltd.

Abbreviation Instruction Type Percent of Total inst
Cycles
IﬂMove ) Memory-to-regi.ster or register-to-memory move 40.2
"MAC, 2 moves MAC with two parallel moves 23.3
"ALU ALU operations 20.5
“MAC, 1 move MAC with one parallel move 6.6
HBit manipulation Bit manipulation 4.1
flcontrol Control code 35
| Reg-reg move Register-to-register move 1.8
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Figure 6.3-5. Profiling Data For GSM Enhanced Full-Rate
Speech Decoder on DSP563xx
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ADPCM Speech Coder

ADPCM stands for adaptive differential pulse code modulation, a speech coding
technique used to compress eight-bit speech samples to four-bit samples with minimal
loss of fidelity. ITU-T standard G.721 defines standard ADPCM encoder and decoder
algorithms that are common in telecommunications applications.

The following two instruction profiling examples show two implementations of
the G.721 ADPCM algorithm on the Analog Devices ADSP-21xx processor: the first was
implemented in assembly code, the second in C. This data was provided by the Institute
for Integrated Systems in Signal Processing (ISS) of the Aachen University of Technol-
ogy, Germany. The ISS (led by Professor Heinrich Meyr) is concerned with the analysis
and synthesis of complex information processing systems. The DSP Tools Group, a part of
ISS, focuses on the DSP system design methodology, as well as on development of appro-
priate design automation tools.

Table 6.3-6 and Figure 6.3-6 display instruction-level profiling data for the assem-
bly-language ADPCM implementation.

Table 6.3-7 and Figure 6.3-7 display instruction-level profiling data for the C-lan-
guage ADPCM implementation. Note in particular that the C implementation makes much
heavier use of non-paralle] data move instructions than the assembly-language implemen-
tation. This is symptomatic of the inefficiency of C compilers for many DSP processors,
especially for conventional fixed-point processors such as the ADSP-21xx.
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Table 6.3-6. Profiling Data for:

Application: ADPCM Speech Encoder and Decoder

Language:
Processor:
Data From:

Assembly
Analog Devices ADSP-21xx
Aachen University, ISS

Abbreviation Instruction Type Petcent of Tolal inst.
Cycles

IALU with move(s) ALU operation with one or two parallel moves 30.2
ALU only ALU operation with no parallel moves 18.9
Single move only Single data move operation 18.5
Shift with move(s) Shift operation with one or two parallel moves 9.7
Shift only Shift operation with no parallel moves 8.1
"MAC with move(s) MAC operation with one or two parallel moves 5.6
Control Control flow operation (e.g., branch, call) 5.5
Dual move(s) Two data moves in parallel 29
Misc Stack and other miscellaneous operations 04
||MAC only MAC operation with no parallel moves 0.2

— =S ———————
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