P

Advanced

ly

i

Ethernet/IEEE 802.3 Fam

Micro

4
0
O
T
C
©
=
2
0
0
[aa]
©
-
©
a
K 4
—
:
Y
Z
L2
P
o
=
N
o
o
e

Ethernet/IEEE 802.3 Family




Ethernet/IEEE 802.3 Family

1992 World Network Data Book/Handbook

ADY A NCETD M1 CRO DEVICESa



© 1992 Advanced Micro Devices, Inc.

Advanced Micro Devices reserves the right to make changes in its products
without notice in order to improve design or performance characteristics.

This publication neither states nor implies any warranty of any kind, including but not Iirhited to implied warrants of merchan-
tability or fitness for a particular application. AMD assumes no responsibility for the use of any circuitry other than the circuitry
in an AMD product.

The information in this publication is believed to be accurate in all respects at the time of publication, but is subject to change
without notice. AMD assumes no responsibility for any errors or omissions, and disclaims responsibility for any consequences
resulting from the use of the information included herein. Additionally, AMD assumes no responsibility for the functioning of
undescribed features or parameters.

Trademarks
Product names used in this publication are for identification purposes only and may be trademarks of their respective companies.

DAL, EADI, Integrated Local Area Communications Controller, ILACC are trademarks and PAL and SKINNYDIP are registered
trademarks of Advanced Micro Devices, Inc. )

Ethernet is a registered trademark of Xerox Corporation.

IBM PC/AT is a registered trademark of International Business Machines Corporation.
Macintosh Il is a registered trademark of Apple Computer, Inc.

NetWare is a registered trademark of Novell, Inc.

NuBus is a trademark of Texas Instruments, Inc.




This publication provides the complete specifications for the semiconductors needed in
designing 10BASE5, 10BASE2 or 10BASE-T |IEEE 802.3/Ethernet network products.

It replaces the book we published less than twelve months ago. This quick cycle
represents many exciting factors:

— AMD’s continued introduction of new and next generation
Ethernet products.

~ Rapid adoption of compliant controller, physical layer and
hub products.

-~ The accelerated pace of product introductions due to the
diversity of the world market.

To those of you who have experience with our products, we are the advance guard

in the increasing importance of sharing data. And, to you who are not familiar with our
products, AMD’s networking team welcomes the opportunity to share our newest
specifications with you.

Remember our partnership helps you gain and keep the competitive edge. We are not
your competition.

Robert M. Krueger
Vice President,
Networks Product Division
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I b
INTRODUCTION &

Advanced Micro Devices was the first company in the industry to offer a complete
802.3/Ethernet chip set in 1985. Today, AMD is a leading supplier of integrated circuits to
the local area network and the wide area network marketplace. Our total portfolio includes
products for 802.3/Ethemnet, Fiber Distributed Data Interface (FDDI), ESCON, Fiber Chan-
nel and ISDN applications. This rich mix of products reflects AMD’s commitment to your
needs and insures leadership in this exciting marketplace.

This handbook includes a complete offering of solutions for the systems architect/designer
of 802.3/Ethemet local area network (LAN) applications.

AMD Value Proposition
AMD provides products that accelerate your products’ time-to-market.

Our products are supported with software and board level solutions to accelerate the design
cycle. Agreat emphasis is placed on standards compliance, interoperability testing and sys-
tems verification of our integrated circuits.

Many of AMD’s products result from joint development programs with premier networking
systems corporations. This ensures optimal product definition and system verification.
Examples of joint development efforts include Digital Equipment Corporation, Hewlett-
Packard Corporation, 3COM Corporation, and SynOptics Communications, Inc.

Motherboards

AMD is the leading supplier of 802.3/Ethernet ICs to the motherboard marketplace. This
market includes engineeringworkstations and personal computer platforms. AMD offers so-
lutions for both 16-bit and 32-bit microprocessor busses. The industry’s most widely de-
signed in Ethernet controller, the Am7990 LANCE, defined the industry preferred architec-
ture for efficient software interface in high-performance applications. AMD’s second gen-
eration Ethernet controller, the Am79C900 ILACC, offers an easy migration path to 32-bit
applications. The ILACC has a higher level of integration and performance, while taking ad-
vantage of the existing software development investment. Software drivers written for the
Am7990 LANCE can easily be converted to serve the Am79C900 ILACC.

Complementing the controller offering are a Manchester encoder/decoder and several
physical layer devices for either thick coax Ethernet/IEEE 802.3 (10BASES5), thin coax
Cheapernet/IEEE 802.3 (10BASE2), or twisted pair Ethernet/IEEE 802.3 (10BASE-T). The
Am79C98, Twisted Pair Ethernet Transceiver (TPEX), has a special power-down feature,
sleep mode, optimal for PC laptop applications.

Medium Attachment Units

For medium attachment units (MAUSs), also known as stand-alone transceivers, AMD offers
two products. The original Ethernet/802.3 10BASE5 and 10BASE2 transceiver, the
Am7996, is a proven industry solution used extensively in all markets. An evaluation board,
the Am7996EVAL-HW, facilitates rapid design and production of Am7996 based MAUs.

The second device, the Am79C98 Twisted Pair Ethemet Transceiver (TPEX), is AMD’s
offering for the 802.3 10BASE-T market. The Am79C98 is a highly integrated device that
allows for a very cost-effective LAN system implementation using 10BASE-T medium
attachment units. The Am79C98 is also supported by a stand-alone evaluation board, the
Am79C98EVAL-HW, to speed progress along the learning curve.
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Multiport Repeaters ,

Mutltiport repeaters, hubs and concentrators have been used in the industry for many years
in coaxial cable networks. With the emergence of 10BASE-T and its structured cabling sys-
tem or physical star configuration, the multiport repeater has become an essential part of a
local area network. Without a 10BASE-T multiport repeater there is no 10BASE-T network.

The principal value of a 10BASE-T local area network is that it allows the network manager
to build, reconfigure and maintain a large and reliable network with a low-cost of ownership.
To improve reliability, reduce system cost, and allow for effective LAN management in a

~ 10BASE-T multiport repeater implementation, AMD has introduced the Am79C980 Inte-

grated Multiport Repeater (IMR). This device allows the system designer to easily develop
reliable, maintainable 10BASE-T multiport repeaters of various complexity and functional-
ity. The Am79C980 is supported by the IMR-VELCRO-HW kit to facilitate rapid design and
production of IMR based 10BASE-T hubs.

PC Add-on cards

AMD’s family of Ethernet controllers and transceivers are well suited for high performance
add-on card applications.

In 1989, AMD developed the industry’s first bus master PC add-on card forthe IBM PC/AT™
and compatibles. The AT half card, the LANCE-AT-KT, is supported with Novell NetWare™
certified driver software and a development monitor/debug program. This board allows the
system designer to easily evaluate the AMD devices. It also serves as a reference platform
for product development of PC add-on card products.

Similarly, the 32-bit LACC controller is supported by a 32-bit add-on card with a NU-bus™
interface, the ILACC-MAC-KT, for the Apple Macintosh Il family of computers.
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Am7990

Local Area Network Controller for Ethernet (LANCE)

1

Advanced
Micro
Devices

DISTINCTIVE CHARACTERISTICS

H Compatible with Ethernet and IEEE 802.3
10BASE 5 Type A, and 10BASE 2 Type B,
“Cheapernet”

B Easily interfaced with 80x86, 680x0, Am29000,
Z8000™, LSI-lI"™™ microprocessors

B On-board DMA and buffer management, 48
byte FIFO

B 24-bit wide linear addressing (Bus Master
Mode)

B Network and packet error reporting

B Back-to-back packet reception with as little as
4.1 psec interpacket gap time
B Diagnostic Routines
— Internal/external loop back
— CRC logic check
— Time domain reflectometer

GENERAL DESCRIPTION

The Am7990 Local Area Network Controller for Ethernet
(LANCE) is a 48-pin VLSI device designed to greatly
simplify interfacing a microcomputer or minicomputer to
an |[EEE 802.3/Ethernet Local Area Network. The
LANCE, in conjunction with the Am7992B Serial Inter-
face Adapter (SIA), Am7996, Am7997 or Am79C98
Transceiver, and closely coupled local memory and mi-

croprocessor, is intended to provide the user with a
complete interface module for an Ethernet network. The
Am7990 is designed using a scaled NMOS technology
and is compatible with a variety of microprocessors. On-
board DMA, advanced buffer management, and exten-
sive error reporting and diagnostics facilitate design and
improve system performance.
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RELATED AMD PRODUCTS
Part No. Description
Am7992B Serial Interface Adaptor (SIA)
Am7996 |EEE 802.3/Ethernet/Cheapernet Transceiver
Am79C900 | Integrated Local Area Communications Controller
Am79C98 Twisted Pair Ethernet Transceiver
Am79C980 | Integrated Multiport Repeater
CONNECTION DIAGRAMS
\./
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Pin 1 is marked for orientation.
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TYPICAL ETHERNET/CHEAPERNET NODE
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ORDERING INFORMATION
Standard Products

AMD standard products are available in several packages and operating ranges. The order number (Valid Combi-
nation) is formed by a combination of the following:

AM7990

C B /80

I———— REVISION

DEVICE NUMBER/DESCRIPTION -

Am7990

Local Area Network Controller for Ethernet

Valid Combinations

AM7990

DC, DCB,
PC, PCB,
JC, JCTR

/80

Revision of Die

80

= Current Rev.

OPTIONAL PROCESSING

Blank

B

TR

Standard Processing
Burn-in
Tape and Reel Packaging

TEMPERATURE RANGE
C = Commercial (0 to +70°C)

PACKAGE TYPE

P

D

J

= 48-Pin Plastic DIP (PD 048)
= 48-Pin Sidebrazed Ceramic (SD 048)
= 68-Plastic Leaded Chip Carrier

(PL 068)

SPEED OPTION
Not Applicable

Valid Combinations

The Valid Combinations table lists configura-
tions planned to be supported in volume for
this device. Consult the local AMD sales of-
fice to confirm availability of specific valid
combinations, to check on newly released
combinations, and to obtain additional data
on AMD's standard military grade products.
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PIN DESCRIPTION
A16 - A23
High Order Address Bus (Output Three State)

Additional address bits to access a 24-bit address.
These lines are driven as a Bus Master only.

ADR
Register Address Port Select (Input)

When LANCE is slave, ADR indicates which of the two
register ports is selected. ADR LOW selects register
data port; ADR HIGH selects register address port. ADR
must be valid throughout the data portion of the bus cy-
cle and is only used by the LANCE when CSis LOW.

ALE/AS

Address Latch Enable (Output, Three-State)

Used to demultiplex the DAL lines and define the ad-
dress portion of the bus cycle. This I/O pin is program-
mable through bit (01) of CSR3 .

As ALE (CSR3 (01), ACON = 0), the signal transitions
from a HIGH to a LOW during the address portion of the
transfer and remains LOW during the data portion. ALE
can be used by a Slave device to control a latch on the
bus address lines. When ALE is HIGH, the latchis open,
and when ALE goes LOW, the latch Is closed.

As AS (CSRs (01), ACON = 1), the signal pulses LOW
during the address portion of the bus transaction. The
LOW-to-HIGH transition of AS can be used by a Slave
device to strobe the address into a register.

The LANCE drives the ALE/AS line only as a Bus
Master.

BM«/BYTE, BMi/BUSAKO
(Output, Three-state)

The two pins are programmable through bit (00) of CSRa

BMo, BM1 — If CSR3(00) BCON = 0
PIN 15 = BMo (Output Three-state) (48-Pin DIPs)
PIN 16 = BM1 (Output Three-state) (48-Pin DIPs)

BMo, BM1 (Byte Mask). This indicates the byte(s) on the
DAL are to be read or written during this bus transaction.
The LANCE drives these lines only as a Bus Master. It
ignores the Byte Mask lines when it is a Bus Slave and
assumes word transfers.

Byte selection using Byte Mask is done as described by
the following table.

W1 WO

LOW LOW
LOW HIGH
HIGH LOW
HIGH

Whole Word
Upper Byte
Lower Byte
HIGH None

BYTE, BUSAKO — If CSR3 (00) BCON = 1

PIN 15 = BYTE (Output Three-state) (48-Pin DIPs)
PIN 16 = BUSAKO (Output) (48-Pin DIPs)

Byte selection may aiso be done using the BYTE line
and DALoo line, latched during the address portion of the
bus cycle. The LANCE drives BYTE only as a Bus Mas-
ter and ignores it when a Bus Slave selection is done
(similar to BMo, BMj).

Byte selection is done as outlined in the following table.
BYTE DALoo
LOW LOW
LOW HIGH
HIGH LOW
HIGH HIGH

Whole Word
lllegal Condition
Lower Byte
Upper Byte

BUSAKO is a bus request daisy chain output. If the chip
is_not requesting the bus and it receives HLDA,
BUSAKO will be driven LOW. If the LANCE is requesting
the bus when it receives HLDA, BUSAKO willl remain
HIGH.

Byte Swapping

Inorder to be compatible withthe variety of 16-bit micro-
processors available to the designer, the LANCE may
be programmed to swap the position of the upper and
lower order bytes on data involved in transfers with the
internal FIFO.

Byte swapping is done when BSWP = 1. The most sig-
nificant byte of the word in this case will appear on DAL
lines 7-0 andthe least significant byte on DAL lines 15-8.

When BYTE = H (indicating a byte transfer) the table in-
dicates on which part of the 16-bit data bus the actual
data will appear.

Whenever byte swap is activated, the only data that Is
swapped is data traveling to and from the FIFO.

Am7990 1-7
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Mode Bits
BSWP =0 BSWP =1
Signal Line | and BCON=1 | and BCON =1
BYTE =L and Word Word
DALoo =L
BYTE =L and llegal llegal
DALoo = H
BYTE = H and Upper Byte Lower Byte
DALoo = H
BYTE = H and Lower Byte Upper Byte
DALoo = L
CLSN

Collision (Input)

A logical input that indicates that a collision is occurring
on the channel.

cs

Chip Select (Input)

Indicates, when asserted, that the LANCE s the slave
device of the data transfer. CS must be valid throughout

the data portion of the bus cycle. CS must not be as-
serted when HLDA is LOW

DALy — DAL+s
Data/Address Lines (Input/Output, Three-State)

The time multiplexed Address/Data bus. During the ad-
dress portion of a memory transfer, DALoo — DAL 15 con-
tains the lower 16 bits of the memory address. The up-
per 8 bits of address are contained in A1s — Aza.

During the data portion of a memory transfer, DALoo —

DAL1scontains the read or write data, depending on the
type of transfer.

The LANCE drives these lines as a Bus Masterand as a
Bus Slave.

DALI
Data/Address Line In (Output, Three-State)

An external bus transceiver control line. DAL is as-
serted whenthe LANCE reads from the DAL lines. It will
be LOW during the data portion of a READ transfer and
remain HIGH for the entire transfer if it isa WRITE. DALI
is driven only when LANCE is a Bus Master.

DALO
Data/Address Line Out (Output, Three-State)

An external bus transceiver control line. DALO is as-
serted whenthe LANCE drives the DAL lines. DALO will
be LOW only during the address portion if the transfer is
aREAD. Itwillbe LOW for the entire transfer if the trans-
feris a WRITE. DALQO is driven only when LANCE is a
Bus Master.

DAS

Data Strobe (Input/Output, Three-State)

Defines the data portion of the bus transaction. DAS is
high during the address portion of a bus transaction and
low during the data portion. The LOW-to-HIGH transi-
tion can be used by a Slave device to strobe bus data
into a register. DAS is driven only as a Bus Master.

HLDA

Bus Hold Acknowledge (Input)

A response to HOLD. When ALDA is LOW in response
to the chip’s assertion of HOLD, the chip is the Bus
Master.

During bus master operation the LANCE waits for HLDA
to be deasserted ‘HIGH’ before reasserting HOLD
‘LOW’. This insures proper bus handshake under all
situations.

HOLD/BUSRQ

Bus Hold Request (Output, Open Drain)

Asserted by the LANCE when it requires access to
memory. HOLD is held LOW for the entire ensuing bus
transaction. The function of this pin is programmed

through bit (00) of CSRs. Bit (00) of CSRs is cleared
when RESET is asserted.

When CSRs (00) BCON =0

PIN 17 = HOLD (Output Open Drain and input sense)
(48-Pin DIPs)

When CSRs (00) BCON = 1
PIN 17 = BUSRQ (I/O Sense, Open Drain) (48-Pin DIPs)

If the LANCE wants to use the bus, it looks at HOLD/
BUSRQ; if itis HIGH the LANCE can pull it LOW and re-
questthe bus. If itis already LOW, the LANCE waits forit
to go inactive-HIGH before requesting the bus.

INTR
Interrupt (Output, Open Drain)

An attention signal that indicates, when active, that one
or more of the following CSRo status flags is set: BABL,
MERR, MISS, RINT, TINT or IDON. INTR is enabled by
bit 06 of CSRO (INEA = 1). INTR remains asserted until
the source of Interrupt is removed.

RCLK

Receive Clock (Input)

A 10 MHz square wave synchronized to the Receive
data and only active while receiving an Input Bit Stream.
READ

(Input/Output, Three-State)

Indicates the type of operation to be performed in the
current bus cycle. This signals an output when the
LANCE is a Bus Master.

1-8 Am7990
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High — Data is taken off the DAL by the LANCE.
Low - Data is placed on the DAL by the LANCE.
The signal is an input when the LANCE is a Bus Slave.
High — Data is placed on the DAL by the LANCE.
Low - Data is taken off the DAL by the LANCE.

READY

(Input/Output, Open Drain)

When the LANCE is a Bus Master, READY is an asyn-
chronous acknowledgment from the bus memory that it

will accept data in a WRITE cycle or that it has put data
on the DAL lines in a READ cycle.

As a Bus Slave, the LANCE asserts READY when it has
put data on the DAL lines during a READ cycle or is
about to take data off the DAL lines during a write cycle.
READY is a response to DAS and will return High after
DAS has gone High. READY is an input when the
LANCE is a Bus Master and an output whenthe LANCE
is a Bus Slave.

RENA

Receive Enable (Input) -

A logical input that indicates the presence of carrier on
the channel.

RESET

Reset (Input)

Bus Request Signal. Causes the LANCE to cease op-
eration, clear its internal logic, force all three-state
buffers to the high impedance state, and enter an idle
state with the stop bit of CSRo set. It is recommended
that a 3.3 kQ pullup resistor be connected to this pin.

RX
Receive (Input)
Receive Input Bit Stream.

TCLK
Transmit Clock (Input)
10 MHz clock.

TENA
Transmit Enable (Output)

Transmit Output Bit Stream enable. When asserted, it
enables valid transmit output (TX).

X
Transmit (Output)
Transmit Output Bit Stream.

Vee

Power supply pin +5 volt +5%

Itis recommendedthat a 0.1 uF and a 10 pF decoupling
capacitors be used between Vcc and Vss.

Vss
Ground

Pin 1 and 24 (48-Pin DIPs) should be connected to-
gether externally, as close to the chip as possible.

Am7990 1-9
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FUNCTIONAL DESCRIPTION

The parallel interface of the Local Area Network Control-
ler for Ethernet (LANCE) has been designed to be
“friendly” or easy to interface to a variety of popular
16-bit microprocessors. These microprocessors include
the Z8000, Am29000, 80x86, 680x0 and LSI-11. The
LANCE has a 24-bit wide linear address space whenitis
in the Bus Master Mode, allowing it to DMA directly into
the entire address space of the above microprocessors.
A programmable mode of operation allows byte ad-

dressing in one of two ways: a Byte/Word control signal
compatible with the 8086 and Z8000 or an Upper Data
Strobe and Lower Data Strobe signal compatible with
microprocessors such as the 68000. A programmable
polarity on the Address Strobe signal eliminates the
need for external logic. The LANCE interfaces with both
multiplexed and demultiplexed data busses and fea-
tures control signals for address/data bus transceivers.

Data and Address
Address Bits

Bits 0-15 16 -23 Control
At - A3 > Buffer
CPU
DALo - DALis <:> Bufer :>
ALE

A6 - A23

A\ VAR Vg

DALo - DAL1s Aie - A2z Control

LANCE
DALo - DAL1s
> Buffer ).
ALE
ADR
Latch
ALE N :> q e
Ate - Aoa > Decoder CS
05698D-005A

Figure 1-1. LANCE/CPU Interfacing — Multiplexed Bus
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< > Data/Address
Bits 0-15
Ao-Ais <—_|
< Latch
ALE
A16-A:
167223 Buffer Address
e | Bits 16-23
LANCE
Ao-A23 Cs
Decode >

Vv

05698D-006A

Figure 1-2. LANCE/CPU Interfacing—Demultiplexed Bus

During initialization, the CPU loads the starting address
of the initialization block into two internal control regis-
ters. The LANCE has four internal control and status
registers (CSRuo, 1, 2,3) which are used for various func-
tions, such as the loading of the initialization block ad-
dress, different programming modes and status condi-
tions. The host processor communicates with the
LANCE during the initialization phase, for demand
transmission, and periodically to read the status bits fol-
lowing interrupts. All other transfers to and from the
memory are automatically handled as DMA.

Interrupts to the microprocessor are generated by the
LANCE upon: 1) completion of its initialization routine,
2) the reception of a packet, 3) the transmission of a
packet, 4) transmitter timeout error, 5) a missed packet
and 6) memory error.

The cause of the interrupt is ascertained by reading
CSRuo. Bit (06) of CSRo, (INEA), enables or disables in-
terrupts to the microprocessor. In systems where polling
is used in place of interrupts, bit (07) of CSRo, (INTR),
indicates an interrupt condition.

The basic operation of the LANCE consists of two dis-
tinct modes: transmit and receive. In the transmit mode,
the LANCE chip directly accesses data (in a transmit
buffer) in memory. It prefaces the data with a preamble,
sync pattern, and calculates and appends a 32-bit CRC.
On transmission, the first byte of data loads into the
48-byte FIFO. The LANCE then begins to transmit pre-
amble while simultaneously loading the rest of the
packet into FIFO for transmission.

In the receive mode, packets are sent via the Am7992B
SIA to the LANCE. The packets are loaded into the
48-byte FIFO for preparation of automatic downloading
into buffer memory. A CRC is calculated and compared
with the CRC appended to the data packet. If the calcu-
lated CRC checksum doesn’'t agree with the packet
CRC, an error bit is set.

Addressing

Packets can be received using 3 different destination
addressing schemes: physical, logical and promiscu-
ous.

The first type is a full comparison of the 48-bit destina-
tion address in the packet with the node address that
was programmed into the LANCE during an initialization
cycle. There are two types of logical address. One is
group type mask where the 48-bit address in the packet
is put through a hash filter to map the 48-bit physical ad-
dresses into 1 of 64 logical groups. If any of these 64
groups have been preselected as the logical address,
then the 48-bit address is stored in main memory. At this
time, a look up is performed by the host computer com-
paring the 48-bit incoming address with the pre-stored
48-bit logical address. This mode can be useful if send-
ing packets to all of a particular type of device simultane-
ously (i.e., send a packet to all file servers or all printer
servers). Additional details on logical addressing can be
found inthe INITIALIZATION section under “Logical Ad-
dress Filter”. The second logical address is a broadcast
address where all nodes on the network receive the
packet. The last receive mode of operation is the so-
called “promiscuous mode” in which a node will accept
all packets on the coax regardiess of their destination
address.

Collision Detection and Implementation

The Ethernet CSMA/CD network access algorithm is
implemented completely within the LANCE. In addition
to listening for a clear coax before transmitting, Ethernet
handles collisions in a predetermined way. Should two
transmitters attempt to seize the coax at the same time,
they will collide and the data on the coax will be garbled.
The transmitting nodes listen while they transmit, detect
the collision, then continue to transmit for a predeter-
mined length of time to “jam” the network and ensure
that all nodes have recognized the collision. The trans-
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mitting nodes then delay a random amount of time ac-
cording to the Ethernet “truncated binary backoff” algo-
rithm in order that the colliding nodes don't try to
repeatedly access the network at the same time. Up to
16 attempts to access the network are made by the
LANCE before reporting back an error due to excessive
collisions.

Error Reporting and Diagnostics

Extensive error reporting is provided by the LANCE.
Error conditions reported relate either to the network as
a whole or to data packets. Network-related errors are
recorded as flags in the CSRs and are examined by the
CPU following interrupt. Packet-related errors are writ-
ten into descriptor entries corresponding to the packet.

System errors include:

H Babbling Transmitter

— Transmitter attempting to transmit more
than 1518 data bytes.

W Collision

— Collision detection circuitry nonfunctional
H Missed Packet

— Insufficient buffer space
B Memory timeout

— Memory response failure

Packet-related errors:

m CRC

- Invalid data
B Framing

— Packet did not end on a byte boundary
B Overflow/Underflow

— Indicates abnormal latency in servicing
a DMA request

B Buffer
- Insufficient buffer space available

The LANCE performs several diagnostic routines which
enhance the reliability and integrity of the system. These
include a CRC logic check and two loop back modes (in-
ternal/external). Errors may be introduced into the sys-
tem to check error detection logic. A Time Domain
Reflectometer is incorporated into the LANCE to aid
system designers locate faults in the Ethernet cable.
Shorts and opens manifest themselves in reflections
which are sensed by the TDR: )
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Transmit Descriptor for 1st Data Buffer
Transmit Descriptor for 2nd Data Buffer
Transmit Descriptor for 3rd Data Buffer

Receive Descriptor for 1st Data Buffer
Receive Descriptor for 2nd Data Buffer
Receive Descriptor for 3rd Data Buffer

Receive Descriptor for Nth Data Buffer

Initialization
Block

Transmit
Descriptor
Ring

(4 words
per entry)

Receive
Descriptor
Ring

(4 words
per entry)

v Transmrt Data Buﬂer #1 _ A
Transmlt Data Buﬁer #2 .
s T Transmit
Transm:t Data Buffer #3 Data
— T Buffers
__Tran: tData Buﬂer #N |/
_ _R elve Data Buffer #1 . )
Recelve Data Buﬁer #2 )
Receive
Recelve Data Buﬁer #3 > Data
=T T Buffers
Receive Data Buffer #N J 05698D-007A

Figure 2-1. LANCE/Processor Memory Interface
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LANCE CSR Registers

Receive Descriptor Rings Receive Buffer

— Pointer to Initialization Block |

Data
Address of Receive Buffer 1 / Packet
Buffer 1 Status 1
Buffer 1 Byte Count
Buffer 1 Message Count —1 plz::(aet
2 2
e 2
Initialization
Block 2
2 [ ]
—» Mode of Operation ° .
L]
Physical Address l:l
Logical Address Filter N [ pgﬁ,tfet
Pointer to Receive Rings ﬁ N

Number of Receive Entries (N)
Pointer to Transmit Ring

Transmit Descriptor Rings

Transmit Buffer

Number of Transmit Entries (M)

2\ Data

Address of Transmit Buffer 1 Packet

Buffer 1 Status 1

Buffer 1 Byte Count

Buffer 1 Error Status

Data
/ Packet
2

2

2

2

2 :
o °

®

[

M Data
M L Packet
M M
M

05698D-008A

Figure 2-2. LANCE Memory Management

Buffer Management

Akey feature of the LANCE and its on-board DMA chan-
nel is the flexibility and speed of communication
between the LANCE and the host microprocessor
through common memory locations. The basic organi-
zation of the buffer management is a circular queue of
tasks in memory called descriptor rings as shown in
Figures 2-1 & 2-2. There are separate descriptor rings to
describe transmit and receive operations. Up to 128
tasks may be queued up on a descriptor ring awaiting
execution by the LANCE. Each entry in a descriptor ring
holds a pointer to a data memory buffer and an entry for
the length of the data buffer. Data buffers can be
chained or cascaded to handle a long packet in multiple
data buffer areas. The LANCE searches the descriptor
rings in a “lookahead” manner to determine the next
empty buffer in order to chain buffers together or to han-
dle back-to-back packets. As each buffer is filled, the
“own” bit is reset, allowing the host processor to process
the data in the buffer.

LANCE Interface

CSRbits suchas ACON, BCON and BSWP are used for
programming the pin functions used for different inter-

facing schemes. For example, ACON is used to pro-
gram the polarity of the Address Strobe signal (ALE/AS).

BCON is used for programming the pins, for handling
either the BY TE/WORD method for addressing word or-
ganized, byte addressable memories where the BYTE
signal is decoded along with the least significant ad-
dress bit to determine upper or lower byte, or an explicit
scheme in which two signals labeled as BYTE MASK
(BMo and BM») indicate which byte is addressed. When
the BYTE scheme is chosen, the BM1 pin can be used
for performing the function BUSAKO.

BCON is also used to program pins for different DMA
modes. In a daisy chain DMA scheme, 3 signals are
used (BUSRQ, HLDA, BUSAKO)._In systems using a
DMA controller for arbitration, only HOLD and HLDA are
used.

LANCE in Bus Slave Mode

The LANCE enters the Bus Slave Mode whenever CS
becomes active. This mode must be entered whenever
writing or reading the four status control registers
(CSRo, CSR1, CSR2, and CSRs) and the Register
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Address Pointer (RAP). RAP and CSRo may be read or
written to at anytime, but the LANCE must be stopped
(by setting the stop bit in CSRo) for CSR1, CSRe, and
CSRs access.

Read Sequence (Slave Mode)

At the beginning of a read cycle, CS, READ, and DAS
are asserted. ADR also must be valid at this time. (If
ADRis a*“1”, the contents of RAP are placed onthe DAL
lines. Otherwise the contents of the CSR register ad-
dressed by RAP are placed on the DAL lines.) After the
data on the DAL lines become valid, the LANCE asserts
READY. CS, READ, DAS, and ADR must remain stable
throughout the cycle. Refer to Figure 3.

Write Sequence (Slave Mode)

This cycle is similar to the read cycle, except that during
this cycle, READ is not asserted (READ is LOW). The
DAL buffers are tristated which configures these lines as
inputs. The assertion of READY by LANCE indicates to
the memory device that the data on the DAL lines have
been stored by LANCE in its appropriate CSR register.

CS, READ, DAS, ADR and DAL <15:00> must remain
stable throughout the write cycle. Refer to Figure 4.

Note:

Timing parameter 62 does not apply in a slave write cy-
cle that sets the STOP bit in CSRo. Setting this bit gener-
ates a LANCE reset, which causes allbus control output
signals (including READY) to start floating about 100
nsec. after READY goes active. If DAS and CS are held
active for more than 400 nsec. after READY start to float,

the LANCE can start a second slave cycle. DAS andCS CS
should be deasserted within 400 nsec. after READY
starts to float to prevent this second slave cycle from
happening.

LANCE in Bus Master Mode

All data transfers from the LANCE in the bus Master
mode are timed by ALE, DAS, and READY. /. The auto-
matic adjustment of the LANCE cycle by the READY sig-
nal allows synchronization with variable cycle time
memory due either to memory refresh or to dual port ac-
cess. Bus cycles are a minimum of 600 ns in length and
can be increased in 100 ns increments.

Vs

DALo-DALis —(  ADDR >
alanns;

See
Note 1

=/
>
2]

READ DATA

58

6061

N\

READY

(OUTPUT
from LANCE)

‘

o.D

4
HOLD __/

®

Note:

®

1. There are two types of delays which depend on which internal register is accessed.

Type 1 refers to access of CSRo, CSR3 and RAP.

Type 2 refers to access of CSR1 and CSR2 which are longer than Type 1 delay.

05698D-009A

Figure 3. Bus Slave Read Timing
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Read Sequence (Master Mode)

The read cycle is begun by valid addresses being placed
on DALoo — DAL1sand Ass — A2s. The BYTE MASK sig-
nals are asserted to indicate a word, upper byte or lower
byte memory reference. READ indicates the type of cy-
cle. ALE or AS are pulsed, and the trailing edge of either
canbe usedto latch addresses. DALoo—DAL1sgointoa
3-state mode, and DAS falls LOW to signal the begin-
ning of the memory access. The memory responds by
placing READY LOW to indicate that the DAL lines have

valid data. The LANCE then latches memory dataonthe
rising edge of DAS, which inturn ends the memory cycle
and READY returns HIGH. Refer to Figure 5-1.

The bus transceiver controls, DALI and DALO, are used
to controlthe bus transceivers. DALI directs data toward
the LANCE, and DALO directs data or addresses away
fromthe LANCE. During a read cycle, DALO goes inac-
tive before DALIbecomes active to avoid “spiking” of the
bus transceivers.

NNN L
DALo - DAL15 ———OOC ADDR <X>§
YVV N

WRITE DATA

XXX

=
%)

o0 QORXXOOORRNRR

READY

(OUTPUT
from LANCE)

HOLI ____/

s _ JORKXXXXXA

X

@ 05698D-010A

'Figure 4. Bus Slave Write Timing

Write Sequence (Master Mode)

The write cycle is similar to the read cycle exceptthatthe
DALoo — DAL s lines change from containing addresses

to data after either ALE or AS goes inactive. After data is

valid on the bus, DAS goes active. Data to memory is
held valid after DAS goes inactive. Refer to Figure 5-2.
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TCLK

At — A23
BMo, BM1

ALE

DALo - DAL+s
(READ)

DALO
(READ)

DALI
(READ)

READ
(READ)

f

Address, BMo, BM1

|

!

@

S
S
=
<

e,

2
5 |©

|

W mDas \
_______< Kk
(49)
—_
I 49
N *
05698D-011A

Figure 5-1. Bus Master Read Timing (Single DMA Cycle)
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TCLK

z
®
@
f

g

I
.
B
\1' ®
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®
?
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BMo, BM; ) 7
N
ALE I
® N /
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pAs  _— f N i —
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(WRITE) ————;m Address m Data Out

I
DALO !
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(WRITE) SK\ | —3) .

DALI
(WRITE)

wed - ———A\\\ ,

05698D-012A

Figure 5-2. Bus Master Write Timing (Single DMA Cycle)
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HLDA
y— p
Bus b, Drivers Enabled E———
Master x
Drivers | ~
» @ > /—
RESET P
Note: 05698D-013A

1. RESET is an asynchronous input to the LANCE and is not part of the Bus Acquisition timing. When RESET is asserted, the

LANCE becomes a Bus Slave.

Figure 6. Bus Acquisition Timing

Differences Between Ethernet Versions 1 and 2

a. Version 2 spécifies that the collision detect of the a.

Differences Between IEEE 802.3 and Ethernet
IEEE 802.3 specifies a 2-byte length field rather

transceiver must be activated during the than atype field. The length field (802.3) describes

interpacket gap time.

b. Version 2 specifies some network management

functions, such as reporting the occurrence
collisions, retries and deferrals.

c. Version 2 specifies that when transmission

the actual amount of data in the frame.

b. IEEE802.3 allows the use of a PAD field in the data
section of a frame, while Ethernet specifies the

of minimum packet size at 64 bytes. The use of a PAD
allows the user to send and receive packets which
is have less than 46 bytes of data.

terminated, the differential transmit lines are driven A list of signifcant differences between Ethernet and

to 0 volt differentially (half step).

|EEE 802.3 at the physical layer include the following:

Common Mode Current
Receivet, Collisiont
Input Threshold

Fault Protection

IEEE 802.3 Ethernet
End of Transmission State | Half Step Full Step (Rev 1) or
Half Step (Rev 2)
Common Mode Voltage 55V 0-+5V

Lessthan1 mA | 1.6 mA +40%

+160 mV +175 mV
16V ov
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PROGRAMMING

This section defines the Control and Status Registers
and the memory data structures required to programthe
Am7990 (LANCE).

Programming the Am7990 (LANCE)

The Am7990 (LANCE) is designed to operate in an envi-
ronment that includes close coupling with local memory
and microprocessor (HOST). The Am7990 LANCE is
programmed by a combination of registers and data
structures resident within the LANCE and memory reg-
isters. There are four Control and Status Registers
(CSRs) within the LANCE which are programmed by the
HOST device. Once enabled, the LANCE has the ability
to access memory locations to acquire additional oper-
ating parameters.

The Am7930 has the ability to do independent buffer
management as well as transfer data packets to and
from the Ethernet. There are three memory structures
accessed by the Chip:

1. Initialization Block — 12 words in contiguous
memory starting on a word boundary. It also
contains the operating parameters necessary for
device operation. The initialization block is
comprised of:

W Mode of Operation

Physical Address

Logical Address Mask

Location to Receive and Transmit Descriptor

Rings
B Number of Entries in Receive and Transmit

Descriptor Rings

2. Receive and Transmit Descriptor Rings — Two ring
structures, one each for incoming and outgoing
packets. Each entry in the rings is 4 words long and
each entry must start on a quadword boundary. The
Descriptor Rings are comprised of:

B The address of a data buffer
B The length of that data buffer
B Status information associated with the buffer

3. Data Buffers — Contiguous portions of memory
reserved for packet buffering. Data buffers may
begin on arbitrary byte boundaries.

In general, the programming sequence of the LANCE
may be summarized as:

1. Program the LANCE’s CSRs by a host device to
locate an initialization block in memory. The byte
control, byte address, and address latch enable
modes are also defined here.

2. The LANCE loads itself with the information
contained within the initialization block.

3. The LANCE accesses the descriptor rings for
packet handling.

Control and Status Registers

There are four Control and Status Registers (CSRs) on
the chip. The CSRs are accessed through two bus
addressable ports, an address port (RAP) and a data
port (RDP).

Accessing the Control and Status Registers

The CSRs are read (or written) in a two step operation.
The address of the CSR to be accessed is written into
the RAP during a bus slave transaction. During a subse-
quent bus slave transaction, the data being read from
(orwritten into) the RDP is read from (or written into) the
CSR selected in the RAP.

Once written, the address in RAP remains unchanged
until rewritten.

To distinguish the data port from the address port, a dis-
crete 1/O pin is provided.

ADR /O Pin Port

L Register Data Port (RDP)
H Register Address Port (RAP)
Register Data Port (RDP)
15 0
CSR DATA
05698D-014A
Bit Name Description

15:00 CSRData Writing data into RDP writes the
data into the CSR selected in
RAP. Reading the data from the
RDP reads the data from the
CSR selected in RAP. CSRy,
CSR2 and CSRs are accessible
only when the STOP bit of CSRo
is set.

If the STOP bit is not set while at-
tempting to access CSR1, CSR2
or CSRa, the LANCE will return
READY, but a READ operation
will return undefined data.
WRITE operation is ignored.
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Register Address Port (RAP)

~ ~— A
L— csRr 10
RES
05698D-015A
Bit Name Description
15:02 RES Reserved. Read as zeroes. Write
as zeroes.
01:00 CSR(1:0) CSR address select. READ/

WRITE. Selects the CSR to be
accessed through the RDP. RAP

is cleared by Bus RESET.
CSR(1:0) CSR

00 CSRo

01 CSR1

10 CSR2

11 CSRs

Control and Status Register Definition

Control and Status Register 0 (CSRo)

[T 1]
ERR I—I— INIT
BABL STRT
CERR —— STOP
MISS -——— TDMD
MERR TXON
RINT RXON
TINT INEA
IDON INTR
The LANCE updates CSRo by logical
“ORing” the previous and present

value of CSRo.
05698D-016A
Bit Name Description
15 ERR ERROR summary is set by the

“ORing” of BABL, CERR, MISS
and MERR. ERR remains set as
long as any of the error flags are
true.

ERR s read only; writing it has no
effect. It is cleared by Bus
RESET, setting the STOP bit, or
clearingthe individual error flags.

Bit

Name

Description

14

13

12

BABL

CERR

MISS

BABBLE is a transmitter timeout
error. It indicates that the trans-
mitter has been on the channel
longer than the time required to
send the maximum length
packet.

BABL is a flag which indicates
excessive length in the transmit
buffer. It will be set after 1519
data bytes have been transmit-
ted; the LANCE will continue to
transmit until the whole packet is
transmitted or until there is a fail-
ure before the whole packet is
transmitted. When BABL error
occurs, an interrupt will be gener-
ated if INEA = 1.

BABL is READ/CLEAR ONLY
and is set by the LANCE, and
cleared by writing a “1” into the
bit. Writing a “0” has no effect. Itis
cleared by RESET or by setting
the STOP bit.

COLLISION ERROR indicates
that the collision input to the
LANCE failed to activate within
2ps after a LANCE-initiated
transmission was completed.
The collision after transmission is
a transceiver test feature. This
function is also known as heart-
beat or SQE (Signal Quality Er-
ror) test.

CERR is READ/CLEAR ONLY
and is set by the LANCE and
cleared by writing a “1” into the
bit. Writing a “0” has no effect. Itis
cleared by RESET or by setting
the STOP bit. CERR error will not
cause aninterrupt to occur (INTR
=0).

MISSED PACKET is set when
the receiver loses a packet be-
cause it does not own any re-
ceive buffer, indicating loss of
data.

FIFO overflow is not reported
because there is no receive ring
entry in which to write status.

When MISS is set, an interrupt
will be generated if INEA = 1.

MISS is READ/CLEAR ONLY,
and is set by the LANCE and
cleared by writing a “1” into the
bit. Writing a “0” has no effect. Itis
cleared by RESET or by setting
the STOP bit.

Am7990
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Description

Bit

Name

Description

MEMORY ERROR is set when
the LANCE is the Bus Master and
has not received READY within
25.6 us after asserting the ad-
dress on the DAL lines.

When a Memory Error is de-
tected, the receiver and transmit-
ter are turned off (CSRo, TXON =
0, RXON = 0) and an interrupt is
generated if INEA = 1.

MERR is READ/CLEAR ONLY,
and is set by the LANCE and
cleared by writing a “1” into the
bit. Writing a “0” has no effect. Itis
cleared by RESET or by setting
the STOP bit.

RECEIVER INTERRUPT is set
when the LANCE updates an en-
try in the Receive Descriptor
Ring for the last buffer received
or reception is stopped due to a
failure.

When RINT is set, an interrupt is
generated if INEA = 1.

RINT is READ/CLEAR ONLY,
and is set by the LANCE and
cleared by writing a “1” into the
bit. Writing a “0”_has no effect. It
is cleared by RESET or by setting
the STOP bit.

TRANSMITTER INTERRUPT is
set when the LANCE updates an
entry in the transmit descriptor
ring for the last buffer sent or
transmission is stopped due to a
failure.

When TINT is set, an interrupt is
generated if INEA = 1.

TINT is READ/CLEAR ONLY
and is set by the LANCE and
cleared by writing a “1” into the
bit. Writing a “0” has no effect. Itis
cleared by RESET or by setting
the STOP bit.

INITIALIZATION DONE indi-
cates that the LANCE has com-
pletedthe initialization procedure
started by setting the INIT bit.
When IDON is set, the LANCE
has read the Initialization Block
from memory and stored the new
parameters.

When IDON is set, an interrupt is
generated if INEA = 1.

07

06

05

04

INTR

INEA

RXON

TXON

IDON is READ/CLEAR ONLY,
and is set by the LANCE and
cleared by writing a “1” into the
bit. Writing a “0” has no effect. Itis
cleared by RESET or by setting
the STOP bit.

INTERRUPT FLAG is set by the
“ORing” of BABL, MISS, MERR,
RINT, TINT and IDON. If INEA =
1and INTR = 1, the INTR pin will
be LOW.

INTR is READ ONLY;; writing this
bit has no effect. INTR is cleared
by RESET, by setting the STOP
bit, or by clearing the condition
causing the interrupt.
INTERRUPT ENABLE allows
the INTR pin to be driven LOW
when the Interrupt Flag is set. If
INEA=1and INTR =1, the INTR
pin will be Low. If INEA = 0, the
INTR pin will be HIGH, regard-
less of the state of the Interrupt
Flag.

INEA is READ/WRITE and
cleared by RESET or by setting
the STOP bit.

INEA cannot be set while STOP
bit is set. INEA can be set in par-
allel or after INIT and/or STRT bit
are set.

RECEIVER ON indicates thatthe
receiver is enabled. RXON is set
when STRT is set if DRX = 0 in
the MODE register in the initiali-
zation block and the initialization
block has been read by the
LANCE by setting the INIT bit.
RXON: is cleared when IDON is
set from setting the INIT bit and
DRX=1inthe MODE register,or
a memory error (MERR) has oc-
curred. RXON is READ ONLY;
writing ‘this bit has_no etfect.
RXON is cleared by RESET or by
setting the STOP bit.
TRANSMITTER ON indicates
that the transmitter is enabled.
TXON is set when STRT is set if
DTX = 0 in the MODE register in
the initialization block and the
INIT bit has been set. TXON is
cleared when IDON is set and
DTX =1 inthe MODE register, or
an error, such as MERR, UFLO
or BUFF, has occurred during
transmission.

Bit Name
11 MERR
10 RINT

09 TINT

08 IDON
1-22
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Bit Name Description Bit Name Description
TXON is READ ONLY; writing STRT is READ/WRITE and is set
this bit has_no effect. TXON is with one only. Writing a “0” into
cleared by RESET or by setting this bit has_no_effect. STRT is
the STOP bit. cleared by RESET or by setting
03 TDMD  TRANSMIT DEMAND, when set, the STOP bit.
causes the LANCE to access the 00 INIT INITIALIZE, when set, causes
Transmit Descriptor Ring without the LANCE to begin the initializa-
waiting for the politime interval to tion procedure and access the In-
elapse. TDMD need not be set to itialization Block. The STOP bit
transmit a packet; it merely has- must be set prior to setting the
tens the LANCE's response to a INIT bit. Setting INIT clears the
Transmit Descriptor Ring entry STOP bit.
insertion by the host. INIT is READ/WRITE WITH “1”
TDMD is WRITE WITH ONE ONLY. Writing a “0” into this bit
ONLY and is cleared by the has no effect. INIT is cleared by
microcode after it is used. It may RESET or by setting the STOP
read as a “1”for a short time after bit.
it is written because the . . -
microcode may have been busy Since the setting of status bits in
when TDMD was set. It is also CSRo is independent of the tim-
cleared by RESET or by setting ing of the slave read cycle, it is
the STOP bit. Writing a “0” in this possible for external events to
bit has no effect. cause some of the bits to change
02 STOP  STOP disables the LANCE from " the middie of a fead cycle. In
all external activity when set and g%é%l aMISSeIDON én d INTﬁ
clears the internal logic. Setting bits can chanae durin d
STOP is the equivalent of assert- 1S can change during a reac cy-
ing RESET. The LANCE remains cle, while MERR, RINT and TINT
inactive and STOP remains set can nqt. This is not a problem if
untilthe STRT or INIT bitis set. If CSRo is read only within the first
STRT, INIT and STOP are all set few instructions of an interrupt
together, STOP will override the service routine since the events
other bits and only STOP will be that cause these bits to change
set. are widely spaced intime relative
STOP is READ/WRITE WITH g;gssgg?ngfr%‘g{iiﬂf execute
ONE ONLY and set by RESET. '
Writing a “0" to this bit has no ef- Control and Status Register 1 (CSR1)
fect. STOP is cleared by selting e ApwRiTE:  Accessible only when the STOP
either INIT or STRT. CSRi, . Rois 2 ONE and RAP
CSR2, and CSRa must be re- bit of GSRo 15 2 and RAF =
loaded when the STOP bit is set. 01. Conctjenft o(f: ScsmS is not
01 STRT START enables the LANCE to gzzf?éeonzter Ros STOP DI
send and receive packets, per- ’
form direct memory access, and 15 10
do buffer management. The
STOP bit must be set prior to set-
ting the STRT bit. Setting STRT “— o L ,
clears the STOP bit. 1 0
|IADR
(15:01)
05698D-017A
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Bit Name Description Bit Name Description
15:01 IADR The low order 15 bits of the 15:03 RES Reserved. Read as zeroes. Write
address of the first word (lowest . aszeroes.
address) in the Initialization  gp BSWP  BYTE SWAP allows the chip to
Block. operate in systems that consider
00 Must be zero. bits (15:08) of data to be pointed
. at an even address and bits
Control and Status Register 2 (CSR2) (07:00) to be pointed at an odd
READ/WRITE: Accessible only when the STOP address.
bit of CSRo is a ONE and RAP = When BSWP = 1, the LANCE will
10. Content of CSRz is not pre- swap the high and low bytes on
served after CSR’s STOP bit is DMA data transfers between the
set to one. FIFO and bus memory. Only data
8 7 from FIFO transfers is swapped,;
18 0 the Initialization Block data and
I ] the Descriptor Ring entries are
NOT swapped.
~ ~ % ~ < BSWP is READ/WRITE and
| L— IADR (23:16) cleared by RESET or by setting
RES the STOP bit in CSRo.
05698D-018A 01 ACON ALE CONTROL defines the as-
. sertive state of ALE when the
Bit Name  Description LANCE is a Bus Master. ACON is
READ/WRITE and clear:
15:08 RES Reserved. Read as zeroes. Write RESETN;lnd by saettcijn; t?\?a %qrgg
as zeroes. o
07:00  IADR  The high order 8 bits of the ad bitin CSRo.
: e high order 8 bits of the ad-
dress of the first word (lowest ad- ACON ALE
dress) in the initialization Block. 0 Asserted HIGH
1 Asserted LOW

Control and Status Register 3 (CSR3)
CSRs allows redefinition of the Bus Master interface.

When ALE is programmed to be asserted LOW, a nega-
tive going pulse of less than 10 ns. duration can occur at

READ/WRITE: Accessible On'y when the STOP the end of a bus master cycle just after HOLD is
bit of CSRoisONE and RAP =11. deasserted.
CSRs is cleared by RESET orby BCON  BYTE CONTROL redefines the
‘ Settlng the STOP bit in CSRo. Byte Mask and Hold VO pinS.
15 3210 BCON is READ/WRITE and
cleared by RESET or by setting
. — l_ the STOP Fnt in CS.Ro. .
Y BCON BCON Pin16 Pin15 Pini17
ACON 0 BM; BMo HOLD
—— BSWP 1 BUSAKO BYTE BUSRQ
RES All data transfers from the LANCE in the Bus Master
05698D-019A mode are in words. However, the LANCE can handle
odd address boundaries and/or packets with an odd
number of bytes.
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Initialization

Initialization Block

Chip initialization includes the reading of the initializa-
tion block in memory to obtain the operating parame-
ters. The following is a definition of the Initialization
Block.

The Initialization Block is read by the LANCE when the
INIT bitin CSRo is set. The INIT bit should be set before
or concurrent with the STRT bit to insure proper pa-
rameter initialization and chip operation. After the
LANCE has read the Initialization Block, IDON is set in

CSRo and an interrupt is generated if INEA = 1.

Higher Address TLEN-TDR (23:16) IADR +22
TDRA (15:00) IADR +20
RLEN-RDRA (23:16) IADR +18
RDRA (15:00) IADR +16
LADREF (63:48) IADR +14
LADREF (47:32) IADR +12
LADREF (31:16) IADR +10
LADRF (15:00) IADR +08
PADR (47:32) IADR +06
PADR (31:16) IADR +04
PADR (15:00) IADR +02
Base Address of Block MODE IADR +00

Mode

The Mode Register allows alteration of the LANCE’s op-
erating parameters. Normal operation is with the Mode
Register clear.

1514 76543210

" L}:DRX
DTX
LOOP
DTCR
coLL
DRTY
INTL
RES

PROM
05698D-020A

Bit Name
15 PROM

Description

PROMISCUOUS mode. When
PROM = 1, all incoming packets
are accepted.

RESERVED. Read as zeroes.
Write as zeroes.

14:07 RES

Bit

Name

Description

06

05

INTL

DRTY

INTERNAL LOOPBACK is used
with the LOOP bit to determine
where the loopback is to be done.
Internal loopback allows the chip
to receive its own transmitted
packet. Since this represents full
duplex operation, the packet size
is limited to 8-32 bytes. Internal
loopback in the LANCE is opera-
tional when the packets are ad-
dressed to the node itself.

The Lance will not receive any
packets externally whenitisinin-
ternal loopback mode.

EXTERNAL LOOPBACK allows
the LANCE to transmit a packet
through the SIA transceiver ca-
ble out to the Ethernet coax. It is
used to determine the operability
of all circuitry and connections
between the LANCE and the co-
axial cable. Multicast addressing
in external loopback is valid only
when DTCR = 1 (user needs to
append the 4 bytes CRC).

In external loopback, the LANCE
also receives packets from other
nodes. The FIFO READ/WRITE
pointers may misalign in the
LANCE under heavy traffic. The
packet could then be corrupted or
not received. Therefore, the ex-
ternal loopback execution may
needtoberepeated. See specific
discussion under “Loopback” in
later section.

INTL is only valid if LOOP = 1;
otherwise, it is ignored.

LOOP INTL LOOPBACK
0 X No loopback,
normal
1 0 External
1 1 Internal
DISABLE RETRY. When

DRTY = 1, the LANCE will at-
tempt only one transmission of a
packet. If there is a collision on
the first transmission attempt, a
Retry Error (RTRY) will be re-
ported in Transmit Message
Descriptor 3 (TMD3).

Am7990
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Bit Name Description Bit Name Description
04 COLL FORCE COLLISION. This bit al- In loopback mode, transmit data
) lows the collision logic to be chaining is not possible. Receive
tested. The LANCE mustbe inin- data chaining is possible if re-
ternal loopback mode for COLL ceive buffers are 32 bytes longto
tobe valid. If COLL = 1, a collision allow time for lookahead.
will be forced during the subse- 4 DTX  DISABLE THE TRANSMITTER
quent transmission attempt. This causes the LANCE to not access
will result in16 total transmission the Transmitter Descriptor Ring,
attempts with a retry error re- and therefore, no transmissions
ported in TMDs. are attempted. DTX = 1 will clear
03 DTCR DISABLE TRANSMIT CRC. the TXON bit in CSRo when in-
When DTCR = 0, the transmitter itialization is complete.
will generate and appenda CRC g DRX  DISABLE THE RECEIVER
to the transmitted packet. When causes the LANCE to reject allin-
DTCR =1, the CRC logic is allo- coming packets and not access
pated tothe receiver and no CRC the Receive Descriptor Ring.
is generated and sent with the DRX = 1 will clear the RXON bitin
transmitted packet. the CSRo when initialization is
During loopback, DTCR = 0 will complete.
cause a CRC to be generated on 47 10
the transmitted packet, but no
CRC check will be done by the | |
receiver since the CRC logic is
shared and cannot generate and ~ - — L o
check CRC at the same time. L pPADR (47:01)
The generated CRC will be writ- 05698D-021A
ten into memory with the data )
and can be checked by the host  47.00  PADR ~ PHYSICAL ADDRESS is the
: ) unique 48-bit physical address
It DTCR = 1 during loopback, the assigned to the LANCE. PADR
host software must append a (0) must be zero.
CRC value to the transmit data. .
The receiver will check the CRC Logical Address Filter
on the received data and report 63 0
any errors. LADRF
02 LOOP LOOPBACK allows the LANCE
to operate in full duplex mode for 05698D-022A
test purposes. The packet size is .
limited to 8-32 bytes.The re-  Bit Name  Description
ceived packet can be up to 36 63:00 LADRF The 64-bit mask used by the
bytes (32 + 4 bytes CRC) when LANCE to accept logical
DTCR = 0. During loopback, the addrosses P 9
runt packet filter is disabled be- ’
cause the maximum packet is The purpose of logical (or group or multicast) addresses
forced to be smaller than the is to allow a group of nodes in a network to receive the
minimum size Ethernet packet same message. Each node can maintain a list of multi-
(64 bytes). cast addresses that it will respond to. The logical ad-
LOOP = 1 allows simultaneous dress filter mechanism in the LANCE is a hardware aide
transmission and reception for a that reduces the average amount of host computer time
message constrained to fit within required to determine whether or not an incoming
the FIFO. The LANCE waits until packet with a multicast destination address should be
the entire message is inthe FIFO ~ accepted.
before serial transmission be-  yng ogical address filter hardware is an implementation
?;Ps.hThgérgcf)mmg d;ta stream ¢ 3 hash code searching technique commonly used by
l; s the . (;or&be‘ ind ﬁs tis  software programmers. If the multicast bit of the desti-
€ing demp 1ed. owr;ght ?:"%' nation address of an incoming packet is set, the hard-
::ewe messaage outtobt e §)  Waremaps this address into one of 64 categories which
rgcrgp?trirc])cr)masogesars‘g o €gin unti correspond to 64 bits in the Logical Address Filter Reg-
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ister. The hardware then accepts or rejects the packet
depending on the state of the bit in the Logical Address
Filter Register which corresponds to the selected cate-
gory. For example, if the address maps into category 24,
and bit 24 of the logical address filter register is set, the
packet is accepted.

A node canbe made a member of several groups by set-
ting the appropriate bits in the logical address filter
register.

The details of the hardware mapping algorithm are as
follows:

If the first bit of an incoming address is a “1” [PADR (0)
=1], the address is deemed logical and is passed
through the logical address filter.

The logical address filter is a 64-bit mask composed of
four sixteen-bit registers, LADRF (63:00) in the initiali-
zation block, that is used to accept incoming Logical Ad-
dresses. The incoming address is sent through the CRC
circuit. After all 48 bits of the address have gone through
the CRC circuit, the high order 6 bits of the resultant
CRC (32-bit CRC) are strobed into a register. This regis-
ter is used to select one of the 64-bit positions in the
Logical Address Filter. If the selected filter bit is a “1”, the
address is accepted and the packet will be put in mem-
ory. The logical address filter only assures that there is a
possibility that the incoming logical address belongs to
the node. To determine if it belongs to the node, the in-
coming logical address that is stored in main memory is
compared by software to the list of logical addresses to
be accepted by this node.

The task of mapping a logical address to one of 64-bit
positions requires a simple computer program (see Ap-
pendix A) which uses the same CRC algorithm (used in
LANCE and defined per Ethernet) to calculate the
HASH (see Figure 7).

Driver software that manages a list of multicast ad-
dresses canwork as follows. First the multicast address
list and the logical address filter must be initialized.
Some sort of management function such as the driver
initialization routine passes to the driver a list of ad-
dresses. For each address in the list the driver uses a
subroutine similar to the one listed in the appendix to set
the appropriate bit in a software copy of the logical ad-
dressfilter register. Whenthe complete list of addresses
has been processed, the register is loaded.

Later, when a packet is received, the driver first looks at
the Individual/Group bit of the destination address of the
packet to find out whether or not this is a multicast ad-
dress. If it is, the driver must search the multicast ad-
dress list to see if this address is in the list. I it is not in
the list, the packet is discarded.

The Broadcast address, which consists of all ones is a
special multicast address. Packets addressed to the
broadcast address must be received by all nodes. Since
broadcast packets are usually more common than other
multicast packets, the broadcast address should be the
first address in the multicast address list.

The Broadcast address does not go through the Logical
Address Filter and is always enabled. If the Logical Ad-
dress Filter is loaded with all zeroes, all incoming logical
addresses except broadcast will be rejected. The muiti-
cast addressing in external loopback is operational only
when DTCR in the mode register is set to 1.

32 Bit Resultant CRC
31 26 0
Destination
Address e
47 o | GRC \——/ Logical Address

Filter
63

e

MUX ——— Match*

| Gen

I__1_f Enable

Ke2l

Select
)

*Match - 1, the packet is accepted

Match - 0, the packet is rejected 05698D-023A

Figure 7. Logical Address Filter Operation

Receive Descriptor Ring Pointer
312928 2423

j 2J0

\'Y'AW_,\ ~ !
l L—REs 000 ‘(Quadword
RLEN Boundary)’
RDRA (23:03)
05698D-024A
Bit Name Description
31:29 RLEN RECEIVE RING LENGTH is the

number of entries in the receive
ring expressed as a power of two.

RLEN Number
of Entries
0 1
1 2
2 4
3 8
4 16
5 32
6 64
7 128
28:24 RES RESERVED. Read as zeroes.
Write as zeroes.
23:03 RDRA RECEIVE DESCRIPTOR RING

ADDRESS is the base address
(lowest address) of the Receive
Descriptor Ring.
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Bit Name
02:00

Description

MUST BE ZEROES. These bits
are RDRA (02:00) and must be
zeroes because the Receive
Rings are aligned on quadword
boundaries.

Transmit Descriptor Ring Pointer )
312928 24 23 320

A A — |

I L— Res 000 ‘(Quadword
TLEN Boundary)
TDRA (23:03)
05698D-025A
Bit Name Description
31:29 TLEN TRANSMIT RING LENGTH is

the number of entries in the
Transmit Ring expressed as a

power of two.

Number
TLEN of Entries

0 1

1 2

2 4

3 8

4 16

5 32

6 64

7 128

28:24 RES RESERVED. Read as zeroes.
Write as zeroes.

23:03 TDRA TRANSMIT DESCRIPTOR
RING ADDRESS is the base ad-
dress (lowest address) of the
Transmit Descriptor Ring.

02:00 MUST BE ZEROES. These bits

are TDRA (02:00) and must be
zeroes because the Transmit
Rings are aligned on quadword
boundaries.

Buffer Management

Buffer Management is accomplished through message
descriptors organized in ring structures in memory.
Each message descriptor entry is four words long.
There are two rings allocated for the device: a Receive
ring and a Transmit ring. The device is capable of polling
each ring for buffers to either empty or fill with packets to
or from the channel. The device is also capable of enter-
ing status information in the descriptor entry. LANCE
poliing is limited to looking one ahead of the descriptor
entry the LANCE is currently working with.

The location of the descriptor rings and their length are
found in the initialization block, accessed during the in-
itialization procedure by the LANCE. Writing a “ONE”
into the STRT bit of CSRo will cause the LANCE to start
accessing the descriptor rings and enable it to send and
receive packets.

The LANCE communicates witha HOST device through
the ring structures in memory. Each entry in the ring is
either owned by the LANCE or the HOST. There is an
ownership bit (OWN) in the message descriptor entry.
Mutual exclusion is accomplished by a protocol which
states that each device can only relinquish ownership of
the descriptor entry to the other device; it can never take
ownership, and no device can change the state of any
field in any entry after it has relinquished ownership.

Descriptor Ring

Each descriptor in a ring in memory is a 4-word entry.
The following is the format of the receive and the trans-
mit descriptors.

Receive Message Descriptor Entry

Receive Message Descriptor 0 (RMDo)

15 0
LADR
05698D-026A
Bit Name Description
15:00 LADR The LOW ORDER 16 address

bits of the buffer pointed to by this
descriptor. LADR is written by the
host and is not changed by the
LANCE.

Receive Message Descriptor 1 (RMD-)
15 87 0

-

L———————— HADR

ENP

STP
BUFF
CRC
OFLO
FRAM

ERR

OWN
05698D-027A
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Bit Name Description Bit Name Description
15 OWN This bit indicates that the de- If a Buffer Error occurs, an Over-
scriptor entry is owned by the flow Error may also occur inter-
host (OWN = 0) or by the LANCE nally in the FIFO, but will not be
(OWN = 1). The LANCE clears reported in the descriptor status
the OWN bit after filling the buffer entry unless both BUFF and
pointed to by the descriptor entry. OFLO errors occur at the same
The host sets the OWN bit after time.
emptying the buffer. Once the g STP START OF PACKET indicates
LANCE or host has relinquished that this is the first buffer used by
ownership of a buffer, it must not the LANCE for this packet. It is
change any f.ield inthe fourwprds used for data chaining buffers.
oy, SOTPse the desariplor - gg ENP  END OF PACKET indicates that
) ) this is the last buffer used by the
14 ERR ERROR summary is the OR of LANCE for this packet. It is used
FRAM, OFLO, CRC or BUFF. for data chaining buffers. If both
13 FRAM FRAMING ERROR indicates STP and ENP are set, the packet
that the incoming packet con- fits into one buffer and there is no
tained a non-integer multiple of data chaining.
eight bits and there was a CRC  g7.99  HADR  The HIGH ORDER 8 address
error. f there was not a CRC er- bits of the buffer pointed to by this
ror on the incoming packet. then descriptor. This field is written by
FRAM will not be set evenif there the host and unchanged by the
was a non-integer multiple of LANCE.
eight bits in the packet. FRAM is
not valid in internal loopback Receive Message Descriptor 2 (RMD.)
mode. FRAM is valid only when
ENP is set and OFLO is not. 15 12 11 0
12 OFLO OVERFLOW error indicates that I | |
the receiver has lost all or part of
the incoming packet due to an in- —— —~ ~
ability to store the packet in a L— BenT
memory buffer before the inter-
nal FIFO overflowed. OFLO is Must be Ones
valid only when ENP is not set. 05698D-028A
11 CRC CRC indicates that the receiver
has detected a CRC error on the Bit Name Description
incoming packet. CRC is valid .
on[y when ENP is set and OFLO 15:12 MUST BE ONES. This fle'd 1S
is not. written by the host and is not
10 BUFF  BUFFERERROR s setanytime changed by the LANCE.

the LANCE does not own the
next buffer while data chaining a
received packet. This can occur
in either of two ways: 1) the OWN
bit of the next buffer is zero, or 2)
FIFO overflow occurred before
the LANCE received the next
STATUS.

11:00 BCNT BUFFER BYTE COUNT is the
length of the buffer pointed to by
this descriptor, expressed as a
two’s complement number. This
field is written by the host and is
not changed by the LANCE. Mini-
mum buffer size is 64 bytes for
the first buffer of packet.
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Description

Receive Message Descriptor 3 (RMD:) Bit Name
15 12 11 0 15 OWN
— —~— )
I b MoNT
RES
. 05698D-029A
Bit Name Description
15:12 RES RESERVED. Read as zeroes.
Write as zeroes.
) 14 ERR
11:00 MCNT MESSAGE BYTE COUNT is the

length in bytes of the received
message. MCNT is valid only 13 RES
when ERR is clear and ENP is

set. MCNT is written by the chip 12 MORE
and cleared by the host.
i escriptor En
Transmit Message Descrip try 1" ONE
Transmit Message Descriptor 0 (TMDo)
15 0
LADR 10 DEF
05698D-030A
Bit Name Description
15:00 LADR The LOW ORDER 16 address

bits of the buffer pointed to by this 09 STP
descriptor. LADR is written by the

host and is not changed by the

LANCE.

Transmit Message Descriptor 1 (TMD+)
15 87 0

-

L————— HADR
ENP

08 ENP

STP
DEF

ONE
MORE
RES
ERR

OWN
05698D-031A

This bit indicates that the de-
scriptor entry is owned by the
host (OWN = O) orby the LANCE
(OWN = 1). The host sets the
OWN bit after filling the buffer
pointed to by this descriptor. The
LANCE clears the OWN bit after
transmitting the contents of the
buffer. Neither the host nor the
LANCE may alter a descriptor
entry after it has relinquished
ownership.

ERROR summary is the “OR” of
LCOL, LCAR, UFLO or RTRY.

RESERVED bit. The LANCE will
write this bit with a “0”.

MORE indicates that more than
one retry was needed to transmit
a packet.

ONE indicates that exactly one
retry was needed to transmit a
packet. The ONE flag is not valid
when LCOL is set.

DEFERRED indicates that the
LANCE had to defer while trying
to transmit a packet. This condi-
tion occurs if the channel is busy
when the LANCE is ready to
transmit.

START OF PACKET indicates
that this is the first buffer to be
used by the LANCE for this pack-
et. It is used for data chaining
buffers. STP is set by the host
and is not changed by the
LANCE. The STP bit must be set
in the first buffer of the packet, or
the LANCE will skip over this de-
scriptor and poll the next descrip-
tor(s) untilthe OWN and STP bits
are set.

END OF PACKET indicates that
this is the last buffer to be used by
the LANCE for this packet. It is
used for data chaining buffers. If
both STP and ENP are set, the
packet fits into one buffer and
there is no data chaining. ENP is
set by the host and is not
changed by the LANCE.
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Bit Name Description Bit Name Description
07:00 HADR. The HIGH ORDER 8 address 15 BUFF BUFFER ERROR is set by the
bits of the buffer pointed to by this LANCE during transmission
descriptor. This field is written by when the LANCE does not find
the host and is not changed by the ENP flag in the current buffer
the LANCE. and does not own the next buffer.
. . This can occur in either of two
Transmit Message Descriptor 2 (TMD2) ways: either the OWN bit of the
15 12 11 0 next buffer is zero, or FIFO un-
derflow occurred before the
LANCE received the next
STATUS signal. BUFF is set by
—— ~— ~ the LANCE and cleared by the
L— ——  BCNT host. BUFF error will turn off the
transmitter (CSRo, TXON = 0).
ONES If a Buffer Error occurs, an Un-
05698D-032A derflow Error will also occur.
BUFF error is not valid when
Bit Name Description LCOL or RTRY erroris setduring
g TX data chaining.
15:12 NE M ones. This field is se
> ONES  Mustbe ones. This ehangod {;; 14 UFLO  UNDERFLOW ERROR  indi
the LANCE. cates that the transmitter has
1100 BCNT  BUFFER BYTE COUNT is the runcated am";enfgfﬁeggﬁg’ data
usable length in bytes of the cates that the FIFO has emptied
buffer pointed to by this descrip- before the end of the packet was
tor expressed as a negative two’s reached
complement number. This is the : L
number of bytes from this buffer Upon UFLO error, transmitter is
that will be transmitted by the turned off (CSRo, TXON = 0).
LANCE. This field is written by 13 RES RESERVED bit. The LANCE will
the host and is not changed by write this bit with a “0.”
g;ectg"'&i e first bufferota 12 LCOL  LATE COLLISION indicates that
bytes minimum when data a collision has occurred after the
chaining and 64 byte (DTCR = 1) slot time of the channel has
or 60 bytes (DCTR = 0) when not elapsed. The LANCE does not
data chaining. retry on late collisions.
1 LCAR LOSS OF CARRIER is set when
Transmit Message Descriptor 3 (TMD3) the carrier input (RENA) to the
15 10 9 0 LANCE goes false during a
LANCE-initiated transmission.
The LANCE does not retry upon
< — loss of carrier. It will continue to
g transmit the whole packet until
L———TDR done. LCAR is not valid in IN-
RTRY TERNAL LOOPBACK MODE.
10 RTRY RETRY ERROR indicates that
LCAR the transmitter has failed in 16 at-
LcoL tempts to successfully transmit a
message due to repeated colli-
RES sions onthe medium. If DRTY =1
in the MODE register, RTRY will
UFLO set after 1 failed transmission
BUFF attempt.
05698D-033A
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Bit Name Description

TIME  DOMAIN REFLEC-
TOMETRY reflects the state of
an internal LANCE counter that
counts from the start of a trans-
mission to the occurrence of a
collision. This value is useful in
determining the approximate dis-
tance to a cable fault. The TDR
value is written by the LANCE
and is valid only if RTRY is set.

Ring Access Mechanism in the LANCE

Once the LANCE is initialized through the initialization
block and started, the CPU and the LANCE communi-
cate via transmit and receive rings, for packet transmis-
sion and reception.

09:00 TDR

There are 2 sets of RAM locations (four 16-bit register
per set, corresponding to the 4 entries in each descrip-
tor) in the LANCE. The first set points to the current
buffer, and they are the working registers which are
used for transferring the data for the packet. The second
set contains the pointers to the next buffer in the ring
which the LANCE obtained from the lookahead
operation.

There are three types of ring access inthe LANCE. The
first type is when the LANCE polls the rings to own a
buffer. The second type is when the buffers are data
chained. The LANCE does a lookahead operation be-
tween the time that it is transferring data to/from the
FIFO; this lookahead is done only once. The third type is
when the LANCE tries to own the next descriptor in the
ring when it clears the OWN bit for the current buffer.

Transmit Ring Buffer Management

Whenthere is no Ethernet activity, the LANCE will auto-
matically poll the transmit ring in the memory once it has
started (CSRo, STRT = 1). This polling occurs every
1.6 ms, (CSRo TDMD bit = 0) and consists of reading the
status word of the transmit Ring, TMD+, untilthe LANCE
owns the descriptor. The LANCE will read TMDo and
TMDz2 to get the rest of the buffer address and the buffer
byte count when it owns the descriptor. Each of these
memory reads is done separately with a new arbitration
cycle for each transfer.

If the transmit buffers are data chained (current buffer
ENP = 0), the LANCE will iook ahead to the next descrip-
tor in the ring while transferring the current buffer into
the FIFO (see Figure 8-1). The LANCE does this
lookahead only once. If it does not own the next transmit
Descriptor Table Entry (DTE) (2nd Tx ring for this pack-
et) it will transmit the current buffer and update the
status of current Ring with the BUFF and UFLO error
bits set. If the LANCE owns the 2nd DTE, it will also read
the buffer address and the buffer byte count of this entry.
Once the LANCE has finished emptying the current
buffer, it clears the OWN bit for this buffer, and immedi-
ately starts loading the FIFO from the next (2nd) buffer.
Between DMA bursts, starting from the 2nd buffer, the

LANCE does a lookahead again to check if it owns the
next (3rd) buffer. This activity goes on until the last
transmit DTE indicates the end of the packet (TMD1,
ENP = 1). Once the last part of the packet has been
transmitted out from the FIFO to the cable, the LANCE
will update the status in TMD1, TMD3 (TMD3 is updated
only when there is an error) and will relinquish the last
buffer to the CPU. The LANCE tries to own the next
buffer (first buffer of the next packet), immediately after
it relinquishes the last buffer of the current packet. This
guarantees the back-to-back transmission of the pack-
ets. If the LANCE does not own the next buffer, it then

polls the Tx ring every 1.6 ms.

When an error occurs before all of the buffers get trans-
mitted, the status, TMD3 , is updated inthe current DTE,
own bit is cleared in TMD+, and TINT bit is set in CSRo
which causes an interrupt if INEA = 1. The LANCE will
then skip over the rest of the descriptors for this packet
(clears the OWN bit and sets the TINT bit in CSRo) until it
finds a buffer with both the STP and OWN bit being set
(this indicates the first buffer for the next packet).

When the transmit buffers are not data chained (current
descriptor’s ENP = 1), the LANCE will not perform any
lookahead operation. It will transmit the current buffer,
update the TMDs if any error, and then update the status

and clear the OWN bit in TMD1 . The LANCE will then
immediately check the next descriptorinthe ring to see if
it owns it. If it does, the LANCE will also read the rest of
the entries from the descriptor table. If the LANCE does
not own it, it will poll the ring once every 1.6 ms until it
owns it. User may set the TDMD bitin CSRowhen it has
relinquished a buffer to the LANCE. This will force the
LANCE to check the OWN bit at this buffer without wait-
ing for the polling time to elapse.

Receive Ring Buffer Management

Receive Ring access is similar to the transmit ring ac-
cess. Once the receiver is enabled, the LANCE will al-
ways try to have a receive buffer available, should there
be apacket addressed to this node for reception. There-
fore, when the LANCE is idle, it will poll the receive ring
entry, once every 1.6 ms, until it owns the current
receive DTE. Once the LANCE owns the buffer, it will
read RMDo and RMD2 to get the rest of buffer address
and buffer byte count. When a packet arrives from the
cable, after the Address Recognition Logic accepts the
packet, the LANCE will immediately poll the Receiver
Ring once for abuffer. If it still does not own the buffer, it
will set the MISS error in CSRo and will not poll the re-
ceive ring until the packet ends. :

Assuming the LANCE owns a receive buffer when the
packet arrives, it will perform a lookahead operation on
the next DTE between periods whenitis dumping the re-
ceived data from the FIFO to the first receive buffer in
case the current buffer requires datachaining. Whenthe
LANCE owns the buffer, the lookahead operation con-
sists of three separate single word DMA reads: RMDs,
RMDo, and RMD2. When the LANCE does not own the
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next buffer, the lookahead operation consists of only
one single DMA read, RMDs. Either lookahead opera-
tion is done only once. Following the lookahead
operation, whether LANCE owns the next buffer or not,
the LANCE will transfer the data from FIFO to the flrst
receive buffer for this packet in burst mode (8 word
transfer per one DMA cycle arbitration).

If the packet being received requires data chaining, and
the LANCE does not own the 2nd DTE, the LANCE will
update the current buffer status, RMD+, with the BUFF
and/or OFLO error bits set. If the LANCE does own the
next buffer (2nd DTE) from previous lookahead, the
LANCE will relinquish the current buffer and start filling
up the 2nd buffer for this packet. Between the time that
the LANCE is transferring data from the FIFO to 2nd
buffer, it does a lookahead operation again to see if it
owns the next (3rd) buffer. If the LANCE does own the
third DTE, it will also read RMDo, and RMD: to get the
rest of buffer pointer address and buffer byte count.

This activity continues on until the LANCE recognizes
the end of the packet (cable is idle); it then updates the
current buffer status with the end of packet bit (ENP) set.
The LANCE will also update the message byte count
(RMD2) with the total number of bytes received for this
packet in the current buffer (the last buffer for this
packet).

s> Lale | o]

05698D-034A

Figure 8-1. Data Chaining (Transmit)

Lance 1 2 CPU
b CPU
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Notes: 05698D-035A

1. W, X, Y, Z are the packets queued for transmission.
2. A, B, C, D are the packets received by the LANCE.

Figure 8-2. Buffer Management Descriptor Rings

LANCE DMA Transfer (Bus Master Mode)
There are two types of DMA Transfers with the LANCE:

— Burst mode DMA
— Single word DMA

Burst Mode DMA

Burst DMA is used for Transmission or Reception of the
Packets, (Read/Write from/to Memory).

The Burst Transfers are 8 consecutive word reads
(transmit) or writes (receive) that are done in a single
bus arbitration cycle. In other words, once the LANCE
receives the bus acknowledge, (HLDA = LOW), it willdo
8 word transfers (8 DMA cycle, min. at 600 ns per cycle)
without releasing the bus request signal (HOLD =
LOW). If there are more than 16 bytes empty in the
FIFO, in transmit mode, or at least 16 bytes of data, in
the FIFO in receive mode, when the LANCE releases
the bus (HOLD deasserted), the LANCE will request the
bus againwithin 700 ns. (HOLD dwelltime). Burst DMAs
are always 8 cycle transfers unless there are fewer than
8 words left to be transferred in to/from the SILO.

Single Word DMA Transfer

The LANCE initiates single word DMA transfers to ac-
cess the transmit, receive rings or initialization block.
The LANCE will not initiate any burst DMA transfer be-
tween the time that it gets to own the descriptor, and ac-
cessing the descriptor entries in the ring (an average of
3-4 separate DMA cycles for a multibuffer packet) or
reading the initialization block.

Bus Latency Requirements

If the time between HOLD and HLDA is such that three
consecutive single word DMA transfers can take more
than 33.5 usec., under certain rather unusual conditions
the receiver can lock up and stop receiving packets.
This problem occurs if during the time that the LANCE is
polling adescriptorring, a packet addressed to this node
arrives and causes the FIFO to overflow before the poll-
ing is complete.

If the system design can not guarantee a short enough
bus latency, the problem can be solved by either exter-
nal hardware or software. For the hardware solution, an
external circuit could interrupt the processor if fewer
than 3 DMA transfers occur within 47 psec. after the
RENA signal goes active. This interrupt would signal
the software to reset the LANCE by setting the STOP bit
in CSRo.

For a software solution a timer interrupt can cause the
software to reset the LANCE after no packets have been
received for a certain period of time. The length of this
time period can vary with the amount of trafficonthe net-
work. Whentraffic is heavy, the timeout delay should be
short. When traffic is light, the timeout delay can be
made longer.
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FIFO Operation

The FIFO provides temporary buffer storage fordata be-
ing transferred between the parallel bus 1/O pins and
serial bus I/0 pins. The capacity of the FIFO is 48 bytes.

Transmit

Data is loaded into the FIFO under internal
microprogram control. FIFO has to have more than 16
bytes empty before the LANCE requests the bus (HOLD
is asserted). The LANCE will start sending the preamble
(ifthe line is idle) as soon as the first byte is loaded to the
FIFO from memory. Should transmitter be required to
back off, there could be up to 32 bytes of data in the
FIFO ready fortransmission. Reception has priority over
transmission during the time that the transmitter is back-
ing off.

Receive

Data is loaded into the FIFO from the serial input shift
register during reception. Data leaves the FIFO under
microprogram control. The LANCE microcode will wait
untilthere are at least 16 bytes of data inthe FIFO before
initiating a DMA burst transfer. Preamble (including the
synch) is not loaded into the FIFO.

FIFO — Memory Byte Alignment

Memory buffers may begin and end on arbitrary byte
boundaries. Parallel data is byte aligned between the

FIFO and DAL lines (DALo—DAL s). Byte alignment can
be reversed by setting the Byte Swap (BSWP) bit in
CSRa.

TRANSMISSION — WORD READ FROM EVEN
MEMORY ADDRESS

BSWP=0: FIFOBYTEn  gets DAL <07:00>
FIFO BYTE n + 1 gets DAL <15:08>
FIFOBYTEn  gets DAL <15:08>
FIFOBYTE n + 1 gets DAL <07:00>

TRANSMISSION - BYTE READ FROM EVEN
MEMORY ADDRESS

BSWP=0: FIFOBYTEn gets DAL <07:00>
BSWP=1: FIFOBYTEn gets DAL <15:08>

TRANSMISSION - BYTE READ FROM ODD
MEMORY ADDRESS

BSWP=0: FIFOBYTEn gets DAL <15:08>
BSWP=1: FIFOBYTEn gets DAL <07:00>

RECEPTION - WORD WRITE TO EVEN MEMORY
ADDRESS

BSWP=0: DAL <07:00>
BSWP=1: DAL <15:08>

BSWP =1:

gets FIFO BYTE n
gets FIFOBYTE n + 1

RECEPTION - BYTE WRITE TO EVEN MEMORY
ADDRESS

BSWP=0: DAL <07:00> gets FIFOBYTE n
DAL <15:08> —don’t care
BSWP=1: DAL <15:08> gets FIFOBYTE n

DAL <07:00>—don’t care

RECEPTION - BYTE WRITE TO ODD MEMORY
ADDRESS

BSWP=0: DAL <07:00> —don't care

DAL <15:08> gets FIFOBYTE n
BSWP=1: DAL <15:08> — don't care

DAL <07:00> gets FIFOBYTE n

The LANCE Recovery and Relnitialization

The transmitter and receiver section of the LANCE are
turned on via the initialization block (MODE REG: DRX,
DTX bits). The state of the transmitter and the receiver
are monitored through the CSRo register (RXON, TXON
bits). The LANCE must be reinitialized if the transmitter
and/or the receiver has not been turned on during the
original initialization, and later it is desired to have them
turned on. Another reason why it may be desirable to re-
initialize the LANCE, to turn the transmitter and/or re-
ceiver back on again, is when eithersection shuts off be-
cause of an error (MERR, UFLO, TX BUFF error). Care
must be taken when the LANCE is reinitialized. The user
should rearrange the descriptors in the transmit or re-
ceive ring prior to reinitialization. This is necessary since
the transmit and receive descriptor pointers are reset to
the beginning of the ring upon initialization.

To reinitialize the LANCE, the user must stop the
LANCE by setting the stop bit in CSRo prior to
reinitialization (setting INIT bitin CSRo). The user needs
to reprogram CSR3 because its content gets cleared
when the stop bit gets set (soft reset). CSRs reprogram-
ming is not needed when default values BCON, ACON,

and BSWP are used. CSR1 and CSR2 must be reloaded
after the STOP bit is set.

It is recommended that the LANCE not be re-started,
once it has been stopped (STOP = 1 in CSRo), by simply
settingthe STRT bit in CSRo. Re-starting the LANCE by
setting the STRT bit puts the LANCE in operation in ac-
cordance with the parameters set up in the mode regis-
ter. However, contents of the descriptor pointers in the
LANCE are not guaranteed upon re-start.

Frame Formatting

The LANCE performs the encapsulation/decapsulation
function of the data link layer (2nd layer of ISO model) as
follows:
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Transmit

In transmiit mode, the user must supply the destination
address, source address, and Type Field (or Length
Field) as a part of data in transmit data buffer memory.
The LANCE will append the preamble, synch, and CRC
(FCS) to the frame as is shown in Figures 9-1 and 9-2.

Receive

In receive mode, the LANCE strips off the preamble and
synch bits and transfers the rest of the frame, including
the CRC bytes (4 bytes), to the memory. The LANCE will
discard packets with less than 64 bytes (runt packet)
and will reuse the receive buffer for the next packet. This
is the only case where the packet is discarded. A runt
packet is normally the result of a collision.

Preamble Synch | Dest. | Source
1010...1010| 1 1| ADR | ADR |Type| Data |FCS
62 2 6 6 2 46-1500 4
Bits Bits Bytes Bytes Bytes Bytes Bytes

05698D-036A
Figure 9-1. Ethernet Frame Format

1
Preamble SFD Dest. | Source LLC

1010 ...1010 [10101011| ADR | ADR |Length| paa ,PAD| FCS
1
56 8 6 6 2 46-1500 2
Bits Bits Bytes Bytes Bytes Bytes Bytes

05698D-037A
Figure 9-2. IEEE 802.3 MAC Frame Format

Framing Error (Dribbling Bits)

The LANCE can handle up to 7 dribbling bits when a re-
ceived packet terminates; the input to the LANCE,
RCLK, stops following the deassertion of RENA. During
the reception, the CRC is generated on every serial bit
(including the dribbling bits) coming from the cable, and
it gets stored internally on byte boundary. The framing
error is reported to the user as follows:

—  If the number of the dribbling bits are 1 to 7 bits
and there is no CRC error, then there is no
Framing error (FRAM = 0).

— If the number of the dribbling bits are less than 8
and there is a CRC error, then there is also a
Framing error (FRAM = 1).

— If the number of the dribbling bits = 0, then there
is no Framing error. There may or may not be a
CRC error.

Interpacket Gap Time (IPG)

The interpacket gap time for back-to-back transmission
is 9.6 to 10.6 microseconds, including synchronization.
The interpacket delay interval begins immediately after
the negation of the RENA signal. During the first 4.1 us
of the IPG, RENA activity is masked off internally in the
LANCE. If RENA is asserted and remains asserted dur-
ingthe first4.1 us of IPGfollowing a receive, the LANCE

will defer to the packet (it will not receive it). If this condi-
tion occurs following a transmit, the LANCE will start to
look for the synch bits (011) and about 800 ns (8 bit time)
after the 4.1 pus window has elapsed. Therefore, the
packet may be received correctly if at least 8 bits of the
preamble are left following the 4.1 pus window, or the re-
ceived packet may contain CRC error (not enough pre-
amble bits left, LANCE may be locking to the synch bits
inthe middle of data), orthe received packet may be dis-
carded because of the runt packet filter (some data is
lost during the 4.1 us window).

If RENA is asserted after the 4.1 us window, the LANCE
will treat this as the start of a new packet. It will start to
look for the synch bits (011) 8-bit time after RENA be-
comes active. Whenever the LANCE is about to transmit
and is waiting for the interpacket delay to elapse, it will
begin transmission immediately after the interpacket
delay interval, independent of the state of RENA. How-
ever, RENA must be asserted during the time that TENA
is high. The LCAR (loss of carrier) error bit is otherwise

set in TMDs3, after the packet has been transmitted.

Collision Detection and Collision JAM

Collisions are detected by monitoring the CLSN pin. If
CLSN becomes asserted during a frame transmission,
TENA will remain asserted for at least 32 (but not more
than 40) additional bit times (including CLSN synchroni-
zation). This additional transmission after collision is re-
ferred to as COLLISION JAM. If collision occurs during
the transmission of the preamble, the LANCE continues
to sendthe preamble, and sends the JAM pattern follow-
ing the preamble. If collision occurs after the preamble,
the LANCE will send the JAM pattern following the
transmission of the current byte. The JAM pattern is any
pattern except the CRC bytes.

Receive Based Collision

If CLSN becomes asserted during the reception of a
packet, this reception is immediately terminated. De-
pending on the timing of COLLISION DETECTION, the
following will occur. A collision that occurs within 6 byte
times (4.8 us) will result in the packet being rejected be-
cause of an address mismatch withthe FIFO write point-
er being reset. A collision that occurs within 64 byte
times (51.2 ps) will result in the packet being rejected
since it is a runt packet. A collision that occurs after
64 byte times (late collision) will result in a truncated
packet being written to the memory buffer with the CRC
error bit most likely being set in the Status Word of the
Receive Ring. Late collision erroris not recognizedinre-
ceive mode.

Transmit Based Collision

When a transmission attempt has been terminated due
to the assertion of CLSN, (a collision that occurs within
64 byte times), the LANCE will attemptto retry it 15 more
times. The LANCE does not try to reread the descriptor
entries from the Tx ring upon each collision. The de-
scriptor entries for the current buffer are internally
saved. The scheduling of the retransmissions is deter-
mined by a controlled randomized process called “trun-
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cated binary exponential backoff.” Upon the negation of
the COLLISION JAM interval, the LANCE calculates a
delay before retransmitting. The delay is an integral mul-
tiple ofthe SLOT TIME. The SLOT TIME is 512 bittimes.
The number of SLOT TIMES to delay before the nth
retransmission is chosen as a uniformly distributed ran-

dominteger in the range: 0<r < 2 where k = min (n, 10).

If all 16 attemptsfail, the LANCE sets the RTRY bitinthe
current Transmit Message Descriptor 3, TMDgs, in mem-
ory, gives up ownership (sets the own bit to zero) for this
packet, and processes the next packet in transmit ring
for transmission. If there is a late collision (collision oc-
curring after 64 byte times), the LANCE will not transmit
again; it will terminate the transmission, note the LCOL
error in TMD3, and transmit the next packet in the ring.

Collision — Microcode Interaction

The microprogram uses the time provided by COLLI-
SION JAM, INTERPACKET DELAY, and the backoff in-
terval to restore the address and byte counts internally
and starts loading the FIFO in anticipation of retransmis-
sion. It is important that LANCE be ready to transmit
when the backoff interval elapses to utilize the channel
properly.

Time Domain Reflectometry

The LANCE contains a time domain reflectometry
counter. The TDR counter is ten bits wide. It counts at a
10 MHz rate. It is cleared by the microprogram and
counts upon the assertion of RENA during transmission.
Counting ceases if CLSN becomes true, or RENA goes
inactive. The counter does not wrap around; once all
ONEs are reached in the counter, that value is held until
cleared. The value inthe TDR is written into memory fol-
lowing the transmission of the packet. TDR is used to
determine the location of suspected cable faults.

Heartbeat

Duringthe interpacket gap time following the negation of
TENA, the CLSN input is asserted by some transceivers
as a self-test. If the CLSN input is not asserted within
2 us following the completion of transmission, then the
LANCE will set the CERR bit in CSRo. CERR error will
not cause an interrupt to occur (INTR = 0).

Cyclic Redundancy Check (CRC)

The LANCE utilizes the 32-bit CRC function used in the
Autodin-ll network. Refer to the Ethernet specification
(section 6.2.4 Frame Check Sequence Field and Ap-
pendix C; CRC Implementation) for more detail. The
LANCE requirements for the CRC logic are the
following:

1. TRANSMISSION — MODE <02> LOOP =0, MODE
<03> DTCR = 0. The LANCE calculates the CRC
fromthe first bit following the Start bit to the last bit of
the data field. The CRC value inverted is appended
onto the transmission in one unbroken bit stream.

2. RECEPTION-MODE <02>LOOP =0. The LANCE
performs a check on the input bit stream from the
first bit following the Start bit to the last bit in the
frame. The LANCE continually samples the state of
the CRC check on framed byte boundaries, and,
when the incoming bit stream stops, the last sample
determines the state of the CRC error. Framing
error (FRAM) is not reported if there is no CRC
error.

3. LOOPBACK -MODE <02>LOOP =1, MODE <03>
DTRC = 0. The LANCE generates and appends the
CRC value to the outgoing bit stream as in
Transmission but does not perform the CRC check
of the incoming bit stream.

4. LOOPBACK —MODE <02> LOOP = 1 MODE <03>
DTRC = 1. LANCE performs the CRC check on the
incoming bit stream as in Reception, but does not
generate or append the CRC value to the outgoing
bit stream during transmission.

Loopback

The normal operation of the LANCE is as a half-duplex
device. However, to provide an on-line operational test
of the LANCE, a pseudo-full duplex mode is provided. In
this mode simultaneous transmission and reception of a
loopback packet are enabled with the following con-
straints:

1. The packet length must be no longer than 32 bytes,
and no shorter than eight bytes, exclusive of the
CRC.

2. Serial transmission does not begin until the FIFO
contains the entire output packet.

3. Moving the input packet from the FIFO to the
memory does not begin until the serial input bit
stream terminates.

4. CRC may be generated and appended to the output
serial bit stream or may be checked on the input
serial bit stream, but not both in the same
transaction.

5. In internal loopback, the packets should be
addressed to the node itself.

6. In external loopback, multicast addressing can be
used only when DTCR = 1 isinthe mode register. In
this case, the user needs to append the CRC bytes.

Loopback is controlled by bits <06, 03, 02> INTL, DTCR,
and LOOP of the MODE register.

External Loopback Test Procedure

Ifthe LANCE performs an external loopback testinalive
network in which packets canbe sent to the LANCE dur-
ing the loopback test, a failure can be reported when in
fact there is no problem. This problem occurs when a
packet addressed to this node (or a broadcast packet)
arrives after the LANCE has started to load the FIFO for
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loopback transmission but before the LANCE has
started to transmit. When this happens, the data in the
FIFO canbecome corrupted such that the data transmit-
ted are not the same as the data in the transmit buffer.
As a result CRC, OFLO, UFLO, RTRY, or LCAR errors
can be reported when there is nothing wrong with the

Therefore to eliminate false errors, the external loop-
back routine should run the test a predetermined num-
ber of times (20 to 30 times are more than enough) or
until the test passes or until an unambiguous error
(BABL, CERR, MISS, MERR, FRAM, BUFF, or LCOL)
occurs.

system.

Test

External Loopback

Start Test

No Error

Unambiguous
Error

Ambiguous
Error

0 NO

< YES

Log Error

05698D-038A

S

N = Max. number of times to repeat the test.

Figure 9. External Loopback Test Flow Chart
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Serial Transmission
Serial transmission consists of sending an unbroken bit
stream from the Tx output pin consisting of:

1. Preamble/Start bit: 62 alternating ONES and
ZEROES terminating with the synch in two ONEs.
The last ONE is the Start bit.

2. Data: The serialized byte stream from the FIFO
Shifted out with LSB first.

3. CRC: The inverted 32-bit polynomial calculated
from the Data, address, and type field. CRC is not
transmitted if:

i. Transmission of the Data field is truncated for
any reason.

ii. CLSN becomes asserted any time during
transmission.

iii. MODE <03>DTCR = 1in a normal or loopback
transmission mode.

The Transmission is indicated at the output pin by the

assertion of TENA with the first bit of the preamble and
the negation of TENA after the last transmitted bit.

The LANCE starts transmitting the preamble when the
following are satisfied:

1. There is at least one byte of data to be
transmitted in the FIFO.

2. The interpacket delay has elapsed.

3. The backoff interval has elapsed, if a
retransmission.

Serial Reception

Serial reception consists of receiving an unbroken bit
stream on the Rx input pin consisting of:

1. Preamble/Start bit: Two ONES occurring a
minimum of 8 bit times after the assertion of
RENA. The last ONE is the Start bit.

2. Destination Address: The 48 bits (6 bytes)
following the Start bit.

3. Data: The serialized byte stream following the
Destination Address. The last 4 complete bytes of
data are the CRC. The Destination Address and
the Data are framed into bytes and enter the
FIFO. Source Address and Type field are part of
the data which are transparent to the LANCE.

Reception is indicated at the input pin by the assertion of

RENA and the presence of clock on RCLK while TENA

is inactive. The LANCE does not not sample the re-

ceived data until about 800 ns AFTER RENA goes high.
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APPENDIX A
8086 computer program example to generate the hash filter, for multicast addressing in the LANCE.

6

7

8

9

10
1
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
4
42
43
44
45
46
47
48
49
50

= 1DB6
= 04C1

0000

0000

000050
000153
000251
000352
0004 55

0005 B8 FFFF
0008 BA FFFF
000B B5 03

000D 8B 2C
000F 83 C6 02
0012B1 10

0014 8B DA
0016 D1 C3
0018 33 DD
001A D1 EO
001C D1 D2
001E 81 E3 0001
0022 74 07

0024 35 1D 86
0027 81 F2 04Ct

002B 0B C3
002D D1 CD

)

POLYL
POLYH

CSE61

SETHASH

SETH10:

SETH20:

SETH30:

SUBROUTINE TO SET A BIT IN THE HASH FILTER FROM A
GIVEN ETHERNET LOGICAL ADDRESS
ON ENTRY S| POINTS TO THE LOGICAL ADDRESS WITH LSB FIRST
DI POINTS TO THE HASH FILTER WITH LSB FIRST
ON RETURN SI POINTS TO THE BYTE AFTER THE LOGICAL ADDRESS
ALL OTHER REGISTERS ARE UNMODIFIED

PUBLIC SETHASH
ASSUME CS:CSE®&1

EOU 1DB6H ;CRC POLYNOMINAL TERMS
EQU 04C1H

SEGMENT PUBLIC ‘CODE’

PROC NEAR

PUSH AX ;SAVE ALL REGISTERS
PUSH BX
PUSH CX
PUSH DX
PUSH BP

MOV AX,0FFFFH ;AX,DX =CRC ACCUMULATOR
MOV DX,0FFFFH ;PRESET CRC ACCUMULATOR TO ALL 1'S

MOV CH.3 :CH =WORD COUNTER
MoV BP,[S1] :GET A WORD OF ADDRESS

ADD s1,2 ;POINT TO NEXT ADDRESS

MOV CL16 ;CL=BIT COUNTER

MOV BX,DX ;GET HIGH WORD OF CRC

ROL BX,1 :PUT CRC31 TO LSB

XOR BX,BP ;COMBINE CRC31 WITH INCOMING BIT
SAL AX,1 ;LEFT SHIFT CRC ACCUMULATOR

RCL DX, 1

AND BX,0001H  ;BX=CONTROL BIT

Jz SETH30 ;DO NOT XOR IF CONTROL BIT = 0

PERFORM XOR OPERATION WHEN CONTROL BIT= 1

XOR AX,POLYL
XOR DX,POLYH

OR AX,BX ;PUT CONTROL BIT IN CRCO
ROR BP,1 ;ROTATE ADDRESS WORD
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APPENDIX A (Continued)

51 002F FE C9 DEC cL ;DECREMENT BIT COUNTER

52 003175 E1 INZ SETH20

53 0033 FE CD DEC CH ;DECREMENT WORD COUNTER

54 003575 D6 JNZ SETH10

55 : FORMATION OF CRC COMPLETE, AL CONTAINS THE REVERSED HASH
56 : CODE

58 0037 BS 000A MOV CX,10

49  003A DO EO SETH40:  SAL AL1 :REVERSE THE ORDER OF BITS IN AL
60  003C DO DC RCR AH,1 :AND PUT IT IN AH

61  003E E2 FA LOOP  SETH40

62

63 ; AH NOW CONTAINS THE HASH CODE

64 ;

65 0040 8A DC MOV BL,AH :BL = HASH CODE, BH IS ALREADY ZERO
66 0042B1 03 MOV cL3 :DIVIDE HASH CODE BY 8

67 0044 D2 EB SHR BL,CL :TO GET TO THE CORRECT BYTE
68 0046 BO 01 MOV AL01H :PRESET FILTER BIT

69 0048 80 E45 07 © AND AH,7H ;EXTRACT BIT COUNT

70  004B8A CC MOV CL,AH

71 004D D2 EO SHL AL.CL ;SHIFT BIT TO CORRECT POSITION
72 004F 08 01 OR [DI + BX],AL ;SET IN HASH FILTER

73 00515D POP BP

74 0052 5A POP DX

75 005359 POP cX

76 0054 5B POP BX

77 005558 POP AX

78 0056 C3 RET

79 :

80 0057 SETHASH ENDP

81 ;

82 0057 CSEG1  ENDS

83 ;

84 END

Program example in BASIC to generate the hash filter, for multicast addressing, in the LANCE.
100 REM

110 REM PROGRAM TO GENERATE A HASH NUMBER GIVEN AN ETHERNET ADDRESS
120 REM

130 DEFINT A-Z

140 DIM A(47): REM ETHERNET ADDRESS. 48 BITS.

150 DIM A$(6): REM INPUT FROM KEYBOARD

160 DIM C(32): REM CRC REGISTER-32 BITS

170 PRINT “ENTER ETHERNET ADDRESS AS 6 HEXADECIMAL NUMBERS SEPARATED ”
180 PRINT “BY BLANKS. EACH NUMBER REPRESENTS ONE BYTE. THE LEAST”

190 PRINT “SIGNIFICANT BIT OF THE FIRST BYTE IS THE FIRST BIT TRANSMITTED.”
200 PRINT "
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APPENDIX A (Continued)

210 PRINT “ENTER ETHERNET ADDRESS”;

220 INPUT A$(0), A$(1), A$(2), A$(3), A$(4), A$(5)

240 REM

250 REM UNPACK ETHERNET ADDRESS INTO ADDRESS ARRAY
260 REM

270 M=0

280 FOR =0 TO 47: A(l) = 0: NEXT |

290 FORI=0TOS5

300 IF LEN(A$(l)) = 1 THEN A$(l) = "0” + A$(l)

310 A$(l) = UCASES$(AS(I)

320 FORN=2TO1STEP -1

330 Y$ = MID$(AS(), N, 1)

340 IF Y$ ="0" THEN 510

350 IF Y$ ="1"THEN A(M) = 1: GOTO 510

360 IF Y$="2"THENAM+ 1) = 1: GOTO 510

370 IF Y$="3"THEN A(M + 1) = 1: A(M) = 1: GOTO 510
380 IF Y$ ="4" THEN A(M + 2) = 1: GOTO 510

390 IF Y$="5"THEN A(M + 2) = 1: A(M) = 1: GOTO 510
400 IFY$="6"THENAM+2)=1:AM+1)=1:GOTO510
410 IFY$="7"THENAM+2)=1: A(M+ 1) = 1: A(M) = 1: GOTO 510
420 AM+3)=1

430 IFY$="8"THENS510

440 IF Y$ ="9” THEN A(M) = 1: GOTO 510

450 IF Y$ ="A" THEN A(M + 1) = 1: GOTO 510

460 IF Y$ ="B" THEN A(M + 1) = 1: A(M) = 1: GOTO 510
470 IFY$="C"THEN A(M + 2) = 1: GOTO 510

480 IF Y$="D"THEN AM + 2) = 1: A(M) = 1: GOTO 510
490 IFY$="E" THENAM+2)=1:AM+1)=1:GOTO510
500 IFY$="F"THEN AM+2)=1:AM+1)=1:AM)=1
510 M=M+4

520 NEXTN

530 NEXTI

540 REM

550 REM PERFORM CRC ALGORITHM ON ARRAY A(0-47)
560 REM

570 FOR1=0TO31:C(l) = 1: NEXT |

580 FORN=0TO 47

590 REM SHIFT CRC REGISTER BY 1

600 FORI=32TO 1 STEP —1: C(l) = C(I-1): NEXT |

610 C(0)=0

620 T =C(32) XOR A(N): REM T = CONTROL BIT

630 IF T =0 THEN 700: REM JUMP IF CONTROL BIT=0
640 C(1) = C(1) XOR 1: C(2) = C(2) XOR 1: C(4) = C(4) XOR 1

650
660

C(5) = C(5) XOR 1: C(7) = C(7) XOR 1: C(8) = C(8) XOR 1
C(10) = C(10) XOR 1: C(11) = C(11) XOR 1: C(12) = C(12) XOR 1
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APPENDIX A (Continued)

670 C(16) = C(16) XOR 1: C(22) = C(22) XOR 1: C(23) = C(23) XOR 1
680 C(26) = C(26) XOR 1

690 C(0)=1

700 NEXTN

710 REM

720 REM CRC COMPUTATION COMPLETE, EXTRACT HASH NUMBER FROM C(0) TO C(5)
730 REM

740 HH=32"C(0)+16*C(1)+8*C(2)+4*C(3)+2*C(4)+C(5)

750 PRINT “THE HASH NUMBER FOR ”;

760 PRINT A$(0); “ ™ A$(1); “ 7 A$(2); “ " A$(3); “ " AB(4); “ ™, A$(5);
770 PRINT “IS"; HH

780 GOTO 210

Program example in C to generate the hash filter, for multicast addressing, in the LANCE.

/
* hashc RevO0.1
Generate a logical address filter value from a list of

Ethernet multicast addresses.

*

*

*

Input:

User is prompted to enter an Ethernet address in

Ethernet hex format: First octet entered is the first
octet to appear on the line. LSB of most
significant octet is the first bit on the line.
Octets are separated by blanks.

After results are printed, user is prompted for

another address.

*

*

*

(Note that the first octet transmitted is stored in

*  the LANCE as the least significant byte of the Physical
Address Register.)

* Output:

After each address is entered, the program prints the
hash code for the last address and the cumulative
address filter function. The filter function is

printed as 8 hex bytes, least significant byte first.

#include <stdio.h>
void updateCRC (int bit);
int adr[6], /* Ethernet address */
ladrf[8], /* Logical address filter */
CRCI[33], /* CRC register, 1 word/bit + extra control bit */
poly[] = * CRC polynomial. poly[n] = coefficient of
the x**n term of the CRC generator polynomial. */
{1,1,1,0,1,1,0,1,
1,0,1,1,1,0,0,0,
1,0,0,0,0,0,1,1,
0,0,1,0,0,0,0,0
h
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void main()

{

int k,i, byte; /* temporary array indices */
int hashcode;  /* the object of this program */
char buf[80}; /* holds input characters */

for (i=0;i<8;i++) ladr{i] = 0; /* clear log. adr. filter */

printf ("Enter Ethernet addresses as 6 octets separated by blanks.\n");
printf ("Each octet is one or two hex characters. The first octet \n");
printf ("entered is the first octet to be transmitted. The LSB of \n”);

printf ("the first octet is the first bit transmitted. After each \n");

printf ("address is entered, the Logical Address Filter contents \n");

printf ("are displayed, least significant byte first, with the \n");
printf ("appropriate bits set for all addresses entered so far.\n");
printf (" To exit press the <Enter> key.\n\n");

while (1)

{
loop:
printf ("\nEnter address: ");

/* If 1st character = CR, quit, otherwise read address. */
gets (buf);
if (buf[0] == "\0’) break;
if (sscanf (buf, "%x %X %X %X %X %X”,
&adr[0], &adr{1], &adr[2),&adr[3],&adr[4],&adr[5))
I=6)
{ printf
("Address must contain 6 octets separated by blanks.\n");
goto loop;
}
if ((adr[0] & 1) == 0)
{ printf ("First octet of multicast address ");
printf ("must be an odd number.\n");
goto loop;

}

/* Initialize CRC */
for (i=0; i<32; i++) CRC[i] = 1;

I* Process each bit of the address in the order of transmission.*/

for (byte=0; byte<6; byte++)
for (i=0; i<8; i++)
updateCRC ((adr{byte] >> i) & 1);

/* The hash code is the 6 least significant bits of the CRC
in reverse order: CRC[0] = hash[5], CRC[1] = hash[4], etc.
*/

hashcode = 0;
for (i=0; i<6; i++) hashcode = (hashcode << 1) + CRC[i];

/* Bits 3-5 of hashcode point to byte in address filter.
Bits 0-2 point to bit within that byte. */

Am7990
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byte = hashcode >> 3;
ladrf[byte] |= (1 << (hashcode & 7));
printf ("hashcode = %d (decimal) ladrf[0:63] = ", hashcode);
for (i=0; i<8; i++)
printf ("%02X ", ladrf[i]);
printf (” (LSB first)\n”);
}
}

void updateCRC (int bit)
{

intj;

/* shift CRC and control bit (CRC[32]) */
for (j=32; j>0; j—) CRC[j] = CRC[j-1];
CRCI0] = 0;

/* If bit XOR (control bit) = 1, set CRC = CRC XOR polynomial. */
if (bit » CRC[32])
for (j=0; j<32; j++) CRC[j] "= poly[]];
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The table “Mapping of Logical Address to Filter Mask”
can be used to find a multicast address that maps into a
particular addressfilter bit. For example, address BB 00
00 00 00 00 maps into bit 15. Therefore, any node that
has bit 15 set in its logical address filter register will re-
ceive all packets addressed to BB 00 00 00 00 00. The

table also shows that bit 15 is located in bit 7 of byte 1 of
the Logical Address Filter Register.

Addresses in this table are shown in the standard Ether-
net format. The leftmost byte is the first byte to appear
on the network with the least significant bit appearing
first.

Mapping of Logical Address to Filter Mask

Byte | Bit | LAF Destination Byte | Bit | LAF Destination
Pos | Pos | Bit Address Accepted Pos | Pos | Bit Address Accepted
0 0 0 85 00 00 00 00 00 0 32 21 00 00 00 00 00
] 1 1 A5 00 00 00 00 00 4 1 33 01 00 00 00 00 00
0 2 2 ES5 00 00 00 00 00 4 2 34 41 00 00 00 00 00
0 3 3 C5 00 00 00 00 00 4 3 35 71 00 00 00 00 00
0 4 4 45 00 00 00 00 00 4 4 36 E1 00 00 00 00 00
0 5 5 65 00 00 00 00 00 4 5 37 C100 00 00 00 00
0 6 6 25 00 00 00 00 00 4 6 38 81 00 00 00 00 00
0 7 7 05 00 00 00 00 00 4 7 39 A1 00 00 00 00 00
1 0 8 2B 00 00 00 00 00 5 0 40 8F 00 00 00 00 00
1 1 9 0B 00 00 00 00 00 5 1 41 BF 00 00 00 00 00
1 2 10 4B 00 00 00 00 00 5 2 42 EF 00 00 00 00 00
1 3 1 6B 00 00 00 00 00 5 3 43 CF 00 00 00 00 00
1 4 12 EB 00 00 00 00 00 5 4 44 4F 00 00 00 00 00
1 5 13 CB 00 00 00 00 00 5 5 45 6F 00 00 00 00 00
1 6 14 8B 00 00 00 00 00 5 6 46 2F 00 00 00 00 00
1 7 15 BB 00 00 00_00 00 5 7 47 OF 00 00 00 00 00
2 0 16 C7 00 00 00 00 00 6 0 48 63 00 00 00 00 00
2 1 17 E7 00 00 00 00 00 6 1 49 43 00 00 00 00 00
2 2 18 A7 00 00 00 00 00 6 2 50 03 00 00 00 00 00
2 3 19 87 00 00 00 00 00 6 3 51 23 00 00 00 00 00
2 4 20 07 00 00 00 00 00 6 4 52 A3 00 00 00 00 00
2 5 21 27 00 00 00 00 00 6 5 53 83 00 00 00 00 00
2 6 22 67 00 00 00 00 00 6 6 54 C3 00 00 00 00 00
2 7 23 47 00 00 00 00 00 6 7 55 E3 00 00 00 00 00
3 0 24 69 00 00 00 00 00 7 0 56 CD 00 00 00 00 00
3 1 25 49 00 00 00 00 00 7 1 57 ED 00 00 00 00 00
3 2 26 09 00 00 00 00 00 7 2 58 AD 00 00 00 00 00
3 3 27 29 00 00 00 00 00 7 3 59 8D 00 00 00 00 00
3 4 28 A9 00 00 00 00 00 7 4 60 oD 00 00 00 00 00
3 5 29 89 00 00 00 00 00 7 5 61 2D 00 00 00 00 00
3 6 30 C9 00 00 00 00 00 7 6 62 6D OO 00 00 00 00
3 7 31 E9 00 00 00 00 00 7 7 63 4D 00 00 00 00 00
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ABSOLUTE MAXIMUM RATINGS

Storage Temperature —65°C to +150°C
Ambient Temperature with

Power Applied -25 to +125°C
Supply Voltages to Ground Potential

Continuous -03Vto+7V
Commercial Power Dissipation 15W

Stresses above those listed under Absolute Maximum Rat-
ings may cause permanent device failure. Functionality at or
above these limits is not implied. Exposure to Absolute Maxi-
mum Ratings for extended periods may affect device reliabil-
ity. Programming conditions may differ.

OPERATING RANGES

Commercial (C) Devices
Temperature (Ta)

Supply Voltage (Vcc)

Vss

Operating ranges define those limits between which the func-

tionality of the device is guaranteed.

0 to +70°C
+4.75Vto +6.25 V
ov

DC CHARACTERISTICS over operating ranges unless otherwise specified

Parameter Commercial
Symbol | Parameter Description Test Conditions Min. | Typ. | Max. Unit
ViL Input LOW Voltage (Except RX, TCLK) 0.8 Vv
ViH Input HIGH Voltage (Except RX, TCLK) 2 Vv
VL Input LOW Voltage (RX, TCLK) 0.8 \"
VcH Input HIGH Voltage (RX, TCLK) 2 \"
VoL Qutput LOW Voltage COM'L loL = 3.2 mA 05 \
MIL loL = 1.6 mA
VoH Output HIGH Voltage COM'L lon = -0.4 mA 2.4 \Y
MIL lon = 0.2 mA
L Input Leakage Vin=0.4 Vto Vcc +10 HA
lcc Power Supply Current 200 270 mA
**lec is measured while running a functional pattern with spec. value loH and loL load applied.
CAPACITANCE* (Ta= 25°C; Vec = 0)
Parameter
Symbol | Parameter Description Test Conditions Min. | Typ. | Max. Unit
CiN Input Capacitance F=1MHz 10 pF
Cout Output Capacitance F=1MHz 15 pF
Cio Capacitance F=1MHz 20 pF

*Parameters are not tested.
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SWITCHING CHARACTERISTICS over COMMERCIAL operating ranges unless otherwise

specified
Parameter Test
No. | Symbol | Parameter Description Conditions Min. Typ. Max. Unit
1 trcr TCLK Period 99 101 ns
2 treL TCLK LOW Time 45 ns
3 trcH TCLK HIGH Time 45 ns
4 trcr Rise Time of TCLK (Note 3) ns
5 trcF Fall Time of TCLK (Note 3) ns
6 tTep TENA Propagation Delay After the
Rising Edge of TCLK CL =50 pF 70 ns
7 tTEH TENA Hold Time After the Rising
Edge of TCLK CL = 50 pF 5 ns
8 trop TX Data Propagation Delay After the
Rising Edge of TCLK CL =50 pF 70 ns
9 tTDH TX Data Hold Time After the Rising
Edge of TCLK CL =50pF 5 ns
10 tRCT RCLK Period (Note 3) 85 118 ns
11 tRCH RCLK HIGH Time 38 ns
12 tRCL RCLK LOW Time 38 ns
13 tRCR Rise Time of RCLK (Note 3) 8 ns
14 tRCF Fall Time of RCLK (Note 3) 8 ns
15 tRDR RX Data Rise Time (Note 3) 8 ns
16 tRDF RX Data Fall Time (Note 3) 8 ns
17 tRDH RX Data Hold Time (RCLK to RX
Data Change) 5 ns
18 tRDS RX Data Setup Time (RX Data Stable
to the Rising Edge of RCLK) 40 ns
19 toPL RENA LOW Time 1trer + 20 ns
20 tCPH CLSN HIGH Time 80 ns
21 tDOFF Bus Master Driver Disable After Rising
Edge of HOLD 50 ns
22 tDON Bus Master Driver Disable After Falling
Edge of HLDA 2frcT + 50 ns
23 tHHA Delay to Falling Edge of HLDA from
Falling Edge of HOLD (Bus Master) 0 ns
24 tRW RESET Pulse Width LOW 2trer ns
25 tCYCLE Read/Write, Address/Data Cycle Time (Note 1) 6treT ns
26 txAs Address Setup Time to the Falling
Edge of ALE 75 ns
27 tXAH Address Hold Time After the Rising
Edge of DAS 35 ns
28 tas Address Setup Time to the Falling
Edge of ALE 75 ns
29 tAH Address Hold Time After the Falling
Edge of ALE 35 ns
30 tRDAS Data Setup Time to the Rising Edge
of DAS (Bus Master Read) 50 ns
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SWITCHING CHARACTERISTICS (Continued)

Parameter Test

No. | Symbol |Parameter Description Conditions | Min. Typ. Max. Unit
31 tRDAH Data Hold Time After the Rising Edge

of DAS (Bus Master Read) 0 ns
32 tDDAS Data Setup Time to the Falling Edge

of DAS (Bus Master Write) 10 ns
33 twps Data Setup Time to the Rising Edge

of DAS (Bus Master Write) 200 ns
34 twDH Data Hold Time After the Rising Edge

of DAS (Bus Master Write) 35 ns
35 tsDo1 Data Driver Delay After the Falling (CRS 0, 3, RAP) ) 4trer ns

Edge of DAS (Bus Slave Read)
36 tsDo2 Data Driver Delay After the Falling (CSR1,2) 12trer ns

Edge of DAS (Bus Slave Read)
37 tSRDH Data Hold Time After the Rising

Edge of DAS (Bus Slave Read) 0 55 ns
38 tSWDH Data Hold Time After the Rising

Edge of DAS (Bus Slave Write) 0 ns
39 tswps Data Setup Time to the Falling Edge

of DAS (Bus Slave Write) 0 ns
40 tALEW ALE Width HIGH 120 ns
41 DALE Delay from Rising Edge of DAS to the

Rising Edge of ALE 70 ns
42 tosw DAS Width LOW 200 ns
43 tADAS Delay from the Falling Edge of ALE

to the Falling Edge of DAS 80 ns
44 tRIDF Delay from the Rising of DALO to the

Falling Edge of DAS (Bus Master Read) 15 ns
45 tRDYS Delay from the Falling Edge of READY

to the Rising Edge of DAS 75 250 ns
46 tROIF Delay from the Rising Edge of DALO to

the Falling Edge of DALI (Bus Master Read) 15 ns
47 tRIS DALI Setup Time to the Rising Edge of

DAS (Bus Master) 135 ns
48 tRIH DALI Hold Time After the Rising Edge of

DAS (Bus Master Read) 0 ns
49 tRIOF Delay from the Rising Edge of DAL to the

Falling Edge of DALO (Bus Master Read) 55 ns
50 tos DALO and READ Setup Time to the Falling

Edge of ALE (Bus Master Write and Read) 110 ns
51 tROH DALO Hold Time After the Falling Edge of

ALE (Bus Master Read) 35 ns
52 twps! Delay from the Rising Edge of DAS to the

Rising Edge of DALO (Bus Master Write) 35 ns
53 tcsH CS Hold Time After the Rising Edge of DAS

(Bus Slave) 0 ns
54 tcss CS Setup Time to the Falling Edge of DAS

(Bus Slave) 0 ns
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SWITCHING CHARACTERISTICS (Continued)

Parameter Test
No. | Symbol |Parameter Description Conditions | Min. Typ. Max. Units
55 tSAH ADR Hold Time After the Rising Edge of DAS
(Bus Slave) 0 ns
56 tsAs ADR Setup Time to the Falling Edge of DAS
(Bus Slave) 0 ns
57 tARYD Delay from the Falling Edge of ALE to the
Falling Edge of READY to insure a
Minimum Bus Cycle Time (600 ns) (Note 5) 80 ns
58 tSRDS Data Setup Time to the Falling Edge of
READY (Bus Slave Read) 75 ns
59 tRDYH READY Hold Time After the Rising Edge of
DAS (Bus Master) 0 ns
60 tSRo1 READY Driver Turn On After the Falling Edge |(CSR 0, 3, RAP)
of DAS (Bus Slave) (Notes 4, 6) 6tTcT ns
61 tsro2 READY Driver Turn On After the Falling Edge (CSR 1, 2)
of DAS (Bus Slave) (Note 6) 14ttt ns
62 tSRYH READY Hold Time After the Rising Edge
of DAS (Bus Slave) 0 35 ns
63 tSRH READ Hold Time After the Rising Edge of
DAS (Bus Slave) 0 ns
64 tsRrs READ Setup Time to the Falling Edge of
DAS (Bus Slave) 0 ns
65 tCHL TCLK Rising Edge to Hold LOW or High Delay 95 ns
66 tcAv TCLK to Address Valid 100 ns
67 tcca TCLK Rising Edge to Control Signals Active 75 - ns
68 tCALE TCLK Falling Edge to ALE LOW 90 ns
69 tcoL TCLK Falling Edge to DAS Falling Edge 90 ns
70 tRCS Ready Setup Time to TCLK (Note 5) 0 ns
71 1CDH TCLK Rising Edge to DAS HIGH 90 ns
72 tHCS HLDA Setup to TCLK 0 ns
73 tRENH RENA Hold Time After the Rising Edge of .
RCLK 0 ns
74 tCSR CS recovery time between deassertion
of CS or HOLD and assertion of CS tTcT+60 ns
Notes:

1.

o s

Not shown in the timing diagrams, specifies the minimum bus cycle for a single DMA transfer. Tested by functional data
pattern.

. Applicable parameters associated with Receive circuit are tested at tRcT (RCLK Period) = 100 ns, tTcT = 100 ns (TCLK

Period); RCLK and TCLK LOW/HIGH times tested at Min./Max. and Max./Min. specifications.

Not tested.

CRSO0 write access time (tsro1) when STOP bit is set can be as long as 12tTcT.

The READY Setup time before negation of DAS is a function of the synchronization time of READY. The synchronization must
occur within 100 ns. Therefore, the setup time is 100 ns plus any accumulated propagation delays. Ready slips occur on 100
nsincrements. Itis guaranteed that no wait states will be added by the LANCE if either parameter #57 or #70 is met. Parame-
ter #70 is intended for systems in which TCLK is synchronized with the processor bus interface. Parameter #57 is intended
for asynchronous systems.

Parameter is for design reference only. Functional testing uses typical value + 1 TTcT.
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Sense Point VTHRESHOLD
l CL
1 loH

05698D-039B

A. Normal & Three-State Outputs

Ri
Device Pin

Lo

05698D-040A

B. Open-Drain Outputs (INTR, HOLD/BUSRQ, READY)

TEST OUTPUT LOADS
Pin Name Test Circuit | R1(kQ) | CL(pF)
All Outputs and I/O Pins except
INTR, HOLD/BUSRQ, READY A - 100
INTR, HOLD/BUSRQ, READY B 1.5 50
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KEY TO SWITCHING WAVEFORMS

AN\
L
XK

Pooastl

INPUTS

Must Be
Steady

May
Change
fromHto L

May
Change
from Lto H

Don't Care;
Any Change
Permitted

Does Not
Apply

OUTPUTS

Will Be
Steady

Will Be
Changing
fromHto L

Will Be
Changing
from Lto H

Changing,
State
Unknown

Center

Line is High-
Impedance
“Off” State

SWITCHING WAVEFORMS (Note 1)

CLSN ——/

B N

Serial Link Timing (Collision)

05698D-041A

RCLK

\
& -0 @

RX

RN

oof X

RENA /

Serial Link Timing (Receive)

e

05698D-042A
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SWITCHING WAVEFORMS

TCLK /

TENA /] I‘—@—)r_____
T %

05698D-043A

RENA

Pl

*During transmit, RENA input must be asserted (HIGH) and remain active-HIGH before TENA goes inactive (LOW). If

RENA is deasserted before TENA is deasserted, LCAR will be reported in TMD3 after the transmission is completed
by the LANCE.

Note:
Please refer to Figures 3 to 6 for additional waveform diagrams.

Serial Link Timing (Transmit)
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Am79C900

Integrated Local Area Communications Controller™ (ILACC™)

e\

Advanced
Micro
Devices

DISTINCTIVE CHARACTERISTICS

= Integrated Ethernet controller and Serial
Interface Adapter.

m 32-bit bus interface with programmable
capability for easy interface to popular bus
architectures such as: 29000, 80X86, 680X0.

m Compatible with Ethernet and ISD 8802-3 ANSI/
|IEEE Std. 802.3 10BASES, 10BASE2, 10BASE-T,
and 10BASE-F.

= On board 48-byte FIFO, DMA controller, and
advanced buffer management scheme.

m Extensive network diagnostics capabilities

Including: CRC, loop back, collision retry/runt

packet counters, and TDR.

State of the art CMOS technology and surface

mount packaging.

GENERAL DESCRIPTION

The Am79C900 Integrated Local Area Communications
Controller (ILACC) is a second generation Ethernet/
802.3 integrated controller and serial interface encoder/
decoder. The ILACC has been designed to easily inter-
face to popular microprocessor bus architectures
through its programmable bus interface. The ILACC’s
on board DMA controller and its sophisticated buffer
management scheme allows the system designer to
achieve maximum performance in tightly coupled sys-
tems such as PC mother board applications and node
processor based adapter cards. In open bus architec-

tures such as personal computer add-on LAN cards
the ILACC gives the system designer the flexibility to
chose the optimal cost-performance ratio by allowing
both inexpensive bus master and shared memory ap-
plications. The ILACC will support thick coax, thin coax,
twisted pair and fiber optic cable networking schemes,
such as Ethernet and ISO 8802-3 ANSV/IEEE Std. 802.3
10BASE5, 10BASE2, 10BASE-T, and 10BASE-F
through its AUl interface in conjunction with an external
transceiver chip.

BLOCK DIAGRAM
DATA/ADDRESS <:> <'|-:-r\
BUS
MICRO
MEMORY DMA/DATA PATH PROGRAM
DATA LATCH MANAGEMENT
CONTROL UNIT CONTROL STORE
ADDRESS LATCH < :: —
CONTROL ]
READWRITE GENERAL PURPOSE
- iL L—"H SERIAL INTERFACE
CHIP SELECTION ) la— SERIAL CLOCK IN
— ADDRESS | | RETRY MUX &
DETECT LOGIC BUFFERS [** SERIAL DATA INJOUT
<> SERIAL CONTROL SIGNALS
wrerrupts < gus ATTACHMENT
INTERFACE | 1 UNIT INTERFACE
BUS ACQUISITION ¥ COMMON )
& ARBITRATION DISTRIBUTION MANCHESTER [*+—
ENCODER/  [*— ¢
READY 1 1 1 DECODER  [«—
—n
SYNCHRONIZATION NI [~ bo
] s} 'Il —
o o 7]
DATA DIRECTION % 3 & 1
ENABLES @ CLOCK
'
& 2 GENERATION 10594-0018
e
Publication #10594 Rev.C Amendment /0

Issue Date: January 1992
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CONNECTION DIAGRAMS
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TYPICAL ETHERNET NODE
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ORDERING INFORMATION
Standard Products

AMD standard products are available in several Packages and operating ranges. The ordering number
(Valid Combination) is formed by a combination of:

AM79C900 J C

e. OPTIONAL PROCESSING
Blank = Standard Processing
B = Burn-in

d. TEMPERATURE RANGE
C = Commercial (Ta = 0 to 70°C)

c. PACKAGE TYPE
J = 84-Pin Plastic Leaded Chip Carrier (PL 084)

b. SPEED OPTION
Not Applicable

a. DEVICE NUMBER/DESCRIPTION
Am79C900
Integrated Local Area Communications Controller (ILACC)

Valid Combinations
AM79C900 JC

Valid Combinations

Valid Combinations list configurations planned to
be supported in volume for this device. Consult
the local AMD sales office to confirm availability
of specific valid combinations, to check on newly
released combinations.
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PIN DESCRIPTION

ALE/AS.

Address Latch Enable/Address Strobe
(Input/Output, High Impedance)

Used to demultiplex the DAL bus and define the ad-
dress portion of the memory cycle. AS is the logical in-
version of ALE. The polarity of the pin is programmable
through ACON (CSR3 bit 1) as follows:

ACON = 0: ALE (falling edge latches address).
ACON = 1: AS (rising edge latches address).

Used as input during bus arbitration to detect comple-
tion of previous bus master transactions.

BCLK

Bus Clock (Input)

BCLK determines the operating clock rate for the micro-
processor interface.

BEO-BE1/S120-S121

Byte Enable (Output, High Impedance) _
With BACON = 00, these lines become BEO and BE1
(DAL[0] and DAL[1] become BYTE ENABLE 2 and 3
respectively). These signals are used for the 80X86
interface.

Size (Output, High Impedance)

With BACON = 01, SIZ0 and SIZ1 are produced for
680X0 or Am29000 environments.

BE2-BE3/DAL[0]-DAL[1],

Byte enable/Data/Address lines (Input/Output, High
Impedance)

For BACON = 00. In master cycles, during the address
portion of a memory transfer, the pins function as BE2-
BES3, the memory bank selected signals for an 80X86-
type environment. During the data portion of the mem-
ory transfer, DAL[0]-DAL[1] contain the read or write
data depending on the type of transfer. In slave cycles,
these lines operate as data lines.

Data/Address lines (Input/Output, High impedance)
For BACON = 01. In master cycles, during the address
portion of a memory transfer, the pins function as A[1]
and A[0] the byte offset signals for a 680X0-type envi-
ronment. During the data portion of the memory trans-
fer, DAL[1:0] contain the read or write data depending
on the type of transfer. In slave cycles, these lines
operate as data lines.

BGACK/ MASTER

Bus Grant Acknowledge (Input/Output, Open Drain)
Bus Grant Acknowledge indicates the current bus mas-
ter (BACON = 01). If the ILACC has requested the bus
(asserted BUSREQ), it must wait untii BUSACK be-
comes asserted (indicating the current master will relin-
quish the bus on completion of its transaction) at which

time the ILACC will sample BGACK, DAS and ALE/AS.
If they are in their inactive state (indicating the current
master has completed its last cycle and no other device
is claiming bus mastership), the ILACC will assert
BGACK. Bus Grant Acknowledge will remain asserted
as long as the ILACC remains bus master. Used with
680X0 family of processors.

Master (Output, Open Drain)

Asserted when ILACC is the bus master (BACON=00)
to enable data/address bus drivers.

CciD

Control/Data Select (Input)

Used during slave cycles to determine if the current
transaction is transferring control or data information.

C/D = 0: Data Port select.
C/D = 1: Register Address Port select.

The input is ignored when the ILACC is a bus master.

CDT

Collision Detect (Input)

When asserted, indicates that there is more than one
node transmitting on the medium concurrently. CDT is
only required when using the general purpose serial
interface. CDT should be tied low when using the inter-
nal SIA (PORTSEL = 0, CSR15 bit 8).

Cl+

Cl--

Control In (Input)

A differential line input signaling that there is a collision
when operating the integrated SIA. Used in Ethernet/
802.3 applications. Operates at pseudo-ECL levels.
When using the general purpose serial interface
(PORTSEL = 1, CSR15 bit 8), Cl+/- should be tied to
ground.

CRS

Carrier Sense (Input)

CRS must be asserted when valid data is being re-
ceived by an external transceiver connected via the
general purpose interface port. CRS is only required
when using the general purpose serial interface. CRS
should be tied low when using the internal SIA
(PORTSEL = 0, CSR15 bit 8).

[

ChipSelect(Input)

Used to access the ILACC internal registers in conjunc-
tion with C/D. Ignored during bus mastership cycles.

DAL[31:2]

Data/Address Lines (Input Output, High Impedance)
During the address portion of a memory transfer
DAL[31:2] contain memory address information. During
the data portion of the memory transfer DAL[31:2] con-
tain the read or the write data depending on the type of
transfer.
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DALI

Data/Address Line In (Output)

An external bus transceiver control line used to enable
the data path into the ILACC. Active in both master and
slave cycles.

DALO

Data/Address Line Out (Output)

An external bus transceiver control line used to enable
the data path away from the ILACC. Active in both
master and slave cycles.

DAS

Data Strobe (Input/Output, High Impedance)
Defines the data portion of the bus transfer. Input during
bus slave. Output during bus master cycles.

Dl+

DI-

Data In (Input)

A differential line input to the integrated SIA for receiv-
ing Manchester encoded data from the network. Oper-
ates at pseudo-ECL levels. When using the general
purpose serial interface (PORTSEL = 1, CSR15 bit 8),
DI + should be tied to ground.

DO+

DO-

Data Out (Output)

A differential line output for transmitting Manchester
encoded data from the integrated SIA. Operates at
pseudo-ECL levels. When using the general purpose
serial interface port (PORTSEL = 1, CSR15 bit 8), DO+
should be left unconnected.

HLDA/BUSACK

Hold Acknowledge (Input)

Response from other potential bus masters to indicate
they have relinquished bus mastership in an 80X86-
type processor environment (BACON = 00). Any host
which allows preemptive DMA may deassert Hold Ac-
knowledge at any time requiring the ILACC to deassert
HOLD .

Bus Acknowledge (Input)

This signal is asserted by the host in response to a Bus
Request. When Bus Acknowledge is received in re-
sponse to the chip’s assertion of Bus Request, the
ILACC becomes the bus master after ALE/AS, DAS and
BGACK are sampled inactive. Intended for use in
680X0-type processor environments (BACON = 01).

HOLD/BUSREQ

Hold (Output, Open Drain)

Asserted by the ILACC to request bus mastership in
80X86 processor configurations. The output can be
wire-ORed with other potential bus masters. HOLD will
be deasserted by the ILACC within a maximum of five
bus cycles if another master preempts the ILACC (re-
moves HLDA).

Bus Request (Output Open Drain)

Bus Request is asserted when the chip requires the bus
for direct memory transfer in 680X0-type processor con-
figurations. The output may be wire-ORed with other
potential bus masters.

INTR

Interrupt (Output, Open Drain)

An attention signal that indicates that one or more of the
following status flags are set: BABL, MERR, MISS,
TINT, IDON (all in CSR0), TXSTRT or LBE (in CSR4).
INTR is enabled by IENA = 1 (CSRO bit 6).

NC

No Connection

Do not connect.

RIW ,

Read/Write (Input/Output, High Impedance)
Indicates the direction of data flow to or fromthe ILACC.
An output during bus master cycles. An input during
slave cycles.

READYL

Ready Low (Input/Output Open Drain)

When the ILACC is a bus slave, READYL is the output
used to request wait states to be inserted in host read/
write operations. When the ILACC is a bus master,
READYL is the input acknowledge from target memory
to indicate it will accept data in a write cycle or that valid
data is available on the DAL bus in a read cycle.

RESET

System Reset (Input)

Reset clears the internal logic. All outputs go to their
high impedance state or are driven inactive. All bus-
related outputs are high impedance until the Initialize
command is given by the host.

RINTR

Receive Interrupt (Output, Open Drain)

When active, indicates that RINT in CSRO is set (bit 10).
RINTR is enabled by INEA (CSRO bit 6). Receive inter-
rupts can be masked by setting the mask bit RINTM in
CSR3 (bit 10). RINTR will remain asserted until RINT is
cleared, RINTM is set, or INEA is cleared. RINT set in
CSRO0 does not cause the external INTR to become
asserted although the INTR summary bit in CSR0 will
be set providing RINTM in CSR3 is clear.

RTS

Request To Send (Output)

RTS is asserted when the chip wishes access to the
channel. RTS remains asserted during the transmission
cycle. RTS will only be activated by the ILACC if the
general purpose serial interface has been selected.
RTS should be left unconnected if the integral SIA has
been selected (PORTSEL = 0, CSR15 bit 8).
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RxC

Receive Clock (input)

The receive data clock operates at the network data
rate 10 MHz. Only required if the general purpose serial
interface has been selected. RxC should be tied low if
the internal SIA has been selected (PORTSEL = 0,
CSR15 bit 8).

RxD

Receive Data (Input)

The receive serial data path to the general purpose
serial interface. Serial data presented on this input will
be clocked into the ILACC by the positive edge of the
RxC. RxC should be tied low when using the internal
SIA (PORTSEL=0, CSR15 bit 8).

TxC

Transmit Clock (Input)

The transmit data clock operates at the network data
rate (10 MHz). Only required if the general purpose
serial interface has been selected. TxC should be tied
low if the internal SIA has been selected (PORTSEL =
0, CSR15 bit 8).

TxD

Transmit Data (Output)

The transmit serial data path is only activated by the
ILACC if the general purpose serial interface has been
selected. The ILACC will clock out serial data onto TxD
on the positive edge of TxC. TxD should be left uncon-
nected if the internal SIA has been selected (PORTSEL
=0, CSR15 bit 8).

Voo

Power supply (6 pins)

+5 V supply for internal interface logic and I/O pin driver
functions.

VSS

Ground (10 pins).

0 V reference for internal interface logic and 1/0 pin
driver functions.

AVpp

Analog Power supply

+5 V supply for the analog functions of the internal SIA.
This supply should be separated from the digital Vp,
supplies as far back to the system power supply as
practical.

AVss

Analog Ground Reference

0 V reference for the analog functions of the internal
SIA. This ground reference should be separated from
the digital Vg supplies as far back to the system power
supply as practical.

XCLK
Clock (Output)
XCLK is derived from the crystal oscillator.

XTAL1

XTAL2

20 MHz Crystal Oscillator (Input)

The crystal frequency determines the network data rate.
When using an external crystal, two 100-pF capacitors
are required between XTAL1 and ground and XTAL2
and ground. XTAL1 may be driven from an external
source in which case XTAL2 must be left floating. When
using the internal SIA, the network data rate (10 MHz)
will be one half of the external crystal frequency.
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FUNCTIONAL DESCRIPTION

General

The Am79C900 (ILACC) is designed to operate in an
environment that allows close coupling with a local
memory and/or microprocessor (host), or alternately it
can reside on a system bus and act as an intelligent bus
master device.

The ILACC is programmed by a combination of regis-
ters resident within the chip and data structures located
in user memory. There are 60 user-accessible Control
and Status Registers (CSRs) within the chip. The host is
responsible for initial programming of a small subset.
Once enabled, the ILACC accesses memory directly to
acquire additional operating parameters.

The Am79C900 has the ability to perform independent
buffer management as well as transfer data packets to
and from the network. There are three memory struc-
tures accessed by the chip:

1. Initialization Block — Seven 32-bit entries in memory
starting on a long word boundary. It contains the
parameters necessary for device operation. The Ini-
tialization Block is comprised of:

« Mode of Operation

» Physical Address

» Logical Address Filter

» Pointers to Receive and Transmit Descriptor
Rings

» Number of Entries in Receive and Transmit
Descriptor Rings

2. Receive and Transmit Descriptor Rings — Two
contiguous ring structures in memory for control of
Receive and Transmit packets. The descriptor rings
are comprised of:

» The address of a data buffer

« Status and error information associated with the
buffer

». The length of the data buffer

3. Data buffers — Area(s) of memory reserved for
packet buffering. Data buffers may begin on arbitrary
byte boundaries. Each buffer must be contiguous in
memory, although multiple buffers can be located
anywhere in addressable memory.

In general the programming sequence of the ILACC

may be summarized as:

1. Program the ILACC’s CSRs to locate the Initializa-
tion Block in memory.

2. Define the byte control, byte addressing, address
latch, and bus arbitration.

3. Fetch the Initialization Block via DMA.

4. Access the descriptor rings and data buffers for
packet handling.

The parallel interface of the ILACC has been designed
to be easily interfaced to a variety of popular 32-bit
microprocessor buses; examples include the 80X86,
680X0 and AMD 29000 series. The ILACC is user-
configurable so that it directly interfaces to the bus
arbitration schemes of the above architectures.

The ILACC has a 32-bit wide linear address space
when acting as Bus Master allowing it to DMA directly
into the entire address space of the above microproces-
sors and system buses.

Interrupts to the processor are generated by the ILACC
upon:

1. Completion of ILACC’s Initialization routine
2. The reception of a packet

3. Start of transmit packet

4. Completion of transmit activity

5. A transmitter time-out error

6. A missed packet

7. A memory error

The cause of interrupt is determined by reading CSR0
and/or CSR4. Bit 6 of CSRO0 (INEA) enables or disables
interrupts to the host. In systems where polling is used
in place of interrupts, bit 7 of CSR0O (INTR) indicates an
interrupt condition.

The basic operation of the ILACC consists of two dis-
tinct modes: transmit and receive. In the transmit mode,
the ILACC directly addresses data in a transmit buffer in
memory. It prefaces the data with a preamble and syn-
chronization pattern and calculates and appends a 32-
bit CRC. This packet is then Manchester encoded by
the internal SIA or sent out in NRZ format with clock
depending on which transceiver port is selected.

In the receive mode, packets are received via the exter-
nal transceiver and passed to either the SIA port or the
general purpose serial interface of the ILACC. If the
internal SIA is used, clock and data separation occur
and the packet is loaded into buffer memory. If the
general purpose interface is used, clock and data sepa-
ration must occur externally. A CRC is calculated for the
received packet and compared with the CRC appended
to the data packet. If the calculated CRC does not agree
with the packet CRC, an error bit is set.

ILACC Bus Configurations

The ILACC supports a 32-bit data and address bus.
Memory byte selection during ILACC bus mastership
can be software-programmed according to the target
microprocessor using the BACON bits. Arbitration
schemes for 80X86 and the 680X0 are supported.
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Bus Cycles
Depending on the operation, the ILACC can function as
a bus slave (memory or I/0O mapped) or as a bus master
(DMA) device.

BUS SLAVE CYCLES

Slave cycles are executed by the host system on the
ILACC to program the initial conditions of the device or
to examine its state during operation.

The host can gain read or write access to the ILACC's
internal Control and Status Registers (CSRs) by asserting
the CS and DAS Lines (CS = DAS = LOW), causing the
ILACC to enter the bus slave mode. The CSRs are ac-
cessed in a two-stage process. The host must first write
the address of the register to be accessed into the Reg-
ister Address Pointer (RAP). The host can subsequently
perform read or write operations on the register ad-
dressed by the contents of RAP by accessing the Data
Port.

RAP or Data Port selection is performed using the C/D
input pin (C/D = 1 for RAP access). For more details,
see the heading “User Programmable Registers."

All slave accesses to/from the ILACC's internal CSRs
take place over DAL[15:0]. The high order address and
data bus lines (DAL[31:16]) are driven but contain un-
defined data during slave read operations and are
ignored during slave write operations.

Read Sequence o .
Atthe beginning of the read cycle, CS, C/D and R/W are
asserted by the host. The host will assert DAS which will
latch both the read request and the state of C/D within
the ILACC. R/W and C/D need not be active for the
remainder of the cycle. The ILACC will subsequently
assert DALO to enable the external output bus
transceiver(s). If C/D was latched as a “1”, the contents
of RAP will be placed on the DAL bus. If C/D was a “0”,
the contents of the CSR addressed by RAP will be
placed on the DAL bus. After the data on DAL[31:0]
becomes valid, the ILACC asserts READYL signalling
the host to strobe in the data using the rising edge of
DAS and relinquish CS. The ILACC subsequently re-
leases DALO, READYL, and the DAL bus in response
to DAS going inactive. CS and DAS must be valid
during the entire slave read cycle.

Write Sequence . _

Atthe beginning of the write cycle, CS, C/D and R/W are
asserted by the host. The host will assert DAS which will
latch both the write request and the state of C/D within
the ILACC. R/W and C/D need not be active for the
remainder of the cycle. The ILACC will subsequently
assert DALI to enable the external input bus
transceiver(s). The host will output the write data on
DAL[15:0]. If C/D was latched as a “1”, the contents of
the DAL bus will be written to RAP. If C/D was a “0”, the

contents of the DAL bus will be written to the CSR
addressed by the RAP. When the ILACC asserts
READYL, the host strobes the data into the ILACC
using the rising edge of DAS and subsequently releases
the CS line and the DAL bus. The ILACC will deassert
DALI and READYL in response to DAS going inactive.
CS and DAS must be valid during the entire slave write
cycle.

BUS ACQUISITION

The ILACC bus acquisition mechanism can be opti-
mized to suit common two- or three-wire bus arbitration
schemes, using the Bus Acquisition Control (BACON)
bits in CSR4, as defined below:

BACON Bus Configuration
00 80X86
01 680X0
10 RESERVED
11 RESERVED

For 80X86-type processors, bus acquisition is con-
trolled with a two-wire handshake of HOLD (HOLD RE-
QUEST) and HLDA (HOLD ACKNOWLEDGE). If BA-
CON = 00 (80X86 operation), the burst transfer may be
preempted by the host or system arbiter deasserting the
HLDA line. The ILACC will complete its current bus
transaction before relinquishing the HOLD request.

For 680X0-type processors, bus acquisition is con-
trolled with a three-wire handshake of BUSREQ (BUS
REQUEST), BUSACK (BUS ACKNOWLEDGE) and
BGACK (BUS GRANT ACKNOWLEDGE). Preemption
is not supported in this configuration.

The ILACC will request the bus to enable the move-
ment of a received packet into the receive buffer area or
to check for the presence of a transmit message and to
move it from the transmit buffer area if required.

If there are 16 bytes or more empty in the FIFO in
transmit mode, or at least 16 bytes of data inthe FIFQ in
receive mode when the ILACC releases the bus (HOLD
or BGACK deasserted), it will request the bus again
within 4 bus clock periods for receive or 10 bus clock
periods for transmit.

BUS MASTER CYCLES

All data transfers from the ILACC during bus mastership
are timed by ALE/AS or DAS and READYL. The auto-
matic adjustment of the ILACC cycle by the READYL
signal allows synchronization with variable cycle time
memory. Bus cycles are a minimum of 4 BCLK cycles
and can be increased in increments of 1 BCLK cycle.

DALI and DALO are used to control external bus trans-
ceivers. DALl is used to enable the data path toward the
ILACC. DALO to enable the data path away from the
ILACC.
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Read Sequence

The read cycle is commenced by placing valid ad-
dresses on DAL[31:0] for the 680X0 mode or DAL[31:2]
for the 80X86 mode. The appropriate byte transfer sig-
nals (Ay 4 and SIZ0 - SIZ1 for the 680X0 mode; BEO -
- BES for the 80X86 mode) are asserted to indicate the
active data bus width. The R/W signal is driven HIGH to
indicate a read cycle. The ALE/AS pulse allows the ex-
ternal latch to load and store the long-word address.
The DAL lines go into a high impedance state and DAS
falls low to signal the start of the memory access. DALI
is activated by the ILACC to enable the external input
bus transceiver(s). The memory responds by asserting
the READYL input to the ILACC to indicate that
DAL[31:0] have valid data. The ILACC latches the
memory data on the rising edge of DAS which in turn
ends the memory cycle.

Write Sequence

The write cycle is very similar except the write transfer is
indicated by R/W being driven LOW. The DAL lines
change from containing addresses to data after ALE/AS
goes inactive. DALO is used to enable the ILACC data
onto the data bus. Data to memory is held valid after
DAS goes inactive. !

Variable Length ILACC DMA Transfers

The ILACC will initiate DMA transfers according to the
type of operation being performed. All DMA transfers
will fall into one of the following catagories:

» Single-cycle DMA
» Dual-cycle DMA
« Burst-cycle DMA

Single-cycle DMA Transfers

Once the ILACC has been granted bus mastership, it
will issue a single long-word memory address and per-
form a single long word (32-bit) or partial long word
access to that location. Following the completion of that
single location access, the ILACC will relinquish bus
mastership. An example of this type of access can be
found at the end of ILACC initialization. Another ex-
ample would be at the end of a transmit packet when
only one access is necessary to finish reading the
packet into the FIFO.

Dual-cycle DMA Transfers

Once the ILACC has been granted bus mastership, it
will perform two data transfer cycles before relinquish-
ing the bus. The two transfers within the mastership
period will always be of the same type (either both read
or both write) but may be to non-contiguous addresses.
Dual cycle DMA transfers cannot be preempted. Dual-
cycle DMA transfers are typically performed during de-
scriptor accesses.

Burst-Cycle DMA Transfers

Once the ILACC has been granted bus mastership, it
will perform a series of consecutive data transfer cycles
before relinquishing the bus. Each data transfer will be
performed sequentially with the issue of the long-word
address and the transfer of the data with appropriate
output signals to indicate selection of the active data
bytes during the transfer. All transfers within the master-
ship cycle will be either read or write cycles and will be
to contiguous long-word addresses. The number of data
transfer cycles within the burst is dependent on the
programming of the DMAPLUS option (CSR4, bit 14). If
DMAPLUS = 0, a maximum of four transfers will be
performed. If DMAPLUS = 1, the burst will continue until
the FIFO is filled to its high threshold (34 bytes in
transmit operation) or emptied to its low threshold (14
bytes in receive operation). Due to pipelining delays in-
ternal to the ILACC, the actual number of bytes in the
FIFO at the end of the DMA burst may exceed the
above thresholds (i.e. filled with >34 bytes or emptied to
< 14 bytes).The exact number of transfer cycles in this
case will be dependent on the latency of the system bus
to the ILACC's mastership request (HOLD/BUSREQ to
HLDA/BGACK delay) and the speed of bus operation.
The burst cycle may be preempted when using the
80X86 mode of operation by removing the mastership
privilege (HLDA = HIGH). The ILACC will complete the
current read or write cycle before returning the master-
ship request inactive (HOLD = HIGH).

BUS MASTER TRANSACTIONS

Transactions during ILACC bus mastership consist of
use of the allowable DMA cycle types as previously
defined and the type of memory transaction being per-
formed. Bus transactions fall into one of the following
three catagories:

« Initialization block read access
» Descriptor read/write access
« Data buffer read/write access

Initialization Block Access
This transaction reads all 7 long-words (28 bytes) of the
Initialization Block.

Data is read from the Initialization Block as a sequence
of four separate arbitration/relinquish cycles. The first
three exchanges will be performed as dual-cycle DMA
transfers, performing two contiguous long-word reads,
commencing at the base address programmed in CSR1
and CSR2. This sequence continues until the fourth
cycle which will perform a single-cycle DMA transfer to
read the last long-word entry in the Initialization Block.
The time between each mastership cycle may vary if
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another device is also contending for bus mastership
during the initialization sequence. The ILACC will al-
ways complete the 2 long-word read operations within
the bus mastership period, even if preempted.

Initialization Block entries are not byte-swapped regard-
less of target configuration. The internal ILACC regis-
ters read in the memory-based initialization parameters
on the basis that bit 31 of the memory location is the
high order bit of the word.

The base location of the Initialization Block is con-
strained to be on an even word boundary. Bits 0 and 1 of
CSR1 must be zero.

Descriptor Access

These transactions read and write the appropriate en-
tries of the transmit and receive descriptor rings to
manage the transfer of transmit buffers to the network
and messages from the network to the receive buffers.

Accesses to descriptor entries are performed by only
two methods:

1. For chained buffers (multiple descriptors/buffers con-
taining a single message), a single-cycle write will be
used to update the transmit or receive descriptor
status (TMD1 or RMD1) of all but the last descriptor
in the chain.

2. A dual-cycle DMA transfer will be performed on all
descriptor read operations and on write operations to
the last descriptor in a chain including the case where
only one descriptor was used for the packet.

In the case of a transmit error in the middle of a chain, a
dual-cycle transfer will be written to the current descrip-
tor, = regardless of its position in the packet. The dual
access is needed at this point in order to report the error
condition to TMD2.

Note that during all descriptor read operations, the en-
tire data bus will be activated, = as if a full long-word
data fetch were being performed. The ILACC will inter-
nally route and use only the required data and discard
any superfluous information fields. For write cycles, only
the appropriate data bus bytes are activated to ensure
adjacent memory locations are not corrupted.

Descriptor entries are not byte swapped regardless of
target configuration. The internal ILACC registers read
in the memory-based initialization parameters on the
basis that bit 31 of the memory location is the high order
bit of the word.

Descriptors must be constrained to be on 16-byte
boundary as defined by the TRANSMIT/RECEIVE DE-
SCRIPTOR RING ADDRESS fields (TDRA and RDRA),
within the Initialization Block (TDRA[3-0] = 0, RDRA[3-
0] = 0). Hence all descriptor entries will appear on long-
word boundaries to the ILACC.

Data Buffer Access

Burst-cycle DMA is used to read transmit buffer infor-
mation and transfer it to the FIFO or to write receive
message information from the FIFO to the receive
buffer area.

Accesses to buffer entries are performed by only two
burst mechanisms:

1. If DMAPLUS = 0 (CSR4, bit 14), the burst transfer
will consist of up to four read/write cycles providing
the ILACC is not preempted (applicable to 80X86
mode only). See timing diagrams for preemption
timing.

2. If DMAPLUS = 1, burst transfers continue until the
FIFQ is filled to at least its high threshold (34 bytes in
transmit operation) or emptied to its low threshold (<
14 bytes in receive operation) within a single DMA
burst cycle (unless preempted). See timing diagrams
for preemption timing.

To maximize system bus bandwidth, the ILACC will
always use its first DMA transfer to or from a buffer to
long-word align its remaining transfers. For example, if
the buffer is located on an odd-word boundary (A1 =1,
A0 = 0), the first DMA transter will read or write 1 word (2
bytes) of data. Subsequent cycles will DMA long-word
data (4 bytes) since the addresses will now be long-
word aligned (A1 =0, A0 = 0).

Note that during all transmit buffer read operations, the
entire 32-bit data bus will be activated and read as a
single long word. In those instances where fewer than 4
bytes are to be read from a long word location in a buffer,
the ILACC will internally route the byte(s) being trans-
ferred and will discard the remaining bytes from the 32-
bit read operation. These conditions might exist only at
the start of a transmit buffer, the end of the used portion
of a transmit buffer, or the end of the transmit buffer's
memory allocation. For receive buffer write operations,
the ILACC will always perform 32-bit writes with the
following exceptions:

1. When writing to the beginning of a receive buffer
where the first byte of that buffer does not align with a
long word boundary.

2. When writing to the long word location that contains
the last (<4) byte(s) of a receive buffer's memory
allocation.

For these two instances, the ILACC will employ the bus
control signals (BEO-BE3, SIZ0-SIZ1) to ensure thatonly
the appropriate bytes in the 32-bit word are written to
memory. Note that when fewer than 4 bytes are being
written to the end of a receive buffer where there are
more than sufficient bytes in the 32-bit location that are
part of the current buffer, then undefined data will be
written to the unused buffer byte(s) inthat 32-bit location.
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Buffer data will be byte swapped according to the target
memory architecture due to the byte orientation of the
802.3 protocol (“little-endien”). Data is transferred
across the network in byte-ascending order (i.e., start-
ing with byte 0, then byte 1, 2, 3, etc.).

There are a number of additional restrictions which
apply to transmit and receive buffers:

1. The BUFFER BYTE COUNT for receive buffers
(BCNT in RMD1) must be a minimum of 64 bytes.

2. The MESSAGE BYTE COUNT for receive buffers
(MCNT in RMD2) will contain the exact number of
bytes received in the packet and is written by the
ILACC in the last receive descriptor table entry
(DTE) for the message (valid where the ENP bit is
set in RMD1, and assuming ERR is clear).

3. The BUFFER BYTE COUNT (BCNT in TMD1) for
the first buffer in a chained transmit packet must be a
minimum of 116 bytes if DMAPLUS (CSR4[14]) is
set or 100 bytes minimum if DMAPLUS is reset.

Note that 80X86 type processors have bus transfer
restrictions, namely:

(i) that a single 3-byte transfer will not be observed with-
out an accompanying byte cycle either before or after.

(ii) misaligned transfers will move the data at the high ad-
dressed long-word location first then decrement to the
previous long-word location to complete the transfer.

These restrictions do not apply to the ILACC even when
configured for the 80X86 interface. 3-byte cycles can be
observed (i.e., at the end of a buffer), and the ILACC will
transfer data logically incrementing to each long word
location and performing the appropriate transfer.

SUMMARY OF 32-BIT MEMORY TRANSFERS
From the cases outlined previously, the following set of
32-bit bus transfer conditions are required.

Initialization Block:

LONG-WORD TRANSFER FROM EVEN-WORD
ADDRESS

Example: Normal 32-bit Initialization Block entry read.
680X0: SIZ1=0, SIZ0=0, A1=0, A0=0

Transmit/Receive Descriptors:

LONG-WORD TRANSFER TO/FROM EVEN-WORD
ADDRESS

Example: Normal 32-bit descriptor access.

680X0: SIZ1=0, SIZ20=0, A1=0, A0=0

MS  byte toffrom DAL [31:24]
byte to/from DAL [23:16]
byte to/from DAL [15:08]
LS  byte to/from DAL [07:00]

80X86: BE3=0, BE2=0, BE1=0, BE0=0

MS  byte to/from DAL [31:24]
byte to/from DAL [23:16]
byte to/from DAL [15:08]
LS byte to/from DAL [07:00]

BYTE TRANSFER FROM ODD-BYTE (3 MOD 4)
ADDRESS
Example: Read status from RMD1/TMD1.
680X0: SIZ1=0, S1Z0=0, A1=1, A0=1
MS_ byte_ from DAL [31:24]
80X86: BE3=0, BE2=0, BE1=0, BE0=0
MS  byte from DAL [31:24]
Note: Although all bytes are active, only required bytes
are used internally.

BYTE TRANSFER TO ODD-BYTE (3 MOD 4)
ADDRESS
Example: Write status to RMD1/TMD1.
680X0: SIZ1=0, SIZ0=1, A1=1, A0=1
MS_ byte  to  DAL[31:24]
80X86: BE3=0, BE2=1, BE1=1, BEO=1
MS  byte to DAL [31:24]

Transmit/Receive Buffers:

The examples shown below of transfers of fewer than 4
bytes to receive buffers assume that there are exactly
enoughbytesleftinthe receive buffer’s memory allocation
to accomodate the particular example. These examples
are showntoillustrate the states of the bus control signals
underthose circumstances. Whenthe number of bytes to
be written is determined by the number of remaining
received packet bytes and not by the available space left
in the buffer, then the ILACC will write undefined data to
the remaining unused bytes. in that 32-bit location (as
long asthose unused bytes are part of the current buffer’s
memory allocation). It is possible that as much as a full

MS byte from DAL [31:24] long-word transfer could be used by the ILACC to trans-
byte from DAL [23:16] fer as little as a single byte.
s gz}g from gﬁ_tggfgg} LONG-WORD TRANSFER TO/FROM EVEN-WORD
 BEA0 RES.0 BET. - ADDRESS
BOXﬁASS. BE:;;?& BEz"Of’rfrE 1 ’Obif ([)3‘ ? 24] Example: 4 bytes in buffer on even-word address.
byte from DAL [23j1 6] 680X0: SIZ1=0, SIZ0=0, A1=0, A0=0
b;'l : from DAL [150] FIFO byten toffrom DAL [31:24]
LS  byte from DAL [07:00] FIFO byten+1 to/from DAL [23:16]
: FIFO byten+2  toffrom DAL [15:08]
FIFO byten+3  toffrom DAL [07:00]
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80X86: BE3=0, BE2=0, BE1=0, BE0O=0

FIFO byten to/from DAL [07:00]
FIFO byten+1 to/from DAL [15:08]
FIFO byten+2 toffrom DAL [23:16]
FIFO byten+3 toffrom DAL [31:24]

3-BYTE TRANSFER FROM EVEN-WORD ADDRESS
Example: 3 bytes in transmit buffer.
680X0: SIZ1=0, SIZ0=0, A1=0, A0=0
FIFO byten from DAL [31:24]
FIFO byten+1 from DAL [23:16]
FIFO byten+2 _ from __ DAL[15:08]
80X86: BE3=0, BE2=0, BE1=0, BE0=0

FIFO byten from DAL [07:00]
FIFO byten+1 from DAL [15:08]
FIFO byten+2 from DAL [23:16]

Note: Although all bytes are active, only required bytes
are used internally.

3-BYTE TRANSFER TO EVEN-WORD ADDRESS
Example: Last 3 bytes in receive buffer.
680X0: SIZ1=1, SIZ0=1, A1=0, A0=0

FIFO byten to DAL [31:24]
FIFO byten+1 to DAL [23:16]
FIFO byten+2 to DAL [15:08]

80X86: BE3=1, BE2=0, BE1=0, BE0=0

FIFO byten to DAL [07:00]
FIFO byten+1 to DAL [15:08]
FIFO byten+2 to DAL [23:16]

3-BYTE TRANSFER FROM ODD BYTE (1 MOD 4)
ADDRESS

Example: Last 3 bytes in transmit buffer.

680X0: SIZ1=0, SIZ0=0, A1=0, A0=0

FIFO byten from  DAL[23:16]

FIFO byte n+1 from  DAL[15:8]

FIFO byte n+2 from  DAL[7:0]
80X86: BE3=0, BE2=0, BET=0, BEO=0

FIFO byten from  DAL[15:8]

FIFO byte n+1 from  DAL[23:16]

FIFO byte n+2 from  DAL[31:24]

Note: Although all bytes are active, only required bytes
are used internally.

WORD TRANSFER FROM EVEN-WORD ADDRESS
Example: Last 2 bytes in transmit buffer on even-word
address. .
680X0: SIZ1=0, SIZ0=0, A1=0, A0=0
FIFO byten from DAL [31:24]
FIFO byten+1 from DAL [23:16]
80X86: BE3=0, BE2=0, BE1=0, BEO=0
FIFO byten from DAL [07:00]
FIFO byten+1 from DAL [15:08]
Note: Although all bytes are active, only required bytes
are used internally.

WORD TRANSFER TO EVEN-WORD ADDRESS
Example: Last 2 bytes in receive buffer on even-word
address.
680X0: SIZ1=1, SIZ0=0, A1=0, A0=0
FIFO byten to DAL [31:24]
FIFO byten+1 to DAL [23:16]
80X86: BE3=1, BE2=1, BE1=0, BE0=0
FIFO byten to DAL [07:00]
FIFO byten+1 to DAL [15:08]

WORD TRANSFER FROM ODD-WORD ADDRESS
Example: First 2 bytes in transmit buffer on odd-word
address.
680X0: SIZ1=0, S120=0, A1=0, A0=0
FIFO byten from DAL [15:08]
FIFO byten+1  from DAL [07:00]
80X86: BE3=0, BE2=0, BE1=0, BE0=0
FIFO byten from DAL [23:16]
FIFO byten+1 from DAL [31:24]

Note: Although all bytes are active, only required bytes
are used internally.

WORD TRANSFER TO ODD-WORD ADDRESS
Example: First 2 bytes in receive buffer on odd-word
address.
680X0: SIZ1=1, SIZ0=0, A1=1, A0=0
FIFO byten to DAL [15:08]
FIFO byten+1 to DAL [07:00]
80X86: BE3=0, BE2=0, BE1=1, BEO=1

3-BYTE TRANSFER TO ODD BYTE (1 MOD 4) FIFO byten to DAL [23:16]
ADDRESS FIFO byten+1 to DAL [31:24]
Example: Last 3 bytes in receive buffer’s allocated
memory.
680X0: SIZ1=1, SIZ0=1, A1=0, A0=1

FIFO byten from  DAL[23:16]

FIFO Dbyte n+1 from  DAL[15:8]

FIFO  byten+2 from  DAL[7:0]
80X86: BE3=0, BE2=0, BE1=0, BEO=1

FIFO byten from  DAL[15:8]

FIFO byte n+1 from  DAL[23:16]

FIFO byte n+2 from  DAL[31:24]
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BYTE TRANSFER FROM EVEN-WORD ADDRESS
Example: Last byte in transmit buffer on even-word
address.

680X0: S1Z1=0, SIZ0=0, A1=0, A0=0

FIFO byten from DAL [31:24]
80X86: BE3=0, BE2=0, BE1=0, BEO=0
FIFO byten from DAL [07:00]

Note: Although all bytes are active, only required bytes
are used internally.

BYTE TRANSFER TO EVEN-WORD ADDRESS
Example: Last byte in receive buffer on evenword
address.

680X0: SIZ1=0, SIZ0=1, A1=0, A0=0

FIFO byten to DAL [31:24]
80X86: BE3=1, BE2=1, BE1=1, BE0O=0
FIFO byten to DAL [07:00]

BYTE TRANSFER FROM ODD-BYTE (3 MOD 4)
ADDRESS

Example: First byte in transmit buffer on odd-byte
(3 MOD 4) address.

680X0: SIZ1=0, SIZ0=0, A1=0, A0=0

FIFO byten from DAL [15:08]
80X86: BE3=0, BE2=0, BE1=0, BE0=0
FIFO byten from DAL [23:16]

Note: Although all bytes are active, only required bytes
are used internally.

BYTE TRANSFER TO ODD-BYTE (3:MOD 4) ADDRESS
Example: First byte in receive buffer on odd-byte

(3 MOD 4) address.

680X0: SIZ1=0, SI1Z0=1, A1=1, A0=1

FIFO byten to DAL [15:08]
80X86: BE3=0, BE2=1, BE1=1, BEO=1

FIFO byten to DAL [23:16]
FIFO OPERATIONS

TRANSMIT
Data is loaded into the FIFO by the ILACC under micro-
program control

During transmission, the ILACC transfers data from the
FIFO onto the network via an external transceiver (and
optional external SIA). Once the FIFO has been emptied
to the pointwhere fewerthan 33 bytes remaininthe FIFO
(or transmit data has yet to be loaded into the FIFO prior
to transmission), the ILACC will request the bus by
asserting HOLD/BUSREQ. The ILACC will start sending
the preamble (provided the network is quiet) as soon as
the first transmit data byte is loaded into the FIFO. Should
the transmitter be required to back off, there will be up to
48 bytes of data in the FIFO ready for transmission once
the network again becomes quiet. Reception has priority
over transmission during the time that the transmitter is
backing off.

RECEIVE

Data is received from the network via an external trans-
ceiver (and optional external SIA) and is transferred into
the FIFO under microprogram control. Once the FIFO
has filled to the point where more than 16 bytes are
stored, the ILACC will request the bus by asserting
HOLD/BUSREQ. Preamble (including the synchroniza-
tion bits) is not loaded into the FIFO.

The FIFO provides temporary buffer storage for data
being transferred between the parallel bus I/O pins and
serial bus I/0 pins. The capacity of the FIFO is 48 bytes.
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Serial Interface

The ILACC has two serial interfaces:

» General Purpose Serial Interface

- |EEE 802.3 Attachment Unit Interface (AUI)
GENERAL PURPOSE SERIAL INTERFACE

This is provided to allow alternate clock/data encoder
transceivers. When the GPSI port is not in use

(PORTSEL = 0, CSR15 bit 8), all inputs should be tied
low and all outputs should be left floating.

SERIAL INTERFACE ADAPTER

This is a Manchester Encoder/line driver in the transmit

path, a Manchester Decoder with noise filtering and
quick lock-on characteristics in the receive path and a
signal detect/converter in the collision path. In addition,
the integral SIA provides the interface between the
CMOS logic environment of the controller and the differ-
ential signaling environment of the transceiver.

SIA-Controller interface

Since the ILACC incorporates the facilities of both the
LANCE (Am7990) and SIA (Am7992A), the interface
signals which previously appeared as hardwired pins
are now internal.

To more easily understand the operation of the ILACC,
this internal interface is described as a set of signals,
defined as follows:

Internal Receive Enable (IRENA) — An output from the
SIA to the controller section to indicate carrier presence.
IRENA goes active when there is a negative transition
on DIx that is more negative than the amplitude
“Squelch Limit” and meets the pulse width require-
ments of the input filtering. IRENA goes inactive within 2
bit times of the last positive transition at DI+.

Internal Receive Clock (IRCLK) — The recovered clock
from the differential input at DI+. An output from the SIA
block to the controller section to clock in the serial bit
stream. IRCLK is activated 1/4 bit time after the second
negative Manchester preamble clock transition at Dl
and remains active until the end of message.

Internal Receive Data (IRXD) — The recovered serial
data stream from the SIA block to the controller section
of the ILACC. When IRENA is active, signals at DIt
meeting threshold and pulse width requirements will be
clocked in by IRCLK and passed to the controller sec-
tion of the ILACC.

Internal Transmit Enable (ITENA) — Identical in func-
tion to the RTS output. It is asserted (high) by the
controller section to indicate that serial data is available
for encoding and driving DO+.

Internal Transmit Clock (ITCLK) — An output from the
SIA block to the controller section to clock out the serial
bit stream and permit output data to be encoded.

Internal Transmit Data (ITXD) — The serial bit stream
output from the controller section. When ITENAis ac-
tive, signals at ITXD will be clocked out by ITCLK and
appear as Manchester encoded data at the DO+ outputs.

Internal Collision Detect (ICLSN) — ICLSN is an out-
put from the SIA block to the controller section. When
signals at the Clt differential inputs are driven by an
external transceiver to indicate a collision, ICLSN will go
high.

Transmit Path

The transmit section encodes separate clock and NRZ
data input signals into a standard Manchester serial bit
stream. The transmit outputs (DOt) are designed to
operate into terminated transmission lines. When oper-
ating into a 78-ohm terminated transmission line, signal-
ing meets the required output levels and skew for Ch-
eapernet, Ethernet and IEEE-802.3.

Transmitter Timing and Operation

A 20-MHz fundamental mode crystal oscillator provides
the basic timing reference (XCLK) for the SIA portion of
the ILACC. It is divided by two to create the internal
transmit clock reference (ITCLK). Both XCLK and
ITCLK are fed into the SIA’s Manchester Encoder to
generate the transitions in the encoded data stream.
ITCLK is used by the SIA to internally synchronize the
Internal Transmit Data (ITXD) from the controller and
Internal Transmit Enable (ITENA). ITCLK is also used
as a stable bit rate clock by the receive section of the
SIA and controller.

The oscillator requires an external 0.005% crystal or an
external CMOS-level input as a reference. Transmit
accuracy of 0.01% is achieved (no external adjustments
are required).

Transmission is enabled by the controller. As long as
the ITENA request remains active, the serial output of
the controller will be Manchester-encoded and appear
at DO+ and DO-. When the internal request is dropped
by the controller, the differential transmit outputs go to
one of two idle states dependent on TSEL in the Mode
Register (CSR15, bit 9):

1. TSEL LOW: The idle state of DOz yields “zero”
differential to operate transformer-coupled loads.

2. TSEL HIGH: In this idle state, DO+ is positive with
respect to DO- (logical HIGH).

Am79C900
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SIA Oscillator

External Crystal Characteristics

When using a crystal to drive the oscillator, the following
crystal specification should be used to ensure less than
+0.5 ns jitter at DO+.

Min Nom Max Units
1. Parallel Resonant Frequency 20 MHz
2. Resonant Frequency Error (CL = 50 pF) -50 0 +50 PPM
3. Change in Resonant Frequency —40 +40 PPM

With Respect To Temperature (CL = 50 pF)

4. Motional Crystal Capacitance (C1) 0.022 pF
5. Series Resistance 35 Q
6. Shunt Capacitance 7 pF
7. Drive Level 2 mwW

Crystal Manufacturers include: Reeves-Hoffman P/N 04-20423-312 \
Epson P/N MA-506-20.0M-50PF (surface mount crystal)

External Clock Drive Characteristics

When driving the oscillator from an external clock
source, XTAL2 must be left floating (unconnected). An
external clock having the following characteristics must
be used to ensure less than +0.5 ns jitter at DO=.

Clock Frequency:
Rise/Fall Time (tRAF):
XTAL1 HIGH/LOW Time (tHIGHALOW):

XTAL1 Falling Edge to Falling Edge Jitter:

20 MHz +0.01%
<2nsfrom0.8Vto2.0V
40 - 60% duty cycle
<+0.2 ns at 2.5 V input

Receiver Path

The principle functions of the Receiver are to signal the
ILACC that there is information on the receive pair and
separate the incoming Manchester encoded data
stream into clock and NRZ data.

The Receiver section (see Receiver Block Diagram)

consists of two parallel paths. The receive data pathis &
zero threshold, wide bandwidth line receiver. The car-
rier path is an offset threshold bandpass detecting line
receiver. Both receivers share common bias networks
to allow operation over a wide input common mode
range.

Dl DATA MANCHESTER [~ IRXD
+ ¢—| RECEIVER DECODER ~|——» IRCLK
NOISE CARRIER
REJECT DETECT |— IRENA

FILTER CIRCUIT

10594-006B

Receiver Block Diagram
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Input Signal Conditioning

Transient noise pulses at the input data stream are
rejected by the Noise Rejection Filter. Pulse width rejec-
tion is proportional to transmit data rate. DC inputs more
positive than minus 100 mV are also suppressed.

The Carrier Detection circuitry controls the stop and
start of the phase-locked loop during clock acquisition.
Clock acquisition requires a valid Manchester bit pattern
of 1010 to lock onto the incoming message (see  Re-
ceive Timing — Start of Reception Clock Acquisition
waveform diagram).

When input amplitude and pulse width conditions are
met at DI+, the internal enable signal from the SIA to
controller (IRENA) is asserted and a clock acquisition
cycle is initiated.

Clock Acquisition

When there is no activity at DIt (receiver is idle), the
receive oscillator is phase locked to ITCLK. The first
negative clock transition after IRENA is asserted inter-
rupts the receive oscillator. The oscillator is then re-
started at the second Manchester “0” (bit time 4) and is
phase locked to it. As a result, the SIA acquires the
clock from the incoming Manchester bit pattern in 4 bit
times with a “1010” Manchester bit pattern.

IRCLK and IRXD are enabled 1/4 bit time after clock
acquisition in bit cell 5. IRXD is at a HIGH state when
the receiver is idle (no IRCLK). IRXD, however, is unde-
fined when clock is acquired and may remain HIGH or
change to LOW state whenever IRCLK is enabled. At
1/4 bit time through bit cell 5, the controller portion of the
ILACC sees the first IRCLK transition. This also strobes
in the incoming fifth bit to the SIA as Manchester “1”.
IRXD may make a transition after the IRCLK rising edge
in bit cell 5, but its state is still undefined. The Man-
chester “1” at bit 5 is clocked to IRXD output at 1/4 bit
time in bit cell 6.

PLL Tracking

After clock acquisition, the phase-locked clock is com-
pared to the incoming transition at the bit cell center
(BCC) and the resulting phase error is applied to a
correction circuit. This circuit ensures that phase-locked
clock remains locked on the received signal. Individual
bit cell phase corrections of the Voltage Controlied Os-
cillator (VCO) are limited to 100% of the phase differ-
ence between BCC and phase-locked clock. Hence,
input data jitter is reduced in RCLK by 10 to 1.

Carrier Tracking and End of Message

The carrier detection circuit monitors the DI+ inputs
after IRENA is asserted for an end of message. IRENA
deasserts 1 to 2 bit times after the last positive transition
on the incoming message. This initiates the end of
reception cycle. The time delay from the last rising edge
of the message to IRENA deassert allows the last bit to
be strobed by IRCLK and transferred to the controller

section but prevents any extra bit(s) at the end of mes-
sage. When IRENA deasserts (see Receive Timing-End
of Reception (Last Bit = 0) and Receive Timing-End of
Reception (Last Bit = 1) waveform diagrams) an IRENA
hold off timer inhibits IRENA assertion for 1 to 2 bit times.

Data Decoding

The data receiver is a comparator with clocked output to
minimize noise sensitivity to the DI+ inputs. Input error
is less than +/- 35 mV to minimize sensitivity to input rise
and fall time. IRCLK strobes the data receiver output at
14 bit time to determine the value of the Manchester bit
and clocks the data out on IRXD on the following IRCLK.
The data receiver also generates the signal used for
phase detector comparison to the internal SIA VCO.

Differential Input Termination

The differential input for the Manchester data (DIt) is
externally terminated by two 40.2 ohm +1% resistors
and one optional common-mode bypass capacitor if di-
rect coupling is used (as shown in theDifferential Input
Termination diagram below). Thedifferential input imped-
ance, Z,5r, and the common-mode input impendance,
Zcm» are specified so that the Ethernet specification for
cable termination impedance is met using standard 1%
resistor terminators. The Cl+ differential inputs are termi-
nated in exactly the same way as the DI+ pair.

DI+ |9 AUl
ILACC DI
DI- |8 ° Pair
40.2Q f % 40.2Q
10594-007B
I 0.01 puF

Differential Input Termination

Collision Detection

A transceiver detects the collision condition on the net-
work and generates a differential signal at the Clt in-
puts. This collision signal passes through an input stage
which detects signal levels and pulse duration. When
the signal is detected by the SIA it sets the ICLSN line
HIGH. The condition continues for approximately 1.5 bit
times after the last LOW-to-HIGH transition on Cl+.

Jitter Tolerance Definition

The Receive Timing-Start of Reception Clock Acquisi-
tion waveform diagram shows the internal timing rela-
tionships implemented for decoding Manchester data in
the SIA module. The SIA utilizes a clock capture circuit
to align its internal data strobe with an incoming bit
stream. The clock acquisition circuitry requires four
valid bits with the values 1010. Clock is phase locked to
the negative transition at the bit cell center of the sec-
ond “0” in the pattern.

Am79C900

1-71



a AMD

- PRELIMINARY

Since data is strobed at 1/4 bit time, Manchester transi-
tions which shift from their nominal placement through
1/4 bit time will result in improperly decoded data. With
this as the criteria for an error, a definition of “Jitter
Handling” is:

The peak deviation approaching or crossing 1/4 bit cell
position from nominal input transition for which the SIA
will properly decode data

Data Flow Overview

DESCRIPTOR RING ACCESS MECHANISM -
DETAILED DESCRIPTION

At initialization the ILACC will have read the base ad-
dress of both the transmit and receive descriptor rings.
These will be stored in CSRs for use by the ILACC
during subsequent operation (CSR24, 25 = Base Address
of Rx Ring, CSR30, 31 = Base Address of Tx Ring).

With the ILACC started and the transmit and receive
functions enabled, the base address of each ring will be
loaded into the current descriptor address registers
(CSR28, 29 = Current Address of Rx Ring, CSR34, 35 =
Current Address of Tx Ring).

The address of the next descriptor in the transmit and
receive rings will be computed and loaded into CSR26,
27 (Next Address of Rx Ring) and CSR32, 33 (Next
Address of Tx Ring).

Polling:

When there is no channel activity and there'is no pre or
post receive or transmit activity being performed by the
ILACC, the ILACC will periodically poll the current re-
ceive and transmit descriptor entries in order to ascer-
tain their ownership.

A typical polling operation consists of the following: the
ILACC will use the current receive descriptor address
stored internally to vector to the appropriate Receive
Descriptor Table Entry (RDTE). It will then use the
current transmit descriptor address (stored internally) to
vector to the appropriate Transmit Descriptor Table En-
try (TDTE). These accesses will be made to RMDO and
RMD1 of the current TDTE at periodic polling intervals.
The accesses will be performed as dual-cycle DMA
transfers which are described in the BUS MASTER
CYCLES section. In one dual-cycle DMA transfer,
RMDO will be read followed by RMD1. Following that
operation, another dual-cycle DMA transfer will be ex-
ecuted with TMDO and TMD1 being read in that order.
All information collected during polling activity will be
stored internally in the appropriate CSRs (CSR18, 19,
40, 20, 21, 42, 50, and 52).

A typical polling operation is the product of the following
conditions: The RDTE access is only performed if the
ILACC does not possess ownership of the current
RDTE. The TDTE access is only performed if the ILACC
does not possess ownership of the current TDTE. Addi-

tionally, if RXON=0, the ILACC will never poll RDTE
locations. Similarly, if TXON=0, the ILACC will never
poll TDTE locations. It should be noted that the typical
system should always have at least one RDTE available
for the possibility of an unpredictable receive event.
Given that this condition is -satisfied, the RDTE poll
would rarely be seen and hence, the typical poll opera-
tion simply consists of a check of the current TDTE.

The poll time interval is nominally defined as 32 768
BCLK periods, however the poll time register is con-
trolled internally by microcode so any other microcode
controlled operation will interrupt the incrementing of
the poll count register. For example, when a receive
packet is accepted by the ILACC, the device suspends
execution of the poll-time-incrementing microcode so
that a receive microcode routine may instead be exe-
cuted. Poll-time-incrementing code is resumed when
the receive operation has completely finished. (Note,
however, that following the completion of any receive or
transmit operation, an obligatory poll operation will al-
ways be performed). The poll time count register is
never reset.

Setting the TDMD bit of CSR0 will cause the microcode
controller to exit the poll counting code and immediately
perform a polling operation. If RDTE ownership has not
been previously established, then an RDTE poll will be
performed ahead of the TDTE poll.

Transmit Descriptor Table Entry (TDTE)

If, after a TDTE access, the ILACC finds that the OWN
bit of that TDTE is not set, then the ILACC resumes the
poll time count and reexamines the same TDTE at the
next expiration of the poll time count. Note that the
information collected during the previous poll remains in
the device unused.

If the OWN bit of the TDTE is set but STP=0, the ILACC
will immediately request the bus in order to reset the
OWN bit of this descriptor. This condition would nor-
mally be found following a LCOL or RETRY error that
occurred in the middle of a transmit packet chain of
buffers. After resetting the OWN bit of this descriptor,
the ILACC will again immediately request the bus in
order to access the next TDTE location in the ring.

If the OWN bit is set and the start of packet (STP) bit is
set, then microcode control proceeds to a routine that
will enable transmit data transfers to the FIFO.

If the transmit buffers are data chained (ENP=0 in the
first buffer), then the ILACC will look ahead to the next
transmit descriptor after it has performed at least one
transmit data transfer from the first buffer. (More than
one transmit data transfer may possibly take place de-
pending upon the state of the transmitter.) The transmit
descriptor lookahead operation is performed as a dual-
cycle DMA with TMDO being read first and TMD1 last.
The contents of TMDO and TMD1 will be stored in the
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appropriate CSR locations, i.e. next RX/TX Buffer Ad-
dress (CSR22, 23), next RX/TX Byte Count (CSR44),
and next RX/TX Status (CSR54), regardless of the state
of the OWN bit. This transmit descriptor lookahead op-
eration is performed only once. There will be no second
chance.

If the ILACC does not own the next TDTE (i.e. the
second TDTE for this packet), it will complete transmis-
sion of the current buffer and update the status of the
current (first) TDTE with the BUFF and UFLO bits being
set. This will cause the transmitter to be disabled
(CSRO0, TXON=0). The ILACC will have to be re-initial-
ized to restore the transmit function. The situation that
matches this description implies that the system has not
been able to stay ahead of the ILACC in the transmit
descriptor ring, and, therefore, the condition is treated
as a fatal error. (To avoid this situation, the system
should always set the transmit chain descriptor own bits
in reverse order.)

If the ILACC does own the second TDTE in a chain, it will
gradually empty the contents of the first buffer (as they
are needed by the transmit operation), perform a single-
cycle DMA transfer to update the status (reset the OWN
bit in TMD1) of the first descriptor, and may perform one
data DMA access on the next buffer in the chain before
executing another lookahead operation. (i.e. a
lookahead to the third descriptor , if the ENP has not yet
been found.)

In the case where the ENP bit has been found in a
descriptor, no more lookahead accesses will be per-
formed. This condition applies regardless of whether the
transmit packet is contained in a single buffer or is
chained.

The ILACC will commence to DMA transfer the remain-
ing transmit buffer data into the FIFO, and once the
packet has been successfully transmitted will write to
TMD2 and TMD1 (in that order), updating the status and
OWN bits.

If an error occurs in the transmission before all of the
bytes of the current buffer have been transferred, a dual-
cycle DMA transfer will be executed in order to write to
TMD2 and TMD1 (in that order) of the current buffer. In
that case, data transfers from the next buffer will not
commence. Instead, following the TMD2/TMD1 update,
the ILACC will return to the polling microcode where it will
immediately access the next descriptor and find the con-
dition OWN=1 and STP=0 as described earlier. As de-
scribed for that case, the ILACC will reset the own bit for
this descriptor and continue in like manner until a de-
scriptor with OWN=0 (no more transmit packets in the
ring) or OWN=1 and STP=1 (the first buffer of a new
packet) is reached.

At the end of any transmit operation (i.e. either success-
ful or with errors) and the completion of the descriptor

updates, the ILACC will always perform another poll
operation. As described earlier, this poll operation will
begin with a check of the current RDTE unless the ILACC
already owns that descriptor. The ILACC will proceed to
polling the next TDTE. If the transmit descriptor OWN bit
has a zero value the ILACC will resume poll time count
incrementing. If the transmit descriptor OWN bit has a
value of ONE, the ILACC will begin filling the FIFO with
transmit data and initiate a transmission.This end-of-
operation poll avoids inserting poll time counts between
successive transmit packets.

Whenever the ILACC completes a transmit packet (ei-
ther with or without error) and writes the status informa-
tion to the current descriptor, the TINT bit of CSRO0 is set
to indicate the completion of a transmission. This causes
an interrupt signal if the INEA bit of CSR0 has been set
and the TINTM bit of CSR3 is reset.

When transmit packets are not chained, ENP=1 is found
in the first descriptor for the packet and no transmit
descriptor lookahead will be performed.

Receive Descriptor Table Entry (RDTE)

If a poll operation has revealed that the current Receive
Descriptor Table Entry is not owned by the ILACC, the
ILACC will continue to poll the current RDTE according to
the polling sequence described above. The RMDO and
RMD1 information that was gathered during the poll
operation will remain on the device unused.

If a poll operation has revealed that the current RDTE
belongs to the ILACC, additional poll accesses to the
current RDTE are not necessary. Future poll operations
will not include RDTE accesses as long as the ILACC
retains ownership of the current RDTE.

When receive activity is present on the channel, the
ILACC waits for the complete address of the message to
arrive. It then decides whether to accept or reject the
packet based on all active addressing schemes. If the
packet is accepted, the ILACC checks the ownership of
the current buffer, as stored internally.

If ownership is lacking, then the ILACC will immediately
perform a poll of the current RDTE. This poll of the
current RDTE will be a dual-cycle transfer, reading
RMD1 and RMDO (in that order). If ownership is still
denied, the ILACC has no buffer in which to store the
incoming message. The MISS bit will be setin CSR0; An
interrupt will be generated if INEA=1 (CSRO0) and
MISSM=0 (CSR3). Another poll of the current RDTE will
not occur until the packet has finished.

If the ILACC sees that the last poli (either a normal poll, or
the last-ditch effort described in the above paragraph) of
the current RDTE shows valid ownership, the ILACC will
perform a normal lookahead operation of the next RDTE,
reading RMD1 and RMDO (in that order). Following this
lookahead poll, transfers of the receive FIFO data may
begin.
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Regardless of ownership of the second receive descrip-
tor, the ILACC will continue to perform receive data
DMA transfers to the first buffer using burst-cycle DMA
transfers. If the packet length exceeds the length of the
first buffer and the ILACC does not own the second
buffer, ownership of the current descriptor will be
passed back to the system by writing a zero to the OWN
bit of RMD1 and status will be written indicating buffer
(BUFF=1) and possibly overflow (OFLO=1) errors.

If the packet length exceeds the length of the first (cur-
rent) buffer and the ILACC does own the second (next)
buffer, and when the first buffer is full, ownership will be
passed back to the system by writing a zero to the OWN
bit of RMD1. Receive data transfers to the second buffer
may occur before the ILACC proceeds to look ahead to
the ownership of the third buffer. Such action will depend
upon the state of the FIFO when the status has been
updated on the first descriptor. In any case, lookahead will
be performed to the third buffer and the information gath-
ered will be stored in the chip regardiess of the state of
the ownership bit. As in the transmit flow, lookahead
operations are performed only once for each descriptor.
There will be no second chance.

This activity continues until the ILACC recognizes the
completion of the packet (the last byte of this receive
message has bee removed from the FIFO). The ILACC
will subsequently update the current RDTE by writing to
RMD2 and RMD1 (in that order). This operation updates
the ENP bit, message byte count (MCNT), runt packet
count (RPC), and the receive collision count (RCC). The
ILACC will then overwrite the 'current' entries in the CSRs
with the ‘next’ entries.

If after the last byte of data has been read out of the
FIFO, the packet is detected to be a runt, the "current"
buffer address and status in the RDTE are not updated,
and the "current" CSRs are reloaded with the "backup”
CSR values. The runt packet data buffer will be overwrit-
ten by the next received message data.

SERIAL TRANSMISSION
Serial transmission consists of sending an unbroken bit
stream from either the TxD output or DO+ pair consisting of:

1. Preamble/Start Frame Delimeter (SFD): 56 bits

(7 bytes) of alternating ONES and ZEROES terminat-
ing with the 8-bit (1-byte) SFD sequenceof 10101011.

2. Data: The serialized byte stream from the FIFO
shifted out with the LSB first.

3. CRC: The inverted 32-bit polynomial calculated from
the data, address, and type fields, shifted out with the
MSB first. The CRC is not transmitted if:

a. Transmission of the data field is truncated for
any reason.

b. Clt becomes active at any time during trans-
mission.

c. DTCR =1 (CSR15, bit 03) in a normal or
loopback transmission mode.

The transmission is indicated at the general purpose serial
interface by the assertion of RTS with the first bit of the
preamble and the negation of RTS after the last transmit-
ted bit.

The ILACC starts transmitting the preamble when the
following are satisfied:

1. The buffer managment unit of the ILACC has
determined that there is a pending transmission.

2. The interpacket gap time (IPG) has elapsed.

3. The backoff interval has elapsed, if a retransmission
is required.

SERIAL RECEPTION
Serial reception consists of receiving an unbroken bit
stream on the RxD input or DI+ pair consisting of:

1. Preamble/SFD: The two consecutive ONES of the
SFD occurring a minimum of 8 bit times after the
carrier is detected (assertion of internal or external
Carrier Sense) commence the serial to parallel
conversion process and movement of the receive
bit stream into the FIFO.

2. Data: The serialized byte stream following the
Destination Address. The last four complete bytes
of data are the CRC. The Destination Address and
the Data are framed into bytes and enter the FIFO.
Source Address and Length/Type field are part of
the data which are transparent to the ILACC.

PREAMBLE SYNCH DEST SOURCE TYPE DATA FCS
1010...1010
62 2 46-1500 4
BITS BITS BYTES BYTES BYTES BYTES BYTES
Ethernet Frame Format
PREAMBLE | SYNCH DEST. SOURCE LENGTH LLC PAD FCS
1010...1010 | 10101011 ADDR ADD
56 8 6 4
BITS BITS BYTES BYTES BYTES 46-1500 BYTES
BYTES
10594-009A

IEEE 802.3 MAC Frame Format
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Reception is indicated at the general purpose serial
interface by the assertion of CRS and the presence of
clock on RxC while RTS is inactive. The ILACC does
not sample the received data until about 8 bit times (800
ns for 10-MHz operation) after CRS goes high. Note
that the receive process will be aborted if two consecu-
tive ZEROES occur during the preamble/SFD se-
quence prior to the two ONES pattern within the SFD.

FRAME FORMATTING

The ILACC performs the encapsulation/decapsulation
function of the data link layer (2nd layer of ISO model) as
follows:

Transmit

In transmit mode, the user must supply the Destination
Address, Source Address, and Length/Type fields as
part of the data field in the transmit buffer memory. The
ILACC will append the preamble, SFD (or synchroniza-
tion bits), and CRC (Frame Check Sequence) to the
frame as is shown in the figures below.

Receive

In receive mode, the ILACC strips off the preamble and
SFD (or synch bits) and transfers the rest of the frame,
including the four CRC bytes, to memory. The ILACC will
discard packets with less than 64 bytes (runt packet) and
will reuse the receive buffer for the next packet. This is
the only case where the packet data is discarded. A runt
packet is normally the result of a collision.

Error Reporting and Diagnostics

Extensive status reporting and diagnostics are provided
by the ILACC.

Error Reporting

Error conditions reported relate either to the network as
a whole or to the individual node. Network error and
status information is reported in the ILACC internal
CSRs, and also within the message buffer descriptors
passed between the ILACC and the host or user.

Node Errors Include:

Babbling Transmitter — Transmitter attempting to
transmit more than 1518 bytes.

Collision — Collision detection circuitry nonfunctional.

Missed packet — Insufficient buffer space.

Memory time-out — Memory response failure.

Overflow — The receiver has lost all or part of the
incoming packet due to overflow of internal FIFO.

Buffer error — The receiver or transmitter does not own
the next buffer when data chaining.

Underflow —When transmitting, the FIFO has emptied
before the end of the packet was loaded into the ILACC.

Network Related Errors:

Framing — Packet did not end on a byte boundary.

CRC —A CRC error was detected on the incoming
packet.

Receive Collision Count — Counts collisions on the
network between any two receive packets.

Runt Packet Count — Counts undersize packets on the
network between any two received packets.

Transmit Collision Count — Counts the number of
retrys to send an individual packet.

The ILACC performs several diagnostic routines which
enhance the reliability and integrity of the system.
These include a CRC logic check and two loopback
modes (internal/external). Errors may be introduced
into the system to check error detection logic. A Time
Domain Reflectometer is incorporated into the ILACC to
aid the location of cable faults. Short or open circuit
conditions manifest themselves in reflections which are
sensed by the TDR.

FRAMING ERROR (DRIBBLING BITS)

The ILACC can handle up to 7 dribbling bits when a
received packet terminates. During the reception, the
CRC is generated on every serial bit (including the
dribbling bits) coming from the cable although the inter-
nally saved CRC value is only updated on the eighth bit
(on each byte boundary). The framing error is reported
to the user as follows:

1. |t the number of the dribbling bits are 1 to 7 and there
is no CRC error, there is no Framing error (FRAM = 0).

2. Ifthe number of the dribbling bits are less than 8 and
there is a CRC error, there is also a Framing error
(FRAM = 1).

3. If the number of the dribbling bits = 0, there is no
Framing error. There may or may not be a CRC error.

LOSS OF CARRIER

After the ILACC initiates a request for transmission
(either internally to the embedded SIA, or externally via
the RTS output), it will expect to see a “carrier sense”
returned from the internal SIA or the external trans-
ceiver (CRS should become active when the general
purpose serial interface is used). The “carrier sense”
signal must be asserted during the time that the request
to send is active. If “carrier sense” does not become
active in response to the request or becomes inactive
before the end of transmission, the LCAR (loss of car-
rier) error bit will be set in TMD2 after the packet has
been transmitted.
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DIAGNOSTICS

Loopback

The normal operation of the ILACC functions as a half-
duplex device. However, a pseudo-full duplex mode is
provided for on-line operational test of the ILACC. In this
configuration, simultaneous transmission and reception of
a loopback packet is enabled with the following con-
straints:

1. The packet length must be no longer than 41 bytes
with DTCR=0 and 45 bytes with DTRC=1. If the
transmit packet size exceeds the recommended
length, LBE is set to indicate an overwrite in the
FIFO.

2. Serial transmission does not begin until the FIFO
contains the entire output packet.

3. Moving the input packet from the FIFO to the
memory does not begin until the serial input bit
stream terminates.

4. The CRC may be generated and appended to the
output serial bit stream or may be checked on the
input serial bit steam but not both in the same
transaction.

. The packets should be addressed to the node itself.

6. During normal loopback, all address schemes
remain valid.

7. Multicast addressing can be used only when
DTCR =1 (CSR15 bit 3). In this case, the user
needs to append the CRC bytes.

8. Ordinary receive activity will be ignored.

Loopback is controlled by INTL, DTCR, and LOOP
(CSR15 bits 6, 3, 2).

[}

Loop INTL Function
0 X No loopback, normal operation
1 0 External loopback
1 1 Internal

Interpacket Gap Time (IPG)

General Purpose Serial Interface

The IPG time is 96 network data bit times (9.6 microsec-
onds). The interpacket gap time for back-to-back trans-
mission is 96 to 106 network data bit times, including
synchronization. The interpacket delay interval begins
immediately after the negation of the CRS signal.

In the following paragraphs, the network data rate is
assumed to be 10MHz.

Following receive activity, the IPG count will begin
when CRS falls. If at any time during the first part of the
IPG (the first 6.0 microseconds) CRS is reasserted,
then the IPG count will be reset to zero. The counter is
restarted when CRS falls again. If CRS is asserted
during the second part of the IPG (after the first 6.0
microseconds), then the IPG count will NOT be reset

but will instead proceed as scheduled to 9.6 microsec-
onds. More succinctly stated, CRS activity in the first
part of the IPG will cause the counter to be reset. CRS
activity in the second part of the IPG will not cause the
counter to be reset. This is the two part deferral process
outlined in the ANSI/IEEE Std 802.3 1990-09-21 specifi-
cation section 4.2.8. (The newly arriving data will be
examined for preamble, sync and address, and will be
accepted if the packet address matches the station's.)

Following transmit activity, the IPG count will begin
when CRS falls. For the first 4.0 microseconds of the
IPG CRS activity will be ignored to allow the passing of
the SQE test signal. After the expiration of this SQE
window (ANSVIEEE Std 802.3 section 7.2.4.6), the
ILACC will again accept receive activity examining in-
coming bit streams for preamble, sync and addressing
information. However, the IPG counter will proceed to
the 9.6 microsecond value regardless of the new CRS
activity (deference process, section 4.2.8), and, if an-
other transmission is pending during this time, the trans-
mission will commence at the expiration of the current
IPG count regardiess of the state of CRS. In other
words, following a transmission there is no distinction
made between the first and second parts of the IPG with
respect to CRS activity. The IPG counter always counts
directly to 9.6 microseconds with no interruptions begin-
ning with the fall of CRS(section 4.2.8).

Asserting the optional Transmit Two Part Defer bit in
CSR3 (TX2PTDFR) will cause the counting of the IPG
following transmit operations to be similar to that of the
receive case except that the SQE window will still be in
place following transmit activity. In other words, assert-
ing TX2PTDFR will allow CRS activity to reset the IPG
counter during the first part of the IPG count when it
follows a transmission (with the caveat that CRS is
masked internally for the first 4.0 microseconds of the
IPG count due to the SQE window). This has the affect
of allowing IPG reset after transmit only between 4.0
and 6.0 microseconds following transmission when
TX2PTDFR is set. The TX2PTDFR bit is provided as an
option. Implementation of TX2PTDFR is not currently
included in the ANSVIEEE 802.3 standard.

Following either the de-assertion of the previous recep-
tion's CRS or the expiration of the SQE window follow-
ing a transmission, the ILACC can begin examining a
new incoming packet. After the assertion of CRS and
the start of RXC, about 8 bit times will be required
before the ILACC starts to look for the sync bits (011). If
CRS is asserted during the 4.0 microsecond SQE win-
dow following a transmission and remains asserted at
the expiration of the SQE window, any of the following
scenarios are possible: If 10 bits of preamble plus the
sync bit occur after the SQE window expires, the ad-
dress portion of the message will be examined for a
match. If there is not enough preamble left in the mes-
sage at the end of the SQE window to satisfy the 10 bit
requirement, the ILACC will respond in one of two ways.
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Either a 011 sequence of bits will appear in the mes-
sage as the receive function is enabled and the receiver
will believe that it has just found the sync bit, or a 00
sequence of bits will be found and the ILACC will com-
pletely ignore the rest of the incoming message just as
though there occurred an address mismatch. In the
case where 011 is found, if the next six bytes of data
manage to be interpreted as a correct address match
(through perhaps logical addressing or promiscuous
addressing), the remaining data will be received and (if
not a runt) will be stored in a buffer in memory. How-
ever, it is very likely that CRC error and possibly the
FRAM error will be indicated for this packet.

If receive activity begins in the second part of the IPG as
detected by the ILACC and there exists a pending trans-
mission, the ILACC will ignore the receive activity since
at the expiration of IPG the pending transmission will be
broadcast onto the network as specified in the ANSI/
IEEE spec (see section 4.2.8). (There is no need to
accept the receive activity in this case since the ILACC
can predict that it will begin transmission and cause
collision with the receive packet.)

Internal SIA Interface

The timing of the integrated SIA is identical to that
described above. However, no external signals are
available to indicate the start of the IPG time out.

COLLISION DETECTION AND COLLISION JAM

General Purpose Serial Interface

Collisions are detected by monitoring the CDT pin. If
CDT becomes asserted during a frame transmission,
RTS will remain asserted for at least 32 (but not more
than 40) additional bit times (including CDT synchroni-
zation). This additional transmission after collision de-
tection is referred to as COLLISION JAM. If collision
occurs during the transmission of the preamble, the
ILACC continues to send the preamble and sends the
32-bit JAM pattern following the preamble. If collision
occurs after the preamble, the ILACC will send the JAM
pattern following the transmission of the current byte.
The JAM pattern is any pattern except the CRC bytes.

Internal SIA Interface

When using the SIA interface, collisions are detected by
monitoring the differential Cl+ signals returned from the
bus transceiver. JAM is issued the same way as Gen-
eral Purpose Serial Interface.

Receive-Based Collision

If CDT or Clt (serial interface dependent) is asserted
during the reception of a packet, the reception is imme-
diately terminated. If a collision occurs within 6 byte
times (4.8 ms at 10M bit/s network data rate), the packet
will be rejected because of an address mismatch and
the FIFO write pointer will be reset. If a collision occurs
within 64 byte times (51.2 ms at 10M bit/s), the packet
will be rejected since it is a runt packet. If a collision

occurs after 64 byte times (late collision), this will result
in a truncated packet being written to the memory
buffer. The CRC and FRAM bits may be set, and the
MCNT will not match the length given in the length field.

Transmit-Based Collision

When a transmission attempt has been terminated due
to the assertion of CDT or Clt (a collision that occurs
within 64 byte times), the ILACC will retry the transmis-
sion up to a maximum of 15 times. The ILACC does not
try to reread the descriptor entries from the transmit
TDTE upon each collision. The descriptor entries for the
current buffer are internally saved in the CSRs. The
scheduling of each re-transmission is determined by a
controlled randomized process called the “truncated
binary exponential backoff”. Upon completion of the
COLLISION JAM interval, the ILACC calculates a delay
before re-transmitting. The delay is an integral multiple
of the SLOT TIME. The SLOT TIME is defined as 512 bit
times (64 bytes). If a collision is detected during trans-
mission, the SLOT TIME counter is started at the end of
the COLLISION JAM sequence.

The number of SLOT TIMES to delay before the nth re-
transmission attempt is chosen as a uniformly distrib-
uted random integer “r" in the range of:

O<r< 2k, where k = min (n, 10)
For example, if this is the third retry:
n=3

k =min(3,10) =3

8.8

If the number selected is zero (r = 0), the ILACC will begin
re-transmission at the end of the 96 clock IPG time.

If all 15 retry attempts fail, the ILACC sets the RTRY bit
in the current transmit TDTE in host memory (TMD2),
gives up ownership (sets the OWN bit to zero) for this
packet, and processes the next packet in the transmit
ring for transmission.

When there are excessive collisions of any buffer in a
multi-buffer packet, the status will be written in the current
descriptor. The OWN bit in the subsequent descriptor will
be reset untilthe STP is found.

If there is a late collision (collision occurring after 64 byte
times), the ILACC will not retransmit. It will terminate the
transmission, note the LCOL error (TMD2), and transmit
the next packet in the ring.

Collision-Microcode Interaction

The microprogram uses the time provided by COLLISION
JAM, INTERPACKET DELAY, and the backoff interval to
restore the address and byte counts internally and starts
loading the FIFO in anticipation of retransmission. It is
important that the ILACC be ready to transmit when the
backoff interval elapses to utilize the channel properly.

Am79C900



n AMD

PRELIMINARY

Time Domain Reflectometry

The ILACC contains a time domain reflectometry
counter. The TDR counter is ten bits wide. It counts at
the internal ILACC network crystal frequency (XCLK). It
is cleared by the microprogram and commences count-
ing once the carrier is detected during transmission.
Counting ceases if a collision is detected (CDT or Cl+)
or the request for transmission (RTS for general inter-
face, internal request for integrated SIA) is dropped.
The counter does not wrap around but will freeze at the
maximum count (all ones) until cleared. The value in the
TDR is written to the TDTE TMD2 following the trans-
mission of the packet. The TDR is used to determine the
location of suspected cable faults.

Heartbeat

General Purpose Serial Interface

During the interpacket gap delay following the negation
of RTS, the CDT input may be asserted by some trans-
ceivers as a self-test (SQE TEST in ANSI/IEEE 802.3).
If the CDT input is not asserted within the 40 network bit
times (4 microseconds) period following the completion
oftransmission (after CRS goes inactive),thenthe ILACC
will set the CERR bitin CSR0. CERR error will not cause
an interrupt to occur. (This window of 40 network bit
times following a transmission is defined in the ANSI/
IEEE 802.3 specification as the carrier-inhibit-time.)

Internal SIA

When PORTSEL=0 (MODE register bit 8), the integrated
SIA will expect the SQE TEST signal to appear as a
10MHz waveformonthe Cl+ pairwithinthe 40 network bit
times described above. Again, should this signal not
appear, the CERR bit of CSRO will be asserted.

Cyclic Redundancy Check (CRC)

The ILACC utilizes the 32-bit CRC function used in the
Autodin-1l network. Refer to the Ethernet specification
(Frame Check Sequence Field and Appendix C: CRC
Implementation) or ISO 8802-3 ANSVIEEE Std. 802-3
can be verified using the LOOP (CSR15 bit 2) and
DTCR (CSR15 bit 3) bits. See Frame Check Sequence
Field section on page 21 for more detail. The ILACC
CRC logic is as follows:

1. TRANSMISSION - LOOP = 0 (CSR15 bit 2) and
DTCR = 0 (CSR15 bit 3). The ILACC calculates the
CRC from the first bit following the Start bit to the
last bit of the data field. The CRC value inverted is
appended onto the transmission in one unbroken bit
strea, with the most significant bit transmitted first.

2. RECEPTION - LOOP = 0 (CSR15 bit 2). The
ILACC performs a check on the input bit stream
from the first bit following the start bit to the last bit
in the frame. The ILACC continually samples the
state of the CRC checked on framed byte bounda-
ries, and, when the incoming bit stream stops, the
last sample determines the state of the CRC error.
Framing error (FRAM) is not reported if there is no
CRC error.

3. LOOPBACK - LOOP = 1 (CSR15 bit 2) and
DTCR = 0 (CSR15 bit 3). The ILACC generates
and appends the CRC value to the outgoing bit
stream as in Transmission but does not perform the
CRC check of the incoming bit stream.

4. LOOPBACK -LOOP =1 (CSR15 bit 2) and DTCR
=1 (CSR15 bit 3). The ILACC performs the CRC
check on the incoming bit stream as in Reception
but does not generate or append the CRC value to
the outgoing.bit steam during transmission.

PROGRAMMABLE RESOURCES

This section defines the control and status registers and
the memory data structures required to program the
ILACC.

User Programmable Registers

Internal programmable registers are accessed in a two
step operation. First, the address of the programmable
register is written into the Register Address Port (RAP).
Subsequent read or write operations will access the
register pointed to by the contents of the RAP. The data
will be read from (or written into) the selected Register
through the Data Port.

The C/D pin permits external selection of either the
Data or the Register Address Port as foliows:

cib Port
0 ) Data Port
1 Register Address Port

REGISTER ADDRESS PORT (C/D = H)
The high-order 16 bit (i.e., DAL 16-31) are undefined.
RAP is defined as follows:

15 6 5 0
[ [ |
L |1 J
I
RES
10594-010A
Bit Name Description
15-06 RES RESERVED, written and read as

zero.

05-00 RAP Register Address Port select. Selects
the Control and Status Register
location to be accessed. RAP is

cleared by RESET.
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CONTROL AND STATUS REGISTERS

The Control and Status Registers (CSRs) are internal to
the ILACC, and accessed on an individual basis by first
writing the appropriate CSR address into the RAP.

Regardless the state of the STOP bit, READ/WRITE
access is permitted to CSR0 and CSR3-4. To access
CSR1-2, the STOP bit in CSR0 must be set.

All CSR data transfers will take place over the lower 2
bytes (DAL,s o) for all slave operations. DAL,,_;, are
undefined.

Addresses 5-58 are available as READ ONLY,
providing the STOP bit is set. These allow the host to
verify data loaded during initialization and/or monitor
ILACC functions.

The internal programmable registers are mapped as
follows:

RAP CSR Contents RAP CSR Contents
00 CSRO CONTROL AND STATUS REGISTER 0 25 CSR25 BASE ADDRESS OF RX RING 31-16
01 CSR1 CONTROL AND STATUS REGISTER 1 26 CSR26 NEXT ADDRESS OF RX RING 15-0
02 CSR2 CONTROL AND STATUS REGISTER 2 27 CSR27 NEXT ADDRESS OF RX RING 31-16
03 CSR3 CONTROL AND STATUS REGISTER 3 28 CSR28 CURRENT ADDRESS OF RX RING 15-0
04 CSR4 CONTROL AND STATUS REGISTER 4 29 CSR29 CURRENT ADDRESS OF RX RING 31-16
05 CSR5 TRANSMIT RETRY COUNT 30 CSR30 BASE ADDRESS OF TX RING 15-0
06 CSR6 RX/TX DESCRIPTOR TABLE LENGTH 31 CSR31 BASE ADDRESS OF TX RING 31-16
07 CSR7 RECEIVE COLL/RUNT PACKET CNT. 32 CSR32 NEXT ADDRESS OF TX RING 15-0
08 CSR8 LOGICAL ADDRESS FILTER 15-0 33 CSR33 NEXT ADDRESS OF TX RING 31-16
09 CSR9 LOGICAL ADDRESS FILTER 31-16 34 CSR34 CURRENT ADDRESS OF TX RING 15-0
10 CSR10 LOGICAL ADDRESS FILTER 47-32 35 CSR35 CURRENT ADDRESS OF TX RING 31-16
11 CSR11 LOGICAL ADDRESS FILTER 63-48 36 CSR36 RUNT BACKUP BUFFER ADDRESS 15-0
12 CSR12 PHYSICAL ADDRESS 15-0 37 CSR37 RUNT BACKUP BUFFER ADDRESS 31-16
13 CSR13 PHYSICAL ADDRESS 31-16 38 CSR38 RETRY BACKUP BUFFER ADDRESS 15-0
14 CSRi14 PHYSICAL ADDRESS 47-32 39 CSR39 RETRY BACKUP BUFFER ADDRESS 31-16
15 CSR15 MODE REGISTER 40 CSR40 CURRENT RXBYTE COUNT
16 CSR16 INITIALIZATION BLOCK ADDRESS 15-0 42 CSR42 CURRENT TXBYTE COUNT
17 CSR17 INITIALIZATION BLOCK ADDRESS 31-16 44 CSR44 NEXT RX/TXBYTE COUNT
18 CSR18 CURRENT RX BUFFER ADDRESS 15-0 46 CSR46 POLL TIME COUNT
19 CSR19 CURRENT RX BUFFER ADDRESS 31-16 48 CSR48 HIADDRESS INIT BLOCK
20 CSR20 CURRENT TX BUFFER ADDRESS 15-0 50 CSR50 CURRENT RXSTATUS
21 CSR21 CURRENT TX BUFFER ADDRESS 31-16 52 CSR52 CURRENT TXSTATUS
22 CSR22 NEXTRX/TX BUFFER ADDRESS 15-0 54 CSR54 NEXTRX/TX STATUS
23 CSR23 NEXT RX/TX BUFFER ADDRESS 31-16 56 CSR56 RUNT BACKUP BYTE COUNT
24 CSR24 BASE ADDRESS OF RX RING 15-0 58 CSR58 RETRY BACKUP BYTE COUNT

59 CSR59 REVISIN REGISTER

CONTROL AND STATUS REGISTER 0 (CSRO0). RAP =0

The ILACC updates CSRO by logical “ORing” the previous and present values.

15 0
LI T T T I TITTITTT T ]

10594-012A
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Bit Name Description

15 ERR ERROR summary is set by the “OR” of BABL, CERR, MISS and MERR. ERR remains set as long as
any of the error flags are true. ERR is read only; write operations are ignored.

14  BABL BABBLE is a transmitter time-out error. It indicates that the transmitter has been on the channel longer
than the time required to send the maximum length packet.

BABL indicates excessive length in the transmit buffer. It will be set after 1519 data bytes have been

transmitted. The chip will continue to transmit until the byte count equals zero.

When BABL is set, an INTR interrupt will be generated providing INEA = 1 and the mask bit BABLM

(CSR3 bit 14) is clear.

BABL is READ/CLEAR ONLY and is set by the chip and cleared by writing a “1” into the bit. Writing a
“0” has no effect. It is also cleared by RESET or by setting the STOP bit.

13 CERR COLLISION ERROR indicates that the collision input to the ILACC (CDT or Clt) failed to activate within
40 network bit times after a transmission was completed (the 40 bit times window commences upon
CRS going inactive). This collision after transmission is a transceiver test feature (SQE Test).

CERR will not cause an interrupt to be generated (INTR = 0, INTR line unaffected).
CERR is READ/CLEAR only. It is set by the chip, and cleared by writing a “1” into the bit. Writing a “0”
has no effect. It is also cleared by RESET or by setting the stop bit.

12 MISS MISSED PACKET is set when the receiver loses a packet, because it does not own a receive buffer
and the FIFO has overflowed, indicating loss of data.

FIFO overflow is not reported, because there is no receive ring entry in which to write status.

When MISS is set, an INTR interrupt will be generated providing INEA = 1, and the mask bit MISSM
(CSR3 bit 12) is clear.

MISS is READ/CLEAR ONLY and is set by the chip and cleared by writing a “1” into the bit. Writing a
“0” has no effect. It is also cleared by RESET or by setting the STOP bit.

11 MERR MEMORY ERROR is set when the chip is the Bus Master and has not received a “ready” indication
(READYL Low) from memory within 512 XCLK counts (i.e., 25.6us for 10-MHz network data rate) after
asserting DAS.

When a Memory Error is detected, the receiver and transmitter are turned off. In addition, the INTR pin
will be asserted LOW provided the INEA bit =1 and the MERRM bit (CSR3 bit 11) =0.

MERR is READ/CLEAR ONLY and is set by the chip and cleared by writing a “1” into the bit. Writing a
“0” has no effect. It is also cleared by RESET or by setting the STOP bit.

10 RINT RECEIVER INTERRUPT is set after the ILACC has completed a received packet and toggled the OWN
bit in the last Receive Descriptor Ring in the chain.

When RINT is set, the RINTR interrupt will be generated, providing INEA = 1 and the mask bit RINTM
(CSR3 bit 10) is clear. The interrupt summary bit, INTR, will also be set, but the condition of the
external INTR line is unaffected by the state of RINT.

RINT is READ/CLEAR ONLY and set only by the chip. It can be cleared by writing a “1” into the bit,
(writing a “0” has no effect), by the application of RESET or by setting the STOP bit.

09  TINT TRANSMITTER INTERRUPT is set after the ILACC has completed a transmitted packet and toggled
the OWN bit in the last Transmit Descriptor Ring in the chain.

When TINT is set, an INTR interrupt will be generated providing INEA = 1 and the mask bit TINTM
(CSR3 bit 09) is clear.

TINT is READ/CLEAR ONLY and is set by the chip and cleared by writing a “1” into the bit. Writing a
“0” has no effect. It is also cleared by RESET or by setting the STOP bit.

08 IDON INITIALIZATION DONE indicates that the chip has completed the initialization procedure started by
setting the INIT bit. When IDON is set, the chip has read the Initialization Block from memory and
stored the new parameters.

When IDON is set, an INTR interrupt will be generated, providing INEA = 1 and the mask bit IDONM
(CSR3 bit 8) is clear.
IDON is READ/CLEAR ONLY and is set by the chip and cleared by writing a “1” into the bit. Writing a
“0” has not effect. It is also cleared by RESET or by setting the STOP bit.

1-80

Am79C900



PRELIMINARY AMD a

Bit

Name

Description

07

06

05

04

03

02

01

00

INTR

INEA

RXON

TXON

TDMD

STOP

STRT

INIT

INTERRUPT FLAG indicates that one or more of the following interrupt-causing conditions has oc-
curred: BABL, MISS, MERR, RINT, TINT, IDON, LBE or TXSTRT; and its associated mask bit is clear.
If INEA = 1 and INTR = 1, the INTR output pin will become active when any one or more of the above
interrupt flags is set, with the exception of RINT.

INTR is READ ONLY; writing this bit has no effect. INTR is cleared by RESET, by setting the STOP bit,
or by clearing the relevant interrupt bit(s).

INTERRUPT ENABLE will cause an external INTR to be generated for any of the following interrupt bits
set in CSRO (providing the associated mask bit in CSR3 is clear): BABL, MISS, MERR, TINT or IDON,
as well as LBE and TXSTRT in CSR4 (providing the mask bits in CSR4 are clear). Note that RINT will
not cause the INTR line to be asserted. If INEA = 1 and INTR = 1 (caused by any interrupt flag except
RINT), the INTR pin will be low. If INEA = 0, the INTR pin will be high, regardless of the state of the
Interrupt Flag.

INEA is READ/WRITE and can be cleared by the host, by RESET or by setting the STOP bit.

RECEIVER ON indicates that the receiver is enabled. RXON is set when STRT is set, if DRX =0 in
the MODE register of the initialization block (and the initialization block has been read by the chip by
setting the INIT bit). RXON is cleared when IDON is set and DRX = 1 in the MODE register, or if a
memory error (MERR) has occurred.

RXON is READ ONLY:; writing this bit has no effect. RXON is cleared by RESET or by setting the
STOP bit.

TRANSMITTER ON indicates that the transmitter is enabled. TXON is set when STRT is set if DTX = 0
in the MODE register of the initialization block and the INIT bit has been set. TXON is cleared when
IDON is set and DTX = 1 in the MODE register, if a memory error (MERR) has occurred, or if transmitter
underflow occurs (UFLO in transmit descriptor entry).

TXON is READ ONLY; writing this bit has no effect. TXON is cleared by RESET or by setting the STOP
bit.

TRANSMIT DEMAND, when set, causes the chip to access the Transmit Descriptor Ring without
waiting for the polltime interval to elapse. TDMD need not be set to transmit a packet, it merely hastens
the chip’s response to a Transmit Descriptor Ring entry insertion by the host.

TDMD is WRITE WITH ONE ONLY and cleared by the microcode after it is used. It may read as a “1”
for a short time after it is written because the microcode may have been busy when TDMD was set. It is
also cleared by RESET or by setting the STOP bit. Writing a “0” in this bit has no effect.

STOP disables the chip from all external activity when set and clears the internal logic. The chip
remains inactive and STOP remains set until the STRT or INIT bit is set. If STRT, INIT and STOP are all
set together, STOP will override the other bits and only STOP will be set.

STOP is READ/WRITE WITH ONE ONLY and set by RESET. Writing a “0” to this bit has no effect.
STOP is cleared by setting either INIT or STRT.

START enables the chip to send and receive packets, perform direct memory access and do buffer
management. Setting STRT clears the STOP bit. If STRT and INIT are set together, the INIT function
will be executed first.

STRT is READ/WRITE WITH ONE ONLY. Writing a “0” into this bit has no effect. STRT is cleared by
RESET or by setting the STOP bit.

INITIALIZE, when set, causes the chip to begin the initialization procedure and access the Initialization
Block. Setting INIT clears the STOP bit.

If STRT and INIT are set together, the INIT function will be executed first. INIT is READ/WRITE WITH
ONE ONLY. Writing a “0” into this bit has no effect. INIT is cleared by RESET or by setting the STOP
bit. The ILACC does not internally clear the INIT bit on completion of the initialization procedure.
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CONTROL AND STATUS REGISTER 1 (CSR1).

RAP =1

READ/WRITE accessible only when the STOP bit in
CSRO is set. Unaffected by RESET.

15 210

CONTROL AND STATUS REGISTER 2 (CSR2).

RAP =2

READ/WRITE accessible only when the STOP bit in
CSRO is set. CSR2 is unaffected by RESET.

15 0
[ [ | [ ]
L. | Ll:'__ | |
IADR [1-0]="0 IADR [31-16]
IADR [15-02] 10594-015A
Bit Name Description Bit Name Description
16-00 IADR  The low order 16 bits of the address of 15-00 IADR  The high order 16 bits of the base

the first word (lowest address) in the
Initialization Block. Bits 00 and 01 must
be zero. Used with CSR2 to form the
base address of the Initialization Block
in host memory.

address for the Initialization Block in
host memory. Used with CSR1 to form
the full 32 bit base address of thelnitiali-
zation Block.

CONTROL AND STATUS REGISTER 3 (CSR3).

RAP = 03

Accessible regardless of the state of the STOP bit.
CSR3 is cleared by RESET.

CSR3 allows redefinition of the Bus Master interface
and masking of selected interrupts.

All other bits will be read as zeroes, regardless of data
during write operations.

1514131211109 8 7 6 5 4 3 2 1 0

LI T TP TTPPTTTTITT ]
L1

L RES.

ACON
BSwWP
EMBA
DTX2PD
RES
IDONM
TINTM
RINTM
MERRM
MISSM
RES
BABLM
RES

10594-0168
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Bit Name

Description

15 RES

14  BABLM

13  RES

12 MISSM

11 MERRM

10 RINTM

09  TINTM

08 IDONM

07-05 RES

04  DTX2PD

03 EMBA

02  BSWP

01 ACON

00 RES

RESERVED, written and read as zero.

BABBLE MASK. If BABLM is set, the INTR bit and the external INTR will remain inactive, regardless of
the state of BABL in CSRO.

RESERVED, written and read as zero.

MISSED PACKET MASK. If MISSM is set, the INTR bit and the external INTR will remain inactive,
regardless of the state of MISS in CSRO.

MEMORY ERROR MASK. If MERRM is set, the INTR bit and the external INTR will remain inactive,
regardless of the state of MERR in CSRO.

RECEIVE INTERRUPT MASK. If RINTM is set, the INTR bit and the external RINTR will remain
inactive, regardless of the state of RINT in CSRO.

TRANSMIT INTERRUPT MASK. If TINTM is set, the INTR bit and the external INTR will remain
inactive, regardless of the state of TINT in CSRO.

INITIALIZATION DONE MASK. If IDONM is set, the INTR bit and the external INTR will remain inactive,
regardless of the state of IDON in CSRO.

RESERVED, written and read as zeroes.

DISABLE TRANSMIT TWO PART DEFER. When this bit is set, the optional transmit two part deferral
mechanism is disabled and the deferral time or interpacket gap (IPG) following ILACC transmit activity is
calculated according to the deferral process in IEEE 802.3, i.e. the IPG following ILACC transmit activity
will be counted as 96 network bit times, regardless of carrier activity on the network. When DT2PD is
cleared, the optional transmit two part deferral mechanism is in effect and the IPG following ILACC trans-
mit activity will also be counted in two parts (regardless of the state of DT2PD, the IPG following network
activity where the ILACC was not transmitting is always counted in two parts). Whenever the ILACC counts
IPG in two parts, the first part of IPG will have a nominal duration of 6.0 microseconds, and the second part
will have a duration of 3.6 microseconds. When DT2PD=0, carrier activity during the first part of the IPG
following ILACC transmit activity will cause the IPG counter in the ILACC to be reset. Note that carrier ac-
tivity is always masked out (ignored) for the first 40 network bit times following transmit activity to allow for
SQE test, and will not reset the ILACC IPG counter. Hence the IPG counter will be reset if carrier activity
occurs anytime between 4.0 us to 6.0 us following ILACC transmit activity. DT2PD is cleared upon RE-
SET. This optional two part deferral mechanism is not currently part of the IEEE 802.3 specification.

ENABLE MODIFIED BACKOFF ALGORITHM. When this bit is set, an alternative to the |IEEE 802.3
truncated binary exponential backoff algorithm is invoked in the retry logic. This alternate algorithm is

~ different from the IEEE 802.3 algorithm only in that the counting of the retry interval period is suspended

whenever a carrier is present (DIt active or the CRS pin asserted, depending on the value of the
PORTSEL bit) and resumes when a carrier is not present. EMBA is cleared upon RESET. This modified
backoff algorithm is not currently a part of the IEEE 802.3 specification.

BYTE SWAP. BSWP is read only and indicates whether the chip is programmed for systems that consider
bits 00-07 on the data bus to be the most significant byte. When BSWP = 1, the chip will swap high-order
bytes for low-order bytes on DMA data transfers between the FIFO and bus memory. Only data from the
FIFO transfer is swapped; Initialization Block data and Descriptor Ring entries are not swapped.

Byte swapping and the state of BSWP are controlled by the BACON bits; writing BSWP will have no effect.

ALE CONTROL. Defines the assertive state of ALE/AS when the chip is the Bus Master.

ACON = 0: ALE (falling edge latches address).
ACON = 1: AS (rising edge latches address).

ACON is READ/WRITE and cleared by RESET.

RESERVED, written and read as zero.
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CONTROL AND STATUS REGISTER 4 (CSR4). 1514131211109 8 7 6 5 4 3 2 1

RAP = 04 FIIIIIIIIIIIIIIII

CSR4 controls selected diagnostic functions, micropro- |

cessor bus acquisition and DMA signaling. CSR4 can

be accessed regardless of the state of the STOP bit. ‘[gEM

CSR4 is cleared by RESET. TXSTRTM
TXSTRT
RES
BACON
RES
DMAPLUS
RES

10594-017C

Bit Name Description

15 RES RESERVED, written and read as zero.

14 DMAPLUS DMAPLUS =1, allows a DMA burst transfer to continue until the internal FIFO is empty or full, or
until preempted. When DMAPLUS = 0, the 16-byte burst mode is selected. Cleared by RESET,
unaffected by STOP.

Note that DMAPLUS affects the minimum transmit buffer size, for the first buffer in a chain. The first
buffer should be a minimum of 100 bytes with DMAPLUS = 0, and increased to 116 bytes minimum

with DMAPLUS = 1. This guarantees the ILACC can retransmit the packet if a collision occurs within
the slot time.

13-08 RES RESERVED and read as zeroes only'.

07-06 BACON BUS ACQUISITION CONTROL is used to optimally mate the ILACC with various microprocessor
and system buses.The BACON bits will override the programming of BSWP (see table below).
BACON is READ/WRITE and cleared by RESET, but unaffected by the STOP bit in CSRO.

BACON Bus Configuration BSWP*

00 32 bit 80X86 0

01 32 bit 680X0 1

10 Reserved X

11 Reserved X
* NOTE: BSWP is read only. The swapping function is programmed in accordance with the Bus
Acquisition Control (BACON) bits in CSR4.

05-04 RES RESERVED, written and read as zeroes only.

03 TXSTRT TRANSMIT START status bit is set each time the ILACC attempts to begin a transmission (at the
start of preamble). The INTR bit in CSRO will be set if TXSTRTM is clear, and an INTR interrupt will
be generated if INEA is set. TXSTRT is cleared by writing a “1” to its bit position, or by activating
RESET or STOP. Unaffected by writing a “0”.

02 TXSTRTM  TRANSMIT START MASK enables or disables the generation of the INTR bit and the external INTR
interrupt associated with TXSTRT. Cleared by RESET or STOP.

01 LBE LOOPBACK EXCESSIVE is set when the transmit packet size exceeds the recommended 41-byte
limit (45 if DTCR = 1). In this case, the FIFO will overflow while filling. When LBE is set, STOP and
INTR are also set. Cleared by writing a “1” or by hardware reset.

00 LBEM LOOPBACK ERROR MASK enables or disables the generation of the INTR bit and the external INTR
interrupt associated with LBE. Cleared by RESET or STOP.
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USER READABLE REGISTERS

TRANSMIT RETRY COUNT (CSRS5).

Contains the number of retry attempts to transmit the
current buffer. Written into the transmit descriptor table
entry when either a successful transmission has been
completed or the transmission was aborted due to ex-
cessive retries. Read only access when STOP = 1. See
the description of the transmit descriptor table for further
details.

15 4 3 0
| I ]
[ ] |
|————— TRC
RES
10594-0188

RX/TX DESCRIPTOR TABLE LENGTH (CSR6).
Contains a copy of the RLEN and TLEN bits read from
user memory during the initialization sequence. Read
only access when STOP = 1.

See the description of the Initialization Block for further
details.

1514131211109 8 7 6 5§ 4 3 2 1 0

LITTTITTTI ]
L I |1

|_______. ZEROES

e

10594-019A

RECEIVE COLLISION/RUNT PACKET COUNT
(CSR7)

The Receive Collision Count indicates the number of
collisions detected on the network since the last received
packet. The value is written into the receive descriptor
table entry when a successfu! reception has been com-
pleted. The RCC will be resetimmediately after the OWN
bit for the descriptor is cleared by the ILACC, or upon a
host read. Read only access when STOP = 1. See the
description of the receive descriptor table entries for fur-
ther details.

The Runt Packet Count indicates the number of runt
packets (less then 64 bytes) addressed to the node since

the last successfully received packet. The value is writ-
ten to the receive descriptor table entry when a suc-
cessful reception has been completed. The RCC will be
reset immediately after the OWN bit for the descriptor is
cleared by the ILACC or upon a host read. Read only
access when STOP = 1. See the description of the
receive descriptor table entries for more details.

15 8 7 0
L ] ]
| | | |

I— RPC

RCC

10594-020A

LOGICAL ADDRESS FILTER (CSR8-11)
READ ONLY access, when the STOP bit is set.

63 0
[ LADRF ]
10594-021A
Bit Name  Description
63-00 LADRF The 64-bit mask that is used to accept

incoming Logical Addresses. The
Logical Address Filter is a read only
copy of the entry of the same name in
the Initialization Block. The value is
updated only when the Initialization
Block is read (INIT = 1).

If the least significant address bit of a
received message is set (PADR bit 00 =
1), then the address is deemed logical,
and passed through the CRC generator.
After processing the 48-bit destination
address, a 32-bit resultant CRC is
produced and strobed into a register.
The high order 6 bits of this resultant
CRC are used to select one of the 64-bit
positions in the Logical Address Filter
(see diagram). If the selected filter bit is
a“1,” the address is accepted and the
packet will be placed in memory.

32-BIT RESULTANT CRC
31 26 0

RECEIVED MESSAGE
DESTINATION ADDRESS .| | ]
47 10
CRC
| — Y 1L L Lloaica
ADDRESS FILTER
SEL 63 0

*MATCH = 1: PACKET ACCEPTED
*MATCH = 0: PACKET REJECTED

— MATCH"

64
MUX
Lo |

Am79C900
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LOGICAL ADDRESS FILTER OPERATION

The first bit of the incoming address must be a “1” for a
logical address. If the first bit is a “0,” it is a physical
address and is compared against the physical address
that was loaded through the Initialization Block.

The Logical Address Filter is used in multicast address-
ing schemes. The acceptance of the incoming frame
based on the filter value indicates that the message
may be intended for the node. It is the user’s responsi-
bility to determine if the message is actually intended for
the node by comparing the destination address of the
stored message with a list of acceptable logical ad-
dresses.

The Broadcast address, which is all ones, does not go
through the Logical Address Filter and is always en-
abled. If the Logical Address Filter is loaded with all
zeroes (and PROM = 0), all incoming logical addresses
except Broadcast will be rejected.

The multicast addressing in external loopback is opera-
tional only when DTCR = 1 in the Mode Register.

PHYSICAL ADDRESS REGISTER (CSR12-14)
READ ONLY access when the STOP bit is set.

47 10

L |
PADR[0]="0"

PADR[47-1]

10594-023A

Bit Name Description

47-00 PADR PHYSICAL ADDRESS is the unique
48-bit physical address assigned to
the chip. PADR[0] must be zero. The
Physical Address value is a read only
copy of the entry of the same name in
the Initialization Block. This internal
copy is updated only when the
Initialization Block is read (INIT = 1).

MODE REGISTER (CSR15)

The MODE Register is a read only copy of the entry of
the same name in the Initialization Block. This internal
copy is updated only when the Initialization Block is
read (INIT = 1) and will be cleared by RESET.

The MODE Register entry in the Initialization Block
(located in user memory) permits alteration of the chip’s
operating parameters and provides the programming
options for the internal SIA and/or general purpose
interface port. Normal operation is with the Mode  Reg-
ister clear.

1514131211109 8 7 6 56 4 3 2 1 0

LITTTTTITTITITITTIIT]

L l
DRX

DTX

LOoP
DTCR
COLL
DRTY

INTL
RES

PORSEL
TSEL
RES

PROM

10594-024B

1-86 g Am79C300



PRELIMINARY AMD l‘.l

Bit

Name

Description

15
14-10
09

08

07
06

05

04

03

02

01

00

PROM
RES
TSEL

PORTSEL

RES
INTL

DRTY

COLL

DTCR

LOOP

DTX

DRX

PROMISCUOQOUS Mode. When PROM = 1, all incoming packets are accepted.
RESERVED, written and read as zeroes only.

TRANSMIT MODE SELECT. TSEL = 0: In the idle transmit state, DO+ and DO- are equal, providing
“zero” differential to operate transformer coupled loads. Delay and output return to zero are con-
trolled internally. TSEL High: In Idle transmit state DO+ is positive with respect to DO-.

PORT SELECT allows the chip to select between the IEEE standard Attachment Unit Interface (AUI)
using the internal SIA, or the general purpose serial interface (GPSI) to drive an independent device.
When PORTSEL = 1, the general purpose port is selected. During the selection of the internal SIA,
the GPSI outputs should be left unconnected and inputs should be tied to ground. Cleared by
RESET, unaffected by STOP.If Internal Loopback is enabled (MODE Register, bits 2 and 6) the
state of PORTSEL is ignored, and the serial bit stream is looped back prior to the Manchester
Encoder section of the ILACC.

RESERVED, written and read as zero.

INTERNAL LOOPBACK (INTL = 1) selects Internal Loopback and is used with the LOOP bit to
determine where the loopback is to be done. Internal Loopback allows the chip to receive its own
transmitted packet. The condition of PORTSEL does not effect the operation of Internal Loopback
and the data stream is looped back prior to the integral SIA. Since this represents full duplex
operation, the packet size is limited to 41 bytes if DTCR = 0, or 45 bytes if DTCR = 1. Only packets
which the node addresses to itself will be accepted. Packets addressed to the node from other
nodes will not be accepted.

EXTERNAL LOOPBACK (INTL = 0) permits the ILACC to transmit a packet out to the physical
medium, either using the internal SIA, or via the general purpose serial interface (determined by
PORTSEL, CSR15 bit 8). If PORTSEL = 0, the internal SIA will used, and the transmit/receive path
will be tested to the physical medium (via external transceiver). If PORTSEL = 1, the general
purpose interface will be exercised. Multicast addressing in External Loopback is valid only when
DTCR = 1 (user must append 4 byte CRC to packet). Packets addressed to the node from other
nodes will be accepted.

INTL is only valid if LOOP = 1; otherwise it is ignored.

DISABLE RETRY. When DRTY = 1, the chip will attempt only one transmission of a packet. If there
is a collision on the first transmission attempt, a Retry Error (RTRY) will be reported in the TDTE.
The RTRY error flag appears in TMD2.

FORCE COLLISION. This bit allows the collision logic to be tested. The chip must be in internal
loopback for COLL to be valid. If COLL = 1, a collision willbe forced during the subsequent transmis-
sion attempt. This will result in 16 total transmission attempts with a retry error reported in TMD2.

DISABLE TRANSMIT CRC. When DTCR = 0, the transmitter will generate and append a CRC to the
transmitted packet, provided the NCRC bit in TMD1 is cleared. When DTCR = 1, the CRC logic is
allocated to the receiver and no CRC is generated or sent with the transmitted packet, even if the
NCRC bit is cleared.

LOOPBACK allows the chip to operate in full duplex mode for test purposes. When LOOP = 1,
loopback is enabled.

The loopback packet size is user selectable (see description of INTL bit). The last 4 bytes will
contain the CRC. If DTCR = 0, the 4 byte CRC generated and appended at transmit time will be
stored in user memory after the data field. If DTCR = 1, a user-calculated CRC may be contained in
the last 4 bytes of the transmit buffer. The receiver will generate a comparison to check against the
transmitted CRC, which will be loaded into the last 4 bytes of the received buffer.

DISABLE THE TRANSMITTER causes the chip to not access the Transmitter Descriptor Ring and
therefore no transmissions are attempted. DTX = 1 will clear the TXON bit in CSR0 when initializa-
tion is complete.

DISABLE THE RECEIVER causes the chip to reject all incoming packets and not access the
Receive Descriptor Ring. DRX = 1 will clear the RXON bit in CSRO when initialization is complete.
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INITIALIZATION BLOCK ADDRESS (CSR16-17)

A read only copy of the start address of the Initialization
Block located in user memory, as programmed in CSR1
and CSR2.

CURRENT RX BUFFER ADDRESS (CSR18-19)
Contains the current receive buffer address the ILACC
will use to dump an incoming packet. If the ILACC was
stopped while receiving a packet, it will be the address
of the incompleted buffer the ILACC was using. The
address is 32 bits wide.

CURRENT TX BUFFER ADDRESS (CSR20-21)
Contains the address of the transmit buffer the ILACC
transmitted last. In the event the ILACC was stopped
while transmitting, it will contain the address of the
incompleted buffer the ILACC was using. The address
is 32 bits wide.

NEXT RX/TX BUFFER ADDRESS (CSR22-23)

Since the ILACC can only operate in half duplex, this
register is shared depending on the condition of the
ILACC at any time (i.e., transmit or receive). When the
ILACC is transmitting, the register contains the address
of the transmit buffer the ILACC will attempt to transmit
next. When the ILACC is receiving, it will contain the
address of the next receive buffer in which the ILACC
will dump incoming packet data. In both cases, the
ILACC will read the value during buffer lookahead while
it is dealing with the current buffer. The address is 32
bits wide.

BASE ADDRESS OF RX RING (CSR24-25)

Contains the base address of the receive descriptor
table entries in user memory. The value is a read only
copy of the value obtained from the Initialization Block
at initialization time. The address is 32 bits wide.

NEXT ADDRESS OF RX RING (CSR26-27)

Contains the address of the next receive descriptor that
the ILACC will use. The ILACC will calculate this ad-
dress based on the current descriptor address and the
descriptor entry length. It will poll the next descriptor
during lookahead to determine if a receive buffer is
available and its location. The address is 32 bits wide.

CURRENT ADDRESS OF RX RING (CSR28-29)
Contains the address of the receive descriptor that the
ILACC will use for the next incoming packet. if the
ILACC was stopped during reception, it will contain the
descriptor address of the incompleted message. The
ILACC uses the address to examine the descriptor and
determine if a receive buffer is available, locate it, and
indicate the condition and length of the received data.
The address is 32 bits wide.

BASE ADDRESS OF TX RING (CSR30-31)

Contains the base address of the transmit descriptor
table entries in user memory. The value is a read only
copy of the value obtained from the Initialization Block
at initialization time. The address is 32 bits wide.

NEXT ADDRESS OF TX RING (CSR32-33)

Contains the address of the next transmit descriptor that
the ILACC will use. The ILACC will calculate this ad-
dress based on the current descriptor address and the
descriptor entry length. It will poll the next descriptor
during lookahead to determine if a transmit buffer is
available and its location. The address is 32 bits wide.

CURRENT ADDRESS OF TX RING (CSR34-35)
Contains the address of the transmit descriptor that the
ILACC will use for the next outgoing packet. If the
ILACC was stopped during transmission it will contain
the descriptor address of the incompleted message.
The ILACC uses the address to examine the descriptor
to determine if a transmit buffer is available, locate it,
and indicate the condition of the transmitted data. The
address is 32 bits wide.

RUNT BACKUP BUFFER ADDRESS (CSR36-37)

Contains a copy of the current receive buffer address. In
the event that the receive packet is identified as a runt,
the Runt Backup Buffer Address is written back into the
Current Rx Buffer Address. The address is 32 bits wide.

RETRY BACKUP BUFFER ADDRESS (CSR38-39)

CURRENT RX BYTE COUNT (CSR40)
Contains a copy of the current receive descriptor byte
count as read from the current receive descriptor.

CURRENT TX BYTE COUNT (CSR42)
Contains a copy of the current transmit descriptor byte
count as read from the current transmit descriptor.

NEXT RX/TX BYTE COUNT (CSR44)

Since the ILACC can only operate in half duplex, this
register is shared depending on the condition of the
ILACC at any time (i.e., transmit or receive). During
transmission, it contains the transmit buffer byte count
as read from the next transmit descriptor entry during
lookahead. During reception, it contains the buffer byte
count as read from the next receive descriptor entry
during lookahead.

POLL TIME COUNT (CSR46)

The Poll Time Count is a copy of the internal roll over
counter which determines the frequency at which the
ILACC will inspect the transmit descriptor ring entry.
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HI ADDRESS INIT BLOCK (CSR48)
Contains a copy of the contents of CSR2 at initialization
time.

CURRENT RX STATUS (CSR50)
Contains a copy of the current receive descriptor status
byte as read from the current receive descriptor.

CURRENT TX STATUS (CSR52)
Contains a copy of the current transmit descriptor status
byte as read from the current transmit descriptor.

NEXT RX/TX STATUS (CSR54)

Since the ILACC can only operate in half duplex, this
register is shared depending on the condition of the
ILACC at any time (i.e., transmit or receive). During
transmission, it contains the transmit status byte as
read from the next transmit descriptor entry during

lookahead. During reception, it contains the status byte
as read from the next receive descriptor entry during
lookahead.

RUNT BACKUP BYTE COUNT (CSR56)

Contains a copy of the current receive buffer byte count.
In the event that the receive packet is identified as a
runt, the Runt Backup Byte Count is written back into
the Current Rx Byte Count.

RETRY BACKUP BYTE COUNT (CSRS8)

Contains a copy of the current transmit buffer byte
count. In the event that the transmit packet suffers a
collision, the Retry Backup Byte Count is written back
into the Current Tx Byte Count.

REVISION REGISTER (CSR59)
Contains a value that identifies the silicon revision of the
ILACC.

DESCRIPTOR TABLE CONTENT

BASE ADDRESS OF Tx RING

BASE ADDRESS OF Rx RING

CSR31 CSR30 CSR25 CSR24
31 16 15 0 31 16 15 0
. -/
Y
l 31 0 31 0
0 TMDO 0 RMDO
+4 TMD1 TDTEO +4 RMD1 RDTE 0
+8 TMD2 +8 RMD2
+12 +12 T
+16 TMDO +16 RMDO
+20 TMD1 TDTE1 +20 RMD1 RDTE 1
+24 TMD2 +24 RMD2
+28 +28 =
+32 TMDO +32 RMDO
(16 X 2™ENy _16 TMDO (16 X 2PN )16 RMDO '
(16 X 2TEN) _12 TMD1 TDTE @MEN 1) (15 x oRLEN )12 RMD1 RDTE (2RLEN_1)
(16 X 2TEN) -8 TMD2 (16 x2RLEN) -8 RMD2___
(16 X 2™EN) —4 (16 x2™EN) 4 e
10594-026A
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INITIALIZATION MODE REGISTER ] _
PROCEDURE The Mode Register defines the transmit/receive opera-

ILACC initialization includes the reading of the initializa-
tion block in memory to obtain the operating parame-
ters. The initialization block is read when the INIT bit in
CSRO is set. The INIT bit should be set before or
concurrent with the STRT bit to insure correct operation.
On completion of the read operation and after internal
registers have been updated, the IDON will be set in
CSRO, and an interrupt generated if INEA is set.

The Initialization Block is vectored by the contents of
CSR1 (least significant word of address) and CSR2
(most significant word of address). The block is resident
in host memory, and contains the user defined condi-
tions for ILAC operation together with the address and
length information to allow linkage of the transmit and
receive descriptor rings.

INITIALIZATION BLOCK
31 0

IADR +24 TDRA31-00

IADR +20 RDRA31-00

IADR +16 LADRF63-32

IADR +12 LADRF31-00

IADR +8 RESERVED ] PADRA47-32

IADR +4 PADR31-00

IADR 0 [ TLEN |RES| RLEN |RES] MODE 15-00

tion of the ILACC. At initialization, this user-defined
value is stored in CSR15.

LOGICAL ADDRESS FILTER (LADRF)
The filter value used for multicast addressing. Stored in
CSR8-11 during initialization.

PHYSICAL ADDRESS REGISTER (PADR)
The individual node address assigned to the ILACC and
stored in CSR12-14 during initialization.

TRANSMIT DESCRIPTOR RING ADDRESS (TDRA)
The base address (lowest address) of the user area
where the transmit descriptor ring is located. This is a
full 32-bit address and is stored in the ILACC during
initialization.
IADR +24
31 4 3 0
[ TDRA 31-04 | |

| | L[J
TDRA [3-0] = “0”

TDRA [31-04]
10594-028A

The least significant 4 bits of the ring base address must
be zero.

TRANSMIT DESCRIPTOR RING LENGTH (TLEN)
TLEN defines the number of TDTEs which will be used
in the ring. TLEN is located at the base location of the
Initialization Block (IADR + 0) with the Mode Register
and the RLEN entry. A maximum of 512 transmit  de-
scriptor entries is permitted.

TLEN has a four bit field. The user is free to write any
4-bit code into this field. Binary values greater than
9 (e.g., TLEN = 1111b) will be stored as written, and the
ILACC will expect 512 TDTEs.

TLEN is expressed as a power of two, as follows:

TLEN  No.of TDTEs
0 0 0 0 1
0 0 0 1 2
00 1 0 4
0 0 1 1 8
o1 0 0 16
01 0 1 32
01 1 0 64
o 1 1 1 128
1.0 0 0 25
1 0 0 1 512

Note that the field is stored in CSR6 during initialization. For
details, refer to the definition within the Description of User
Accessible Resources.

RECEIVE DESCRIPTOR RING ADDRESS (RDRA)
The base address of the user area where the receive
descriptor ring is located. This is a full 32-bit address
and is stored in the ILACC during initialization.

IADR+20
31 43 0
| RDRA 31-04 | |
RDRA [3-0] = “0"
L RDRA[31-04]

10594-033A

The least significant four bits of the ring base address
must be zero.
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RECEIVE DESCRIPTOR RING LENGTH (RLEN) RLEN has a 4-bit field. The user is free to write any 4-bit
RLEN defines the number of RDTEs which willbe used  code into this field. Binary values greater than 9 (i.e.,
in the ring. RLEN is located at the base location of the ~ RLEN = 1111b) will be stored as written, and the ILACC
Initialization Block (IADR+0) with the MODE Register  will expect 512 RDTEs.

and the TLEN entry. Maximum of 512 transmit

descriptor entries are permitted. Note that the field is stored in CSR6 during initialization.

For details, refer to the definition within the Description
RLEN is expressed as a power of two as follows: of User Programmable Registers.

RLEN No. of RDTEs

0 0 0 o 1

o 0 0 1 2
0 0 1 0 4
o 0o 1 1 8
o1 0 0 16
0o 1 0 1 32
o 1 1 0 64
o 1 1 1 128
1 0 0 O 256
1 0 0 1 512

INITIALIZATION BLOCK LAYOUT

Programmer’s Model

ILACC
CSR2 CSR1
A AL
4 N7 A
| IADR 31-16 | IADR15-00 |
AN J
Y
32-BIT BASE l 31 INITIALIZATION BLOCK o
ADDR OF INIT BLK.
o [ TLEN [RES| RLEN [RES] MODE
+4 PADR31-00
+8 | PARD47-32
+12 LADR 31-00
+16 LADR63-32
+20 RDRA31-00
+24 TDRA31-00
TRANSMIT DESCRIPTOR RING ENTRY
_32-BIT ADDR
L—» TMD, ADR OF Tx BUFFER
T™MD, [ STATUS |RESERVED [11 11] BCNT
TMD,[ERRORS| _ TDR RESERVED | TRC | } 97 UPTO
RECEIVE DESCRIPTOR RING ENTRY
_ 32-BIT ADDR
> RMD, ADR OF Rx BUFFER
RMD,| STATUS [RESERVED [11 11] BCNT
1 OF UP TO
RMD,[ RCC RPC__ [REeS] menT | JORYPTO

10594-036A
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Reinitialization

The transmitter and receiver section of the ILACC are
turned on via the initialization block (MODE Register:
DRX, DTX bits). The state of the transmitter and re-
ceiver can be monitored through CSR0 (RXON, TXON
bits). The ILACC must be reinitialized if the transmitter
and/or the receiver were not turned on during the origi-
nal initialization, and it is subsequently required to acti-
vate them. Alternatively, the ILACC may require re-
initialization if either section shuts off due to the detec-
tion of an error condition (MERR, UFLO, TX BUFF
error). Care must be taken when the ILACC is
reinitialized.

Prior to reinitialization of the ILACC, the user must set the
STOP bit in CSR0.The user should also reinitialize the
descriptor pointers in the software and reinitialize all
descriptor OWN bits in memory prior to re-enabling the
transmit and receive functions. This is necessary since
the ILACC’s transmit and receive descriptor pointers are
reloaded with their respective base addresses upon
initialization. The ILACC can then be reinitialized by
setting the INIT bit in CSRO.

Buffer Management

Buffer management is accomplished through message
descriptors organized as ring structures in memory.
There are two rings; a receive ring and a transmit ring.
Each message descriptor entry requires three double
words (6 words or 12 bytes).

To simplify the maintenance of pointers for the rings, the
space allocated for the transmit/receive descriptor table
entries is as follows:

Descriptor Table Entries are 8 words long, located on
16-byte boundaries (bits 0-3 of pointer address must be
zero).

Descriptor Rings

Each descriptor ring must be organized in a contiguous
area of memory. At initialization time, the ILACC reads
the user-defined base address for the transmit and
receive descriptor rings as well as the number of entries
contained. Maximum of 512 ring entries is permitted.

Each ring entry contains the following information:

1. The address of the actual message data buffer in
user or host memory

2. The length of the message buffer

3. Status information indicating the condition of the
buffer

To permit the queuing and de-queuing of message
buffers, ownership of each buffer is allocated to either
the ILACC or the host. The OWN bit within the descrip-
tor status information is used for this purpose. “Deadly
Embrace” conditions are avoided by the ownership
mechanism. Only the owner is permitted to relinquish
ownership or to write to any field in the descriptor entry.
A device that is not the current owner of a descriptor
entry cannot assume ownership or change any field in
the entry.
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Descriptor Memory Allocation
RECEIVE MESSAGE DESCRIPTOR 0 (RMDO).

31

-

ADR [31-0]

10594-0488

Bit Name Description

31-00 ADR Address of the buffer pointed to by this descriptor. ADR is written by the host and unchanged by the
ILACC. The buffer can be located on an arbitrary byte boundary.

RECEIVE MESSAGE DESCRIPTOR 1 (RMD1).

31130 29 28 27 26 2524 23 1615 1211 0
LIITTTTT1 | I ]
[ | | | 1 ]

10594-049A
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Bit Name ) Description

31 OWN This bit indicates that the descriptor entry is owned by the host (OWN=0) or by ILACC (OWN=1). The
ILACC clears the OWN bit after filling the buffer pointed to by the descriptor entry. The host sets the
OWN bit after emptying the buffer. Once the ILACC or host has relinquished ownership of a buffer, it
must not change any field in the three words that comprise the descriptor entry.

30 ERR ERROR summary is the “OR” of FRAM, OFLO, CRC or BUFF. ERR is set by the ILACC and cleared by
the host.

29 FRAM FRAMING ERROR indicates that the incoming packet contained a non-integer multiple of eight bits and
there was a CRC error. If there was not a CRC error on the incoming packet, then FRAM will not be set
even if there was a non-integer multiple of eight bits in the packet. FRAM is not valid in internal
loopback mode. FRAM is valid only when ENP is set and OFLO is not. FRAM is set by the ILACC and
cleared by the host.

28 OFLO OVERFLOW error indicates that the receiver has lost all or part of the incoming packet, due to an
inability to store the packet in a memory buffer before the internal FIFO overflowed. OFLO is valid only
when ENP is not set. OFLO is set by the ILACC and cleared by the host.

27 CRC CRC indicates that the receiver has detected a CRC error on the incoming packet. CRC is valid only
when ENP is set and OFLO is not. CRC is set by the ILACC and cleared by the host.

26 BUFF BUFFER ERROR is set any time the ILACC does not own the next buffer while data chaining a
received packet. This can occur in either of two ways:

1. The OWN bit of the next buffer is zero.
2. FIFO overflow occurred before the ILACC received the next STATUS.
If a Buffer Error occurs, an Overflow Error may also occur internally in the FIFO, but will not be reported

in the descriptor status entry unless both BUFF and OFLO errors occur at the same time. BUFF is set
by the ILACC and cleared by the host.

25 STP START OF PACKET indicates that this is the first buffer used by the ILACC for this packet. It is used for
data chaining buffers. STP is set by the ILACC and cleared by the host.

24 ENP END OF PACKET indicates that this is the last buffer used by the ILACC for this packet. It is used for
data chaining buffers. If both STP and ENP are set, the packet fits into one buffer and there is no data
chaining. ENP is set by the ILACC and cleared by the host.

23-16 RES RESERVED.
15-12 ONES MUST BE ONES. This field is written by the host and unchanged by the ILACC.

11-00 BCNT BUFFER BYTE COUNT is the length of the buffer pointed to by this descriptor expressed as the two’s
complement of the length of the buffer. This field is written by the host and unchanged by the ILACC.
Minimum buffer size is 64 bytes.

RECEIVE MESSAGE DESCRIPTOR 2 (RMD2)

31 24 23 16 15 12 11 0

L | ] ] ]
L | | |1 J 1 J

|‘—‘— MCNT

ZEROS
RPC
RCC

10594-050A
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Bit

Name

Description

31-24

23-16

15-12

11-00

RCC

RPC

ZEROS

MCNT

RECEIVE COLLISION COUNT indicates the number of collisions on the network since the last suc-
cessfully received packet. The internal value of RCC in CSR7 is written to RMD2 (in the last descriptor
of the chain) prior to the OWN bit being flipped (i.e., after a successful reception).

The collision count in CSR7 is reset immediately after the OWN bit for the descriptor is reset or upon a
host read. The count does not roll over when more than 255 collisions are detected but will freeze at the
maximum count.

RUNT PACKET COUNT indicates the number of runt packets addressed to this node since the last
successfully received packet. The internal value of RPC in CSR7 is written to RMD2 (in the last
descriptor of the chain) prior to the OWN bit being flipped (i.e., after a successful reception).

The runt packet counter in CSR7 is reset immediately after the OWN bit for the descriptor is reset or
upon a host read. The count will be frozen at 255 if runt packets in excess of this are detected.

ZEROS. This field is written by the ILACC.

MESSAGE BYTE COUNT is the length in bytes of the received message expressed as an unsigned
binary integer. MCNT is valid only when ERR is clear and ENP is set. MCNT is written by the chip and
cleared by the host.

TRANSMIT MESSAGE DESCRIPTOR 0 (TMDO).

31 0
[ ]
| |
ADR [31-0]
10594-0518
Bit Name Description
31-00 ADR The 32-bit address of the buffer pointed to by this descriptor. ADR is written by the host and unchanged

by the ILACC. The buffer can be located on an arbitrary byte boundary.

TRANSMIT MESSAGE DESCRIPTOR 1 (TMD1).

31 30 29 28 27 26 25 24 23 16 15 12 11 0

HEEEEERN I 1 ]

L 1 J 1 I

10594-052A
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Bit Name Description

31 OWN This bit indicates that the descriptor entry is owned by the host (OWN = 0) or by the ILACC (OWN = 1).
The host sets the OWN bit after filling the buffer pointed to by this descriptor. The ILACC clears the
OWN bit after transmitting the contents of the buffer. Both the host and the ILACC must not alter a
descriptor entry after relinquishing ownership.

30 ERR ERROR summary is the "OR” of UFLO, LCOL, LCAR, or RTRY. ERR is set by the ILACC and cleared
by the host.

29 NCRC NO CRC dynamically controls the generation of CRC on a packet by packet basis as long as the DTCR
bit in CSR15 = 0. It is valid in the last descriptor of the packet to be transmitted. When NCRC=1, CRC
generation is inhibited. When NCRC=0, CRC generation is activated. NCRC is set by the host and
unchanged by the ILACC.

28 MORE MORE indicates that more than one retry was needed to transmit a packet. MORE is set by the ILACC
and cleared by the host.

27 ONE ONE indicates that exactly one retry was needed to transmit a packet. The ONE flag is not valid when
LCOL is set. ONE is set by the ILACC and cleared by the host.

26 DEF DEFERRED indicates that the ILACC had to defer while trying to transmit a packet. This condition
occurs if the channel is busy when the ILACC is ready to transmit. DEF is set by the ILACC and cleared
by the host.

25 STP * START OF PACKET indicates that this is the first buffer to be used by the ILACC for this packet. It is
used for data chaining buffers. STP is set by the host and unchanged by the ILACC. The STP bit must

be set in the first buffer of the packet or the ILACC will skip over this descriptor and poll the next
descriptor(s) until the OWN and STP bits are set. STP is set by the host and unchanged by the ILACC.

24 ENP END OF PACKET indicates that this is the last buffer to be used by the ILACC for this packet. It is used
for data chaining buffers. If both STP and ENP are set, the packet fits into one buffer and there is no
data chaining. ENP is set by the host and unchanged by the ILACC.

23-16  RES RESERVED
15-12 ONES MUST BE ONES. Written by host.

11-00 BCNT BUFFER BYTE COUNT is the usable length of the buffer pointed to by this descriptor expressed as the
two’s complement of the buffer byte length. This is the number of bytes from this buffer that will be
transmitted by the ILACC. This field is written by the host and unchanged by the ILACC. The first buffer
of a packet must be a minimum of 116 bytes (DMAPLUS = 1) or 100 bytes (DMAPLUS = 0) when data
chaining, and 64 bytes (DTCR=1) or 60 bytes (DTCR=0) when not data chaining.

TRANSMIT MESSAGE DESCRIPTOR 2 (TMD2).

31 30 29 28 27 26 25 16 15 4 3 0

HEEEREN | | |
L | 1 | |

RTRY
LCAR
LCOL
RES
UFLO
BUFF
10594-053A
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Bit Name Description

31 BUFF BUFFER ERROR is set by the ILACC during transmission when the ILACC does not find the ENP flag
in the current buffer and does not own the next buffer. This can occur if either:
1. The OWN bit of the next buffer is zero.
2. FIFO underflow occurred before the ILACC was able to read the next STATUS byte. BUFF is set by
the ILACC and cleared by the host. BUFF error will turn off the transmitter (CSR0, TXON = 0).

If a Buffer Error occurs, an Underflow Error will also occur. BUFF error is not valid when LCOL or RTRY
error is set during transmit data chaining. BUFF is set by the ILACC and cleared by the host.

30 UFLO UNDERFLOW ERROR indicates that the transmitter has truncated a message due to data late from
memory. UFLO indicates that FIFO has emptied before the end of the packet was reached. Upon UFLO
error, the transmitter is turned off (CSR0, TXON =0). UFLO is set by the ILACC and cleared by the
host.

29 RES RESERVED bit. The ILACC will write this bit with a “0.”

28 LCOL LATE COLLISION indicates that a collision has occurred after the slot time of the channel has elapsed.
The ILACC does not retry on late collisions. LCOL is set by the ILACC and cleared by the host.

27 LCAR LOSS OF CARRIER is set when the carrier is lost during an ILACC-initiated transmission. The loss is
detected internally if the ILACC's integral SIA isbeing used or via the CRS line becoming deasserted if
the general purpose serial interface is utilized. The ILACC does not retry upon loss of carrier. It will
continue to transmit the whole packet until done. LCAR is not valid in Internal Loopback Mode. LCAR is
set by the ILACC and cleared by the host.

26 RTRY RETRY ERROR indicates that the transnitter has failed in 16 attempts to successfully transmit a
message due to repeated collisions on the medium. If DRTY = 1 in the MODE register, RTRY will set
after 1 failed transmission attempt. RTRY is set by the ILACC and cleared by the host.

25-16  TDR TIME DOMAIN REFLECTOMETRY reflects the state of an internal ILACC counter that counts from the
start of a transmission to the occurence of a collision or loss of carrier. This value is useful in determin-
ing the approximate distance to a cable fault. The TDR value is written by the ILACC and is valid only if
the RTRY bit is set. The TDR counter is incremented by the 20 MHz clock at XTAL1 (for PORTSEL=0)
or the 10MHz clock at TxC (for PORTSEL=1).

15-04 RES RESERVED
03-00 TRC TRANSMIT RETRY COUNT indicates the number of transmit retries of the associated packet. The

maximum count is 15. Written by the ILACC into the last transmit descriptor for the message (ENP = 1),
and valid only when OWN = 0.

ABSOLUTE MAXIMUM RATINGS OPERATING RANGES

Storage Temperature: -65to +150°C  Commercial (C) Devices )

Supply Voltage (AVpp, Vpp) Temperature (Ty): 0to 70°C
referenced to AVgg Or Vgg: -0.3t0 +6V Supply Voltages (AVpp, Vpp): 5V 5%

Stresses above those listed under ABSOLUTE MAXIMUM
RATINGS may cause permanent device failure. Functionality
at or above these limits is not implied. Exposure to absolutely
maximum ratings for extended periods may affect device

reliability.

Am79C900 1-97



a AMD

PRELIMINARY
DC CHARACTERISTICS
CAPACITANCE
Parameter Parameter Typ. Unit
Symbol Description
Cin Input Pins 10 pF
Co Bidirectional Pins 20 pF
Cout Qutput Pins 10 pF
DC CHARACTERISTICS
Parameter| Description Test Conditions Min. Max. Unit
Vi Input LOW voltage 0.8 \"
Vi Input HIGH voltage 2.0 \"
Vix Xras Input LOW Voltage Vgs=00V -0.5 0.8 \"
(External Clock Signal)
Viux Xias Input HIGH Voltage Vgs=0.0V 35 Vpp+0.5 \"
(External Clock Signal)
Vo Output LOW voltage loiy =20 MA, lg, =6 MA 0.4 \"
- lois =4 mA (Note 1)
Vou Output HIGH voltage low = -0.4 mA (Note 2) 2.4 \"
lix Input leakage current 0V <V, <V (Note 3) -10 10 HA
lix XraLy Input LOW Current Vin = Vss -10 HA
lx Xiaey Input HIGH Current Vin= Voo 10 A
liaxo DI+ and Clx Input Current AVgs < Vi < AVpp -500 500 HA
lozL Output Leakage Current Vour = 0 V (Note 4) -10 A
lozu Output Leakage Current Vour = Vpp (Note 4) 10 HA
Viaop AUI Differential Output R =78Q 630 1100 mV
Voltage |(DO+) - (DO-)|
V aoporr DO+ Differential R =78Q -40 40 mV
Idle Output Voltage
[ DO Differential R =78Q 512 512 HA
Idle Output Current
Vaoeum DO+ Common Mode R .=78Q AVpp-3.0 | AVyp-1.0 \"
Output Voltage
Vo000 DOz Differential R =78Q -25 25 mV
Output Voltage Imbalance |DO+| - |DO-|
Vat DI+ Differential -35 35 mV
Input Switching Threshold
Vasa Dit, Cl+ Differential -275 -175 mvV
Input Squelch Threshold
Vaov DI+ and Clz, Differential Mode 25 2.5 \"
Input Voltage Range
Vaem DI+ and Cl+ In=0mA AVpy-3.0 | AVpp-10 |V
Input Common Mode
Open Circuit Voltage (Bias)
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DC CHARACTERISTICS (Continued)

Parameter| Description Test Conditions Min. Max. Unit
V ao0p DO+ Undershoot Voltage AUl load = -100 mV
at zero differential 27 pH = 1% and
on transmit return to 73Qor83Q+ 1%
zero (end of message) (See |IEEE 802.3)
lop Power Supply Current fyraL = 20 MHz 150 mA
fack = 16.67 MHz

Notes:

1. lg,=20mA: READYL _ o - -
loo = 6 mA: BE3/DAL[1], BE2/DAL[0], RW, ALE/AS, DAS, BGACK/MASTER, HOLD/BUSREQ, BE0/SIZ0, BE1/SIZ1
lo s = 4 mA: DAL[31:2], DALI, DALO, INTR, RINTR, XCLK, TxD, RTS.

2. Vg, does not apply to open-drain output pins.

3. 1, applies to pins: HLDA/BUSACK, C/D, CS, BCLK, and RESET.

4. loy, and Iy, apply to pins: DAS, DALO, DALI, BGACK/MASTER, HOLD/BUSREQ, TXC, RXC, RXD.TXD, RTS, XCLK,
BEO-1/S120-1, BE2/DALO, BE3/DAL1, DAL2-31, R/W, RINTR, INTR, READYL, ALE/AS.

SWITCHING TEST LOADS

15V
100 pF
10594-056A
* loH
10594-055A
Normal and Three-State Outputs Open Drain Outputs
DO+ [ L
78 Q Test Point
Do- > L

10594-057A

AUI DO Switching Test Circuit
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MD PRELIMINARY
AC TIMING PARAMETERS
CLOCK SIGNALS
Clock and Reset
# | Parameter | Description Test Conditions Min. Max. Unit
1 tacik BCLK period: 60 250 ns
2 tacLi BCLK LOW pulse width 0.47"tacik | 0.53sec | NS
3 tacikm BCLK HIGH pulse width 0.47"gcik | 0.53"tacic | NS
4 tacikr BCLK Rise Time (Note 3) (Note 11) 3 ns
5 tacLke BCLK Fall Time (Note 3) (Note 11) 3 ns
6 trsT ﬁ?—ﬁ Pulse Width 9*tecik ns
Internal SIA Configuration Clock Parameters (driven by external clock source)
# | Parameter | Description Test Conditions Min. Max. Unit
9 tx1 XTAL1 period (Note 2) 49.995 50.005 ns
11 txam XTAL1 HIGH pulse width 20 ns
12 txiL XTAL1 LOW pulse width 20 ns
13 txir XTAL1 Rise Time (Note 3) 5 ns
14 txir XTAL1 Fall Time (Note 3) 5 ns
General Purpose Serial Interface (GPSI) Configuration Clock Parameters
# | Parameter | Description Test Conditions Min. Max. Unit
17 trc TxC period 99 101 ns
18 trxeL TxC low pulse width 45 ns
19 trxcH TxC high pulse width 45 ns
20 trxer TxC rise time (Note 3) 5 ns
21 trcr TxC fall time (Note 3) 5 ns
22 trec RxC period 85 117 ns
23 trxcH RxC HIGH pulse width 38 ns
24 taxcL RxC LOW pulse width 38 ns
25 trxcr RxC rise time (Note 3) 5 ns
26 trxcr RxC fall time (Note 3) 5 ns
Bus Slave
# | Parameter | Description Test Conditions Min. Max. Unit
30 ta0 DAS LOW and CS! setup 10 ns
to BCLKT
31 3 Data in valid hold time from 0 ns
READYL {
32 ta R/W setup time to DAS! 5 ns
33 tas CS hold time from DAST (Note 12) 0 ns
34 ta C/D setup time to DAS! 5 ns
35 tas C/D hold time from DAS! 15 ns
36 tas R/W hold time from DAS| 15 ns
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AC TIMING PARAMETERS
Bus Slave (Continued)

# | Parameter | Description Test Conditions Min. Max. Unit

37 tar DAST delay to DALOT 45 ns

38 tas DAS\ delay to DALOJ 45 ns

39 tso DAST delay to DALIT 40 ns

40 tao DASI delay to DALIY 45 ns

41 tar DAST delay to READYLT 35 ns
(de-assertion)

42 ti DAS\ delay to READYL! (Note 1) 5*gcik ns

43 tas DASJ with CS LOW delay tacik-20 ns
to Data In valid

44 tas Data Out valid setup to READYL! 15 ns

45 s Data In valid hold time from DAST 0 ns

46 tas Data Out valid hold time from DAST 16 ns

47 tar BCLKT delay to READYLL 5 30 ns

48 tus DAST hold time from READYL{ (Note 6) 0 ns

49 tas CS LOW AND DAS! setup 10 ns
to BCLKT

50 tso BCLKT delay to Data In Valid taLck-20 ns

51 ts1 BCLKT delay to Data Out Valid 60 ns

52 ts2 Data In valid hold time from BCLKT 20 ns

53 tss DAST to Data Out High Impedance ' 40 ns

Bus Acquisition, Relinquish, and Preemption

# | Parameter | Description Test Conditions Min. Max. Unit

54 tsa HLDA / BUSACK! setup to (Note 9) 5 ns
BCLK{

55 tss BCLK{ after BUSACK LOW delay tack+35 | ns
to BUSREQT (de-assertion)

56 tss HLDA/BUSACK LOW hold time (Note 9) 15 ns
from BCLK{

57 ts7 BGACKT setup to BCLK{ (Note 10) 5 ns

58 tse BUSACK LOW Pulse Width (Note 9) teok+30 ns

59 tso BCLK{ delay to HOLDT 35 ns

60 teo BCLKTdelay to HOLD/BUSREQL 40 ns

61 te1 HLDAT setup to BCLK{ (Note 10) 15 ns
(preemption)

62 tez BCLK{ delay to BGACKT 35 ns

63 o3 BCLK{ (S1) delay to HOLDT (Note 8) 8.5'sax [ ns
(preemption) + 40

64 tes BUSACK LOW hold time from (Note 6) 0 ns
BUSREQT (Note 9)

65 tes BCLKT delay to BGACKL 40 ns
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Bus Acquisition, Relinquish, and Preemption (Continued)

# | Parameter | Description Test Conditions Min. Max. Unit

66 tes HOLDT or HLDAT delay to MASTERT| 30 ns

67 ter HOLD LOW and HLDA! delay 40 ns
to MASTER{

68 tes BCLKT delay to memory control, 40 ns

DAL[31:0] outputs high impedance
(Bus Relinquish)

72 tre BCLK delay to ALE, AS, DAS, 0 ns
BEO, BET, SI20, SIZ1 driven

AC TIMING PARAMETERS

Bus Master
# | Parameter | Description Test Conditions Min. Max. Unit
73 tzs BCLKT delay to ALE/AS valid 30 ns
74 trs BCLKT delay to address valid (Note 6) 15 42 ns
75 trs DAST delay to address driven tacii-5 ns
76 trs BCLKT delay to R/W Valid 30 ns
77 tr Data in valid setup to DAST (Note 4) 35 ns
78 tzs Data in valid hold from DAST (Note 4) 0 ns
79 te BCLKJ to DAL[31:0] (Address) 30 ns
high impedance
80 tao Address out valid hold from tacikn ns
ALE{ or AST
81 tas BCLK{ delay to DAS (Note 6) 0 35 ns
83 tes BCLKJ{ delay to DAS! (Note 6) 0 35 ns
84 tes READYL valid setup to BCLKT (Note 5) 3 ns
85 tes DAS\ delay to READYLL (0 wait states) 15"k | ns
(Note 5) (Note 7) -35
86 tes READYL valid hold from BCLKT (Note 5) 5 ns
87 tar BCLK{ delay to DALOL (Note 6) 0 30 ns
88 tes READYL pulse width (Note 5) 2*taoLk ns
89 tes BCLKT delay to DALY (Note 6) 0 35 ns
90 teo BCLKJ{ delay to Data Out valid 40 ns
91 tar Data Out valid hold from DAST tacri-20 ns
92 te DALOT hold time from DAST tacua-5 ns
93 tes BCLKT delay to DALOT (Note 6) 0 40 ns
94 tos BCLK{ delay to DALIT (Note 6) 0 35 ns
95 tos Address Out valid setup to 22 ns
ALE! or AST
96 tos Data Out valid setup to DAST (Note 6) 2'2;;8LK ns
97 ter Data In valid setup to BCLK{ (Note 4) 0 ns
98 tas Data In valid hold after BCLK{ (Note 4) 28 ns
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PRELIMINARY
AC TIMING PARAMETERS
Serial Timing
# | Parameter | Description Test Conditions Min. Max. Unit
104 tooTR DO+ Rise Time (10% to 90%) 25 5.0 ns
105 toorr DO+ Fall Time (90% to 10%) 25 5.0 ns
106 toorm DO+ Rise and Fall Time mismatch 1.0 ns
107 tooeTo DO+ End of Transmission 200 375 ns
108 tewroi DI+ pulse width to reject input<VASQ 15 ns
109 tewoo! DI+ puise width to turn on input<VASQ 45 ns
internal DI carrier sense
110 tewmo! DI+ pulse width to maintain input<VASQ 45 136 ns
internal DI carrier sense on
111 tewko! DI+ pulse width to turn input<VASQ 165 ns
internal DI carrier sense off
112 tewnc Cl+ pulse width to reject input<VASQ 18 ns
112 tewoci Clx pulse width to turn on input<VASQ 26 ns
internal SQE sense
114 tewmc Cl+ pulse width to maintain input<VASQ 26 90 ns
internal SQE sense on
115 tewkc Cl+ pulse width to turn input<VASQ 160 ns
internal SQE sense off
116 terccn TxCT delay to RTST 70 ns
117 tarshT RTS hold time from TxCT 5 ns
118 tprct TxCT delay to TxD change 70 ns
119 tronT TxD hold time from TxCT 5 ns
120 trxoR RxD rise time (Note 3) 8 ns
121 tReoF RxD fall time (Note 3) ns
122 tReoHT RxD hold time (RxCT to RxD change) 12 ns
123 thxpsT RxD setup time (RxD stable to RxCT) 20 ns
124 terse CRS low time (NO‘e 6) thC+20 ns
125 teom CDT high time (Note 6) trc+30 ns
126 tecota CDTT delay to RTS de-asserted (Note 12) 32%mc 99*t7,c ns
127 teacc | CRS hold time from RXCT (Note 6) 0 ns
Notes:
1. CSRO, 3,4, and the RAP register can be accessed within 5 BCLK periods. All other CSRs take 15 BCLK periods max.
2. IEEE 802.3 requirement.
3. Not tested.
4. Asynchronous parameters 77 and 78 must be met or synchronous parameters 97 and 98 must be met.
5. Asynchronous parameters 85 and 88 must be met or synchronous parameters 84 and 86 must be met.
6. Parameter minimum guaranteed by design—not tested.
7. Parameter shown for 0 wait states. For n wait states, max delay is (1.5+n)"t5, (35 (ns)
8. Shown for 0 wait states. For n wait states, max delay is (8.5+2n)"tz, (+40 (ns)

©0

10.This parameter needs to be met only to produce guaranteed synchronous timing.
11.For BCLK frequencies below 10MHz, the rise and fall times max value is 10 ns.
12.Guaranteed by design—not tested.

. Asynchronous parameters 58 and 64 must be met or synchronous parameters 54 and 56 must be met.

Am79C900
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BCLK

XTALY

BCLK and RESET Timing

10594-058A

Notes:

o ][] 1 O
TS (Note A) 3( ;l(
® XY
¢/ * )E ZZ/
T @ 8
W
RAW (Write) ’.‘ 77 /
Y W
RAW (Read) Q 5 \n
Oma
DAS (Note B) 3( 7_'
= W
= | -
(Read) . 0
- &
DALI \[ -
(Write) N ]
—®
DALO (Write) =T w
“DALI (Read) @
W - /o0
READYL oD | &) A x .
DAL [15:0 ®
(&Vfife} 0 DataIn O——j-—
) n
i 5 X [ DataOut |(Note C)
w‘——@_— @
—_— (53
A. CSMay be tied to Vss
B. Timing refers to TS and DASLOW 10504.059A

C. DAL[31:16] are active but undefined during 16-bit slave transfers

Bus Slave Timing (BACON = 00 or 01)

32-bit 80X86 and 680X0
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BUS INTERFACE TIMING DIAGRAMS

BOLK J LI L lsfsil, ss[ss
60> o >
( - L
4 "
1F \
BACON=00 {  HLDA , i
m
. <162 SL -
m ”w
\ JL
@ [ "
e
s ———1 ’l'l
( JL
y -
" % —t
BACON=01 { BUSAGK 3(
:
- @
| BGACK M“U““{{ N I‘l‘
€
DAL (31:0] mm—— ILACC Bus Control }—
F— [ I L
ALE/DA
dorany _Host Bus//Comro/ // ILACC Bus Control
10594-060A

Bus Acquisiton and Relinquish Timing

Bolk [ s7 | ss [ s [ L L Js=] T
>

HOLD

BACON=00 HLDA ZZ 22 z% (Note A)

MASTER

Note: 10594-051A
A. HLDA is sampled on the falling edge of the S1 state of BCLK

Bus Pre-emption Timing (80X86 Mode Only)
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BUS INTERFACE TIMING DIAGRAMS
§~ 1stDMA W §2.NthDMA ™
BCLK I I I @j s1|s2] s3 S4IS$|SG|S7_S_8J s1|sz|ss|34|sslse—s;§g] sgl
HLDA\ | - >
DAL[31:0} YPodressio1:2hl”  Damoutato] ¥ d%rgﬁmzzlx Data Outi31 0]
@ 4= - I
ALE(ACON=0) T\
. @)
AS(ACON=1) /
éa)-» — &
DAS L4 T \ 7' N—
ft— —» > -
79’ ® —%ote B)
READYL ©OD ) \ 5D
s R N I AN\ 27T \\\X ﬁz____
e iC) @~ [
DALO
DALl =1
L
RW
@ =
om——— X S
Notes:
10594-063A

A: Timing diagram shows READYL for 0 wait states. For n wait states,

min = (n + 0.5) *tBCLK - 5 (ns)

max = (n + 1.5) * tBCLK - 35 (ns)

B: If READYL is not returned high prior to sampling in next cycle, a 0 wait state cycle will occur
Bus Master Write Timing (80X86, BACON = 00)
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BUS INTERFACE TIMING DIAGRAMS

... Ntl
T 1st DMA P Tw P 2 h DMA ' Tw
BCLK I | I S0 s1 |82|S3|S4|SSISG|S7|SSIS1 Iszlsals«slsslse Mgﬂ sgl
\ J
L i
-1~ - & (Ll
DAL[31:0] 3 AddB(E;sz[aﬂt N D[g!{aé'u ddéeEss[31:2 D[gt‘ac;i\
: ¥ : 2-3 D :
@1 @=® <@
ALE(ACON=0) iR /T 1\
AS(ACON=1 /
¢ ) \r____'/‘ \___/
Gt 4 ke o
o —— 1 7 \ N
| o (Note B) (&)
BEADYL OD oD
o B B AN A/ 1 \N\\x__|£4//
~@~ @ I
DALO =1
_, - .
DALI
_
R/W
@-» e
BE0, BE ol X
Notes:
10594-062A
A: Timing diagram shows READYL for 0 wait states. For n wait states,
min = (n + 0.5) *tBCLK - 5 (ns)
max = (n + 1.5) * tBCLK - 35 (ns)
B: It READYL is not returned hiah orior ta samolina in next cvcle. a 0 wait state cvcle will occur
Bus Master Read Timing (80X86, BACON = 00)
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BUS INTERFACE TIMING DIAGRAMS

BCLK | | I
BUSACK
[BUS AGuSTon > \—

‘r 1st DMA r Tw r 2,...Nth DMA r Tw

DAL[31:0% Add X Data Out z Address X Data Out
AS(ACON=1) /
ALE(ACON=0) 7 N / \

Q:D--» . ] Ly
oAs —— 4 \ 7 \ | F
73» s C:f > < 84
(Note A) !
S I I AN\ P77/ (| AN\ U 77/ g
> 4@ -
DALO \l ] \ at
DAL! =1
.
RW
@-b e

S120, S1Z -yl

Notes:

A: Timing diagram shows READYL for 0 wait states. For n wait states,

min = (n + 0.5) * tBCLK - 5 (ns)
max = (n + 1.5) * tBCLK - 35 (ns)

: If READYL is not returned high prior to sampling in next cycle, a 0 wait state cycle will occur

Bus Master Write Timing (680X0, BACON = 01)

10594-065
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BUS INTERFACE TIMING DIAGRAMS

Vv 1st DMA r Tw r 2,...Nth DMA V Tw
BCLK I | | ﬂ] s1 lszlssls:;lsslsels7lsa|31 |sz|sa|34|sslse Fs?‘ﬁ sgl
BUSHR ——— i
__ @
’ e > |aGs —u-L .
DAL[31:0] g Address rf Data in Add ) hD:«na In
@+ & Q) <
AS(ACON=1)
NS \|l_/
ALE(ACON=0) 7 N [ \
@ b & o -
w— TN | P [f
- (Note B) &
e N I NS A7 1 \\\ o A
I
o]
DALO =1
->
DAL B
RW =
@~ -
s1z0, s1z+———K X
|
Notes:
A: Timing diagram shows READYL for O wait states. For n wait states, 10594-064

min = (n + 0.5) *tBCLK - 5 (ns)
max = (n + 1.5) * tBCLK - 35 (ns)

" If READYL is not returned high prior to sampling in next cycle, a 0 wait state cycle will occur

Bus Master Read Timing (680X0, BACON = 01)
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SERIAL INTERFACE TIMING DIAGRAMS

Bit Cell 1 Bit Cell 2 BitCell 3 Bit Cell 4 Bit Cell 5
110 1 0
Dit -
(Note A)
BCC BCB BCC BCB BCC BCC BCB BCC BCB

IRENA ____/
IVCO_ENABLE J
veo \[ LT LT \ CR—I_I_LI_U—LJ_LH_I_LI_LI—
— |
IRCLK 5 bit times max. i | I___
CEANNNNNY VS

10584-0664

Notes:

A. Min. width > 45 ns
B. IRXD first decoded bit is not defined until bit time 5§

C. First Valid Data
Internal SIA Serial Receive Timing
Start of Reception & Clock Acquisition

Bit Cell (n—1) Bit Cell (n)
1 0

Dit

f (Note B)

(Note A) \__“__.

L pipiplipupipupiigigipipupigipigupipspgs

RCLK | T 1 [—_——I____! | | I__w_.._

IRXD —_—l_\_____J , | b k [—-u_——.
bit (1)

10584-0674

BCc BCB BCC BCB
l
IRENA }

Notes:
A. IRENA deasserts in less than 3 bit times after last DI+ rising edge
B. Start of next packet reception (2 bit times)
Internal SIA Serial Receive Timing
End of Reception(Last Bit = 0)
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SERIAL INTERFACE TIMING DIAGRAMS

Bit Cell (n—1) Bit Cell (n)
0 1

Dt \ 1 )

S

BCC BCB BCC
I

IRENA hNole -y \

UL

o S I S L L | —

IRXD | - bit (n) A
bit (n—1)
Note: 10594-068A
A. IRENA deasserts in less than 3 bit times after last DI+ rising edge
Internal SIA Serial Timing
End of Reception (Last Bit = 1)
XTAu|‘|||||||||||l||||||||||
ACTN T I S B AR B T B S I A
| | | | |
ITENA / o ] I l
1 1 1
ITXD Z Z Z / | 0 ‘J | o I
.1 b
DO+ / \ / \
o-_ /N \_/ \____ /
°°* —J \ [\ \
Internal SIA Transmit Timing 10594008
Start of Packet
DO N P
80 Bit Times 1 10504-070a
AUl Port DO ETD Waveform
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SERIAL INTERFACE TIMING DIAGRAMS

- ot

Z

‘////////////7/////////

L

10584-071A

* Durin transrmt CRS input must be asserted (HIGH) and remain active HIGH

after goes inactive (LOW). If CRS is deasserted before RTS is
deasserted, LCAR will be reported in TMD2 after the transmission
is completed by the ILACC.

Transmit Timi
Purpose Serial |

ng General
nterface Port

4——@-—————»

58—}t (23)
o

RxC / b \ 7

A

O

-

R0 ///////j/////)E

LV X000

®
®

@
CRs /

! -—@*Bﬁz——@tﬂf

10584-0728

Receive Timing
General Purpose Serial Interface Port

1 I I
v [TTNVTT7X X X

G
RTS____/ @

7

JANARARRRRRRRRRNNNNG

10504-0734

Transmit Timing During Collision
General Purpose Serial Interface Port
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ADVANCE INFORMATION

CONDENSED

Am79C940-16/25, Am79C945-16

Media Access Controller for Ethernet (MACE)

'

Advanced
Micro
Devices

DISTINCTIVE CHARACTERISTICS

B Am79C940 integrated with 10BASE-T
transcelver and AUl port

B Am79C945 optimized for use with external
transceivers using AUl

B Supports IEEE 802.3/ANSI 8802-3 and Ethernet
standards

H Low power, CMOS design with sleep mode
allows reduced power consumption for critical
battery powered applications

B 84-pin PLCC Package

H Modular architecture allows easy tuning to
specific applications

H High speed, 16-bit synchronous host system
interface with 2 or 3 cycles/transfer

N Individual 128 byte transmit and receive FIFOs
provide increase of system latency and
support the following features:

— Automatic retransmission with no FIFO reload

— Automatic receive stripping and transmit padding
(individually programmable)

— Automatic runt packet rejection

— Automatic deletion of collision frames

M Direct slave access to all on board
configuration/status registers and
transmit/receive FIFOs

B Direct FIFO read/write access for simpie
interface to DMA controllers or I/O processors

W Arbitrary byte alignment and little/big endian
memory Interface supported

® Internal/external loopback capabilities

M External Address Detection Interface (EADI™)
for external hardware address filtering in
bridge/router applications

B JTAG Boundary Scan (IEEE 1149.1) test
access port interface for board level
production test

® Integrated Manchester Encoder/Decoder; no
requirement for external Serial Interface
Adaptor (SIA)

W Digital Attachment Interface (DAI™) allows
by-passing of differential Attachment Unit
Interface (AUI)

B Supports the following types of network

interface:

— AUIto external 10BASE2, 10BASES, 10BASE-T
or 10BASE-F MAU

— DAI to external 10BASE-T or 10BASE-F MAU

— GPSl to external encoding/decoding scheme
— Internal 10BASE-T transceiver (Am79C940 only)
with automatic selection of 10BASE TorAUI port

B Speed grades available:
— Am79C940 with 16 and 25 MHz system clock
— Am79C945 with 16 MHz system clock

GENERAL DESCRIPTION

The Media Access Controller for Ethernet (MACE) is an
84-pin CMOS VLSl device designed to provide flexibility
in customized LAN design. The MACE is specifically
designed to address applications where multiple IO
peripherals are present, and a centralized or system
specific DMA is required. The high speed, 16-bit
synchronous system interface is optimized for an
external DMA or I/0 processor system, and is similar to
many existing peripheral devices, such as SCSI and
serial link controllers.

The MACE is a slave register based peripheral. All
transfers to and from the system are performed using
simple memory or I/O read and write commands. In
conjunction with a user defined DMA engine, the MACE
provides an IEEE 802.3 interface tailored to a specific
application. Its superior modular architecture and versa-
tile systeminterface allow the MACE to be configured as

a stand-alone device or as a connectivity cell incorpo-
rated into a larger, integrated system.

Two versions of the MACE are available. The standard
version, the Am79C940, provides a complete Ethernet
node solution with anintegrated 10BASE-T transceiver,
and supports 16 MHz and 25 MHz system clocks. The
condensed version of the MACE, the Am79C945, is
similar to the standard versionbut without the integrated
10BASE-T transceiver, and supports a 16 MHz system
clock. Both the Am79C940 and the Am79C945 embody
the Media Access Control (MAC) and Physical Layer
Signaling (PLS) sub-layers of the IEEE 802.3 standard,
and provide an IEEE defined Attachment Unit Interface
(AUI) for coupling to an external Medium Attachment
Unit (MAU). The MACE is compliant with 10BASE2,
10BASES, 10BASE-T, and 10BASE-F transceivers.

Publication# 16235 Rev. A This contains

Issue Date: January 1992

ona pvoducl under development at Advanced Micro Devices, inc. The infor-
mation is intended to help you to evaluate this product. AMD reserves the right to change or discontinue work on
this proposed product without notice.
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Both versions of the MACE have additional features that
enhance over-all system design. The individual
128 byte transmit and receive FIFOs optimize system
overhead, providing substantial latency during packet
transmission and reception, and minimizing intervention
during normal network error recovery. The integrated
Manchester encoder/decoder eliminates the need for
an external Serial Interface Adapter (SIA) in the node
system. If support for an external encoding/decoding
scheme is desired, the General Purpose Serial Interface

(GPSI) allows direct access to/from the MAC. In
addition, the Digital Attachment Interface (DAI), which is
a simplified electrical attachment specification, allows
implementation of MAUs that do not require DC isolation
between the MAU and DTE. The DAI can also be used
to indicate transmit, receive, or collision status by
connecting LEDs to the port. The MACE also provides
an External Address Detection Interface (EADI) to allow
external hardware address filtering in internetworking
applications.

RELATED PRODUCTS
Part No. Descri<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>