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This publication provides the complete specifications for the semiconductors needed in 
designing 1 OBASES, 1 OBASE2 or 1 OBASE-T IEEE 802.3/Ethernet network products. 

It replaces the book we published less than twelve months ago. This quick cycle 
represents many exciting factors: 

- AMD's continued introduction of new and next generation 
Ethernet products. 

- Rapid adoption of compliant controller, physical layer and 
hub products. 

- The accelerated pace of product introductions due to the 
diversity of the world market. 

To those of you who have experience with our products, we are the advance guard 
in the increasing importance of sharing data. And, to you who are not familiar with our 
products, AM D's networking team welcomes the opportunity to share our newest 
specifications with you. 

Remember our partnership helps you gain and keep the competitive edge. We are not 
your competition. 

Robert M. Krueger 
Vice President, 
Networks Product Division 
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- INTRODUCTION 

Advanced Micro Devices was the first company in the industry to offer a complete 
802.3/Ethemet chip set in 1985. Today, AMO is a leading supplier of integrated circuits to 
the local area network and the wide area network marketplace. Our total portfolio includes 
products for 802.3/Ethemet, Fiber Distributed Data Interlace (FDDI), ESCON, Fiber Chan­
nel and ISDN applications. This rich mix of products reflects AMD's commitment to your 
needs and insures leadership in this exciting marketplace. 

This handbook includes a complete offering of solutions for the systems architect/designer 
of 802.3/Ethemet local area network (LAN) applications. 

AMO Value Proposition 
AMO provides products that accelerate your products' time-to-market. 

Our products are supported with software and board level solutions to accelerate the design 
cycle. A great emphasis is placed on standards compliance, interoperability testing and sys­
tems verification of our integrated circuits. 

Many of AMD's products result from joint development programs with premier networking 
systems corporations. This ensures optimal product definition and system verification. 
Examples of joint development efforts include Digital Equipment Corporation, Hewlett­
Packard Corporation, 3COM Corporation, and SynOptics Communications, Inc. 

Motherboards 
AMO is the leading supplier of 802.3/Ethernet ICs to the motherboard marketplace. This 
market includes engineering workstations and personal computer platforms. AM D offers so­
lutions for both 16-bit and 32-bit microprocessor busses. The industry's most widely de­
signed in Ethernet controller, the Am7990 LANCE, defined the industry preferred architec­
ture for efficient software interlace in high-perlormance applications. AMD's second gen­
eration Ethernet controller, the Am79C900 ILACC, offers an easy migration path to 32-bit 
applications. The ILACC has a higher level of integration and perlormance, while taking ad­
vantage of the existing software development investment. Software drivers written for the 
Am7990 LANCE can easily be converted to serve the Am79C900 ILACC. 

Complementing the controller offering are a Manchester encoder/decoder and several 
physical layer devices for either thick coax EtherneUIEEE 802.3 (10BASE5), thin coax 
CheaperneUIEEE 802.3 (1 OBASE2), or twisted pair EtherneUIEEE 802.3 (10BASE-T). The 
Am79C98, Twisted Pair Ethernet Transceiver (TPEX), has a special power-down feature, 
sleep mode, optimal for PC laptop applications. 

Medium Attachment Units 
For medium attachment units (MAUs), also known as stand-alone transceivers, AMO offers 
two products. The original EtherneU802.3 1 OBASES and 1 OBASE2 transceiver, the 
Am7996, is a proven industry solution used extensively in all markets. An evaluation board, 
the Am7996EVAL-HW, facilitates rapid design and production of Am7996 based MAUs. 

The second device, the Am79C98 Twisted Pair Ethernet Transceiver (TPEX), is AMD's 
offering for the 802.3 1 OBASE-T market. The Am79C98 is a highly integrated device that 
allows for a very cost-effective LAN system implementation using 10BASE-T medium 
attachment units. The Am79C98 is also supported by a stand-alone evaluation board, the 
Am79C98EVAL-HW, to speed progress along the learning curve. 
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Multiport Repeaters 
Multiport repeaters, hubs and concentrators have been used in the industry for many years 
in coaxial cable networks. With the emergence of 1 OBASE-T and its structured cabling sys­
tem or physical star configuration, the multiport repeater has become an essential part of a 
local area network. Without a 1 OBASE-T multiport repeater there is no 1 OBASE-T network. 

The principal value of a 1 OBASE-T local area network is that it allows the network manager 
to build, reconfigure and maintain a large and reliable network with a low-cost of ownership. 
To improve reliability, reduce system cost, and allow for effective LAN management in a 
10BASE-T rnultiport repeater implementation, AMO has introduced the Am79C980 Inte­
grated Multiport Repeater (IMR). This device allows the system designer to easily develop 
reliable, maintainable 1 OBASE-T multiport repeaters of various complexity and functional­
ity. The Am79C980 is supported by the IMR-VELCRO-HW kit to facilitate rapid design and 
production of IMR based 10BASE-T hubs. 

PC Add-on cards 
AM O's family of Ethernet controllers and transceivers are well suited for high performance 
add-on card applications. 

In 1989, AMO developed the industry's first bus master PC add-on card for the IBM PC/ AT™ 
and compatibles. The AT half card, the LANCE-AT-KT, is supported with Novell NetWare ™ 
certified driver software and a development monitor/debug program. This board allows the 
system designer to easily evaluate the AMO devices. It also serves as a reference platform 
for product development of PC add-on card products. 

Similarly, the 32-bit ILACC controller is supported by a 32-bit add-on card with a NU-bus™ 
interface, the ILACC-MAC-KT, for the Apple Macintosh II family of computers. 
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Am7990 
Local Area Network Controller for Ethernet (LANCE) 

Advanced 
Micro 

Devices 

DISTINCTIVE CHARACTERISTICS 
• Compatible with Ethernet and IEEE 802.3 

10BASE 5 Type A, and 10BASE 2 Type B, 
"Cheapernet" 

• Easily interfaced with 80x86, 680x0, Am29000, 
Z8000™, LSI-II™ microprocessors 

• On-board OMA and buffer management, 48 
byte FIFO 

• 24-bH wide linear addressing (Bus Master 
Mode) 

GENERAL DESCRIPTION 
The Am7990 Local Area Network Controller tor Ethernet 
(LANCE) is a 48-pin VLSI device designed to greatly 
simplify interfacing a microcomputer or minicomputer to 
an IEEE 802.3/Ethernet Local Area Network. The 
LANCE, in conjunction with the Am7992B Serial Inter­
face Adapter (SIA), Am7996, Am7997 or Am79C98 
Transceiver, and closely coupled local memory and mi-

BLOCK DIAGRAM 
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• Network and packet error reporting 

• Back-to-back packet reception with as little as 
4.1 µsec lnterpacket gap time 

• Diagnostic Routines 
- lnternaVexternal loop back 
- CRC logic check 
- Time domain reflectometer 

croprocessor, is intended to provide the user with a 
complete interface module tor an Ethernet network. The 
Am7990 is designed using a scaled NMOS technology 
and is compatible with a variety of microprocessors. On­
board OMA, advanced buffer management, and exten­
sive error reporting and diagnostics facilitate design and 
improve system performance. 
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~AMO 
RELATED AMD PRODUCTS 

Pan No. Description 

Am7992B Serial Interface Adaptor (SIA) 

Am7996 IEEE 802.3/Ethernet/Cheapernet Transceiver 

Am79C900 Integrated Local Area Communications Controller 

Am79C98 Twisted Pair Ethernet Transceiver 

Am79C980 Integrated Multiport Repeater 

CONNECTION DIAGRAMS 

Vss 1 • 48 Vee 
DAL7 2 47 DALs 

DALs 3 46 DALg 

DALs 4 45 DAL10 I~ DALI 5 44 DAL11 - oO~~IO ~ ~I~,< 
DALa 6 43 DAL12 ~~~-<~~~~~~~- ~;~ 
DAL2 7 42 DAL13 

DAL1 8 41 DAL14 NC NC 

DALo 9 40 DAL1s NC cs 
DAL2 NC 

READ 10 39 Ais DAL3 NC 
INTR 11 38 Ai1 DAL4 ADR 

DALI 
DALs mDY 

12 37 Ais DALs ~ 
DALO 13 36 Aig DAL7 NC 

DAS A20 
Vss NC 

14 35 
Voc, Vss 

Imo/BYTE 15 34 A21 DALs TCLK 

8M11m:JSAKO 16 33 A22 
DAl.g TENA 

DAL10 RCLK 
HOLD/BU SRO 17 32 A23 DAL11 CLSN 

ALE/AS 18 31 RX DAL12 TX 

HLDA 
NC NC 

19 30 RENA NC NC 

cs 20 29 TX 

ADA 21 28 CLSN ~~ ~:!~~~~~~~ ~NR!t3~< :;;!:;;!:;;!<<<< <<<< iii 
~ 22 27 RCLK 0 0 0 cc 

mtr 23 26 TENA 05698D-003A 

Vss 24 25 TCLK 

05698D-002A 

Note: 
Pin 1 is marked for orientation. 

1-4 Am7990 



AMO~ 
TYPICAL ETHERNET/CHEAPERNET NODE 
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~AMO 
ORDERING INFORMATION 
Standard Products 

AMO standard products are available in several packages and operating ranges. The order number (Valid Combi­
nation) is formed by a combination of the following: 

1-6 

AM7990 p c B 180 

T 

'----- DEVICE NUMBER/DESCRIPTION 
Am7990 
Local Area Network Controller for Ethernet 

Valld Combinations 

DC, DCB, 
AM7990 PC, PCB, 180 

JC,JCTR 

Am7990 

REVISION 
Revision of Die 
80 = Current Rev. 

OPTIONAL PROCESSING 
Blank Standard Processing 
B Burn-in 
TR = Tape and Reel Packaging 

TEMPERATURE RANGE 
C = Commercial (0 to +70°C) 

PACKAGE TYPE 
P = 48-Pin Plastic DIP (PD 048) 
D = 48-Pin Sidebrazed Ceramic (SD 048) 
J = 68-Plastic Leaded Chip Carrier 

(PL068) 

SPEED OPTION 
Not Applicable 

Valld Combinations 

The Valid Combinations table lists configura­
tions planned to be supported in volume for 
this device. Consult the local AMO sales of­
fice to confirm availability of specttic valid 
combinations, to check on newly released 
combinations, and to obtain additional data 
on AMD's standard military grade products. 



PIN DESCRIPTION 
A16-A23 
High Order Address Bus (Output Three State) 

Additional address bits to access a 24-bit address. 
These lines are driven as a Bus Master only. 

ADR 
Register Address Port Select (Input) 

When LANCE is slave, ADA indicates which of the two 
register ports is selected. ADA LOW selects register 
data port: ADA HIGH selects register address port. ADA 
must be valid throughout the data portion of the bus cy­
cle and is only used by the LANCE when CS is LOW. 

ALE/AS 
Address Latch Enable (Output, Three-State) 

Used to demultiplex the DAL lines and define the ad­
dress portion of the bus cycle. This 110 pin is program­
mable through bit (01) of CSA3 . 

As ALE (CSA3 (01), ACON = 0), the signal transitions 
from a HIGH to a LOW during the address portion of the 
transfer and remains LOW during the data portion. ALE 
can be used by a Slave device to control a latch on the 
bus address lines. When ALE is HIGH, the latch is open, 
and when ALE goes LOW, the latch Is closed. 

As AS (CSA3 (01), ACON = 1), the signal pulses LOW 
during the address portion of the bus transaction. The 
LOW-to-HIGH transition of AS can be used by a Slave 
device to strobe the address into a register. 

The LANCE drives the ALE/AS line only as a Bus 
Master. 

BMo/BYTE, BM1/BUSAKO 
(Output, Three-state) 

The two pins are programmable through bit (00) of CSA3 

BMo, BM1 - If CSA3 (00) BCON = 0 
PIN 15 = BMo (Output Three-state) (48-Pin DIPs) 
PIN 16 = BM1 (Output Three-state) (48-Pin DIPs) 

BMo, BM1 (Byte Mask). This indicates the byte(s) on the 
DAL are to be read or written during this bus transaction. 
The LANCE drives these lines only as a Bus Master. It 
ignores the Byte Mask lines when it is a Bus Slave and 
assumes word transfers. 

Byte selection using Byte Mask is done as described by 
the following table. 

BM1 BMo 

LOW LOW Whole Word 

LOW HIGH Upper Byte 

HIGH LOW Lower Byte 

HIGH HIGH None 

BYTE, BUSAKO - If CSA3 (00) BCON = 1 

AMO~ 

PIN 15 = BYTE (Output Three-state) (48-Pin DIPs) 
PIN 16 = BUSAKO (Output) (48-Pin DIPS) 

Byte selection may also be done using the BYTE line 
and DALoo line, latched during the address portion of the 
bus cycle. The LANCE drives BYTE only as a Bus Mas­
ter and ignores it when a Bus Slave selection is done 
(similar to BMo, BM1). 

Byte selection is done as outlined in the following table. 

BYTE DALoo 

LOW LOW Whole Word 

LOW HIGH Illegal Condition 

HIGH LOW Lower Byte 

HIGH HIGH Upper Byte 

BUSAKO is a bus request daisy chain output. If the chip 
is not requesting the bus and it receives HLDA, 
BUSAKO will be driven LOW. If the LANCE is requesting 
the bus when it receives HLDA, BUSAKO wlll remain 
HIGH. 

Byte Swapping 
In order to be compatible with the variety of 16-bit micro­
processors available to the designer, the LANCE may 
be programmed to swap the position of the upper and 
lower order bytes on data involved in transfers with the 
internal FIFO. 

Byte swapping is done when BSWP = 1 . The most sig­
nificant byte of the word in this case will appear on DAL 
lines 7-0 andthe least significant byte on DAL lines 15-8. 

When BYTE= H (indicating a byte transfer) the table in­
dicates on which part of the 16-bit data bus the actual 
data will appear. 

Whenever byte swap is activated, the only data that Is 
swapped is data traveling to and from the FIFO. 

Am7990 1-7 



~AMO 
Mode Bits 

BSWP:O BSWP: 1 
Signal Line and BCON = 1 and BCON = 1 

BYTE= Land 
DALoo = L 

BYTE= Land 
DALoo = H 

BYTE= Hand 
DALoo = H 

BYTE= Hand 
DALoo = L 

CLSN 
Collision (Input) 

Word Word 

Illegal Illegal 

Upper Byte Lower Byte 

Lower Byte Upper Byte 

A logical input that indicates that a collision is occurring 
on the channel. 

cs 
Chip Select (Input) 

Indicates, when asserted, that the LANCE is the slave 
device of the data transfer. CS must be valid throughout 
the data portion of the bus cycle. CS must not be as­
serted when HLDA is LOW 

DALoo - DAL1s 
Data/Address Lines (Input/Output, Three-State) 

The time multiplexed Address/Data bus. During the ad­
dress portion of a memory transfer, DALoo - DAL 1s con­
tains the lower 16 bits of the memory address. The up­

per 8 bits of address are contained in A16 - A23. 

During the data portion of a memory transfer, DALoo -

DAL 1scontains the read or write data, depending on the 
type of transfer. 

The LANCE drives these lines as a Bus Master and as a 
Bus Slave. 

DALI 
Data/Address Line In (Output, Three-State) 

An external bus transceiver control line. DALI is as­
serted when the LANCE reads from the DAL lines. It will 
be LOW during the data portion of a READ transfer and 
remain HIGH for the entire transfer if it is a WRITE. DALI 
is driven only when LANCE is a Bus Master. 

DALO 
Data/Address Line Out (Output, Three-State) 

An external bus transceiver control line. DALO is as­
serted when the LANCE drives the DAL lines. DALO will 
be LOW only during the address portion if the transfer is 
a READ. It will be LOW for the entire transfer if the trans­
fer is a WRITE. DALO is driven only when LANCE is a 
Bus Master. 

DAS 
Data Strobe (Input/Output, Three-State) 

Defines the data portion of the bus transaction. DAS is 
high during the address portion of a bus transaction and 
low during the data portion. The LOW-to-HIGH transi-
lion can be used by a Slave device to strobe bus data 
into a register. DAS is driven only as a Bus Master. 

HLDA 
Bus Hold Acknowledge (Input) 

A response to HOLD. When HLDA is LOW in response 
to the chip's assertion of HOLD, the chip is the Bus 
Master. 

--During bus master operation the LANCE waits for HLDA 
to be deasserted 'HIGH' before reasserting HOLD 
'LOW'. This insures proper bus handshake under all 
situations. 

HOLD/BUSRQ 
Bus Hold Request (Output, Open Drain) 

Asserted ~e LANCE when it requires access to 
memory. HOLD is held LOW for the entire ensuing bus 
transaction. The function of this pin is programmed 
throug!!_.Q!!J_OO) of CSR3. Bit (00) of CSR3 is cleared 
when RESET is asserted. 

When CSR3 (00) BCON = 0 

PIN 17 = HOLD (Output Open Drain and input sense) 
(48-Pin DIPs) 

When CSR3 (00) BCON = 1 

PIN 17 = BUSRQ (1/0 Sense, Open Drain) (48-Pin DIPs) 

If the LANCE wants to use the bus, it looks at HOLD/ 
BUSRQ; if it is HIGH the LANCE can pull it LOW and re­
quest the bus. If it is already LOW, the LANCE waits for it 
to go inactive-HIGH before requesting the bus. 

INTR 
Interrupt (Output, Open Drain) 

An attention signal that indicates, when active, that one 
or more of the following CSRo status flags is set: BABL, 
MERA, MISS, RINT, TINT or IDON. INTR is enabled by 
bit 06 of CSRO (INEA = 1 ). INTR remains asserted until 
the source of Interrupt is removed. 

RCLK 
Receive Clock (Input) 

A 10 MHz square wave synchronized to the Receive 
data and only active while receiving an Input Bit Stream. 

READ 
(Input/Output, Three-State) 

Indicates the type of operation to be performed in the 
current bus cycle. This signals an output when the 
LANCE is a Bus Master. 

1-8 Am7990 



High - Data is taken off the DAL by the LANCE. 

Low - Data is placed on the DAL by the LANCE. 

The signal is an input when the LANCE is a Bus Slave. 

High - Data is placed on the DAL by the LANCE. 

Low - Data is taken off the DAL by the LANCE. 

READY 
(Input/Output, Open Drain) 

When the LANCE is a Bus Master, READY is an asyn­
chronous acknowledgment from the bus memory that it 
will accept data in a WRITE cycle or that it has put data 
on the DAL lines in a READ cycle. 

As a Bus Slave, the LANCE asserts READY when it has 
put data on the DAL lines during a READ cycle or is 
about to take data off the DAL lines during a write cycle. 
READY is a response to DAS and will return High after 
DAS has gone High. READY is an input when the 
LANCE is a Bus Master and an output when the LANCE 
is a Bus Slave. 

RENA 
Receive Enable (Input) · 

A logical input that indicates the presence of carrier on 
the channel. 

RESET 
Reset (Input) 

Bus Request Signal. Causes the LANCE to cease op­
eration, clear its internal logic, force all three~state 
buffers to the high impedance state, and enter an idle 
state with the stop bit of CSRo set. It is recommended 
that a 3.3 k.Q pullup resistor be connected to this pin. 

RX 
Receive (Input) 

Receive Input Bit Stream. 

TCLK 
Transmit Clock (Input) 

10 MHz clock. 

TENA 
Transmit Enable (Output) 

AMO~ 

Transmit Output Bit Stream enable. When asserted, it 
enables valid transmit output (TX). 

TX 
Transmit (Output) 

Transmit Output Bit Stream. 

Vee 
Power supply pin +5 volt ±5% 

It is recommended that a 0.1 µF and a 10 µF decoupling 
capacitors be used between Vee and Vss. 

Vss 

Ground 

Pin 1 and 24 (48-Pin DIPs) should be connected to­
gether externally, as close to the chip as possible. 

Am7990 1·9 
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FUNCTIONAL DESCRIPTION 
The parallel interface of the Local Area Network Control­
ler for Ethernet (LANCE) has been designed to be 
''friendly" or easy to interface to a variety of popular 
16-bit microprocessors. These microprocessors include 
the Z8000, Am29000, 80x86, 680x0 and LSl-11. The 
LANCE has a 24-bitwide linear address space when it is 
in the Bus Master Mode, allowing it to OMA directly into 
the entire address space of the above microprocessors. 
A programmable mode of operation allows byte ad-

Data and Address 
Address Bits 

dressing in one of two ways: a Byte/Word control signal 
compatible with the 8086 and Z8000 or an Upper Data 
Strobe and Lower Data Strobe signal compatible with 
microprocessors such as the 68000. A programmable 
polarity on the Address Strobe signal eliminates the 
need for external logic. The LANCE interfaces with both 
multiplexed and demultiplexed data busses and fea­
tures control signals for address/data bus transceivers. 

Bits 0-15 16 - 23 Control 

CPU 

DAlo - DAL1s 

ALE 1-----
~---~ ~--~ 

A1s-A23 

LANCE 

DAlo - DAL1s 
Buffer 

ALE 

ADR 

Latch 

ALE Decoder <IB 
A1s -A23 

DAlo - DAL1s A1s - A23 Control 056980-00SA 

Figure 1·1. LANCE/CPU Interfacing - Multlplexed Bus 
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Ao-A1s 

Latch 

A16-A23 
Buffer 

Ao-A23 
Decode 

Data/Address 
Bits 0-15 

/'-------i Address 
'~-------1Bits16-23 

LANCE 

AMO~ 

0569BD-006A 

Figure 1-2. LANCE/CPU Interfacing-Demultiplexed Bus 

During initialization, the CPU loads the starting address 
of the initialization block into two internal control regis­
ters. The LANCE has four internal control and status 
registers (CS Ro, 1, 2, 3) which are used for various func­
tions, such as the loading of the initialization block ad­
dress, different programming modes and status condi­
tions. The host processor communicates with the 
LANCE during the initialization phase, for demand 
transmission, and periodically to read the status bits fol­
lowing interrupts. All other transfers to and from the 
memory are automatically handled as OMA. 

Interrupts to the microprocessor are generated by the 
LANCE upon: 1) completion of its initialization routine, 
2) the reception of a packet, 3) the transmission of a 
packet, 4) transmitter timeout error, 5) a missed packet 
and 6) memory error. 

The cause of the interrupt is ascertained by reading 
CSRo. Bit (06) of CSRo, (INEA), enables or disables in­
terrupts to the microprocessor. In systems where polling 
is used in place of interrupts, bit (07) of CSRo, (INTR), 
indicates an interrupt condition. 

The basic operation of the LANCE consists of two dis­
tinct modes: transmit and receive. In the transmit mode, 
the LANCE chip directly accesses data (in a transmit 
buffer) in memory. It prefaces the data with a preamble, 
sync pattern, and calculates and appends a 32-bit CRC. 
On transmission, the first byte of data loads into the 
48-byte FIFO. The LANCE then begins to transmit pre­
amble while simultaneously loading the rest of the 
packet into FIFO for transmission. 

In the receive mode, packets are sent via the Am7992B 
SIA to the LANCE. The packets are loaded into the 
48-byte Fl FO for preparation of automatic downloading 
into buffer memory. A CRC is calculated and compared 
with the CRC appended to the data packet. If the calcu­
lated CRC checksum doesn't agree with the packet 
CRC, an error bit is set. 

Addressing 
Packets can be received using 3 different destination 
addressing schemes: physical, logical and promiscu­
ous. 

The first type is a full comparison of the 48-bit destina­
tion address in the packet with the node address that 
was programmed into the LANCE during an initialization 
cycle. There are two types of logical address. One is 
group type mask where the 48-bit address in the packet 
is put through a hash filter to map the 48-bit physical ad­
dresses into 1 of 64 logical groups. If any of these 64 
groups have been preselected as the logical address, 
then the 48-bit address is stored in main memory. At this 
time, a look up is performed by the host computer com­
paring the 48-bit incoming address with the pre-stored 
48-bit logical address. This mode can be useful if send­
ing packets to all of a particular type of device simultane­
ously (i.e., send a packet to all file servers or all printer 
servers). Additional details on logical addressing can be 
found in the INITIALIZATION section under "Logical Ad­
dress Filter". The second logical address is a broadcast 
address where all nodes on the network receive the 
packet. The last receive mode of operation is the so­
called "promiscuous mode" in which a node will accept 
all packets on the coax regardless of their destination 
address. 

Collision Detection and Implementation 
The Ethernet CSMA/CD network access algorithm is 
implemented completely within the LANCE. In addition 
to listening for a clear coax before transmitting, Ethernet 
handles collisions in a predetermined way. Should two 
transmitters attempt to seize the coax at the same time, 
they will collide and the data on the coax will be garbled. 
The transmitting nodes listen while they transmit, detect 
the collision, then continue to transmit for a predeter­
mined length of time to "jam" the network and ensure 
that all nodes have recognized the collision. The trans-
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mitting nodes then delay a random amount of time ac­
cording to the Ethernet '1runcated binary backoff" algo­
rithm in order that the colliding nodes don't try to 
repeatedly access the network at the same time. Up to 
16 attempts to access the network are made by the 
LANCE before reporting back an error due to excessive 
collisions. 

Error Reporting and Diagnostics 
Extensive error reporting is provided by the LANCE. 
Error conditions reported relate either to the network as 
a whole or to data packets. Network-related errors are 
recorded as flags in the CS Rs and are examined by the 
CPU following interrupt. Packet-related errors are writ­
ten into descriptor entries corresponding to the packet. 

System errors include: 

• Babbling Transmitter 

- Transmitter attempting to transmit more 
than 1518 data bytes. 

• Collision 

- Collision detection circuitry nonfunctional 

• Missed Packet 

- Insufficient buffer space 

• Memory timeout 

- Memory response failure 

Packet-related errors: 

• CRC 
- Invalid data 

• Framing 

- Packet did not end on a byte boundary 

• Overflow/Underflow 

- Indicates abnormal latency in servicing 
a OMA request 

• Buffer 

- Insufficient buffer space available 

The LANCE performs several diagnostic routines which 
enhance the reliability and integrity of the system. These 
include a CRC logic check and two loop back modes (in­
ternal/external). Errors may be introduced into the sys­
tem to check error detection logic. A Time Domain 
Reflectometer is incorporated into the LANCE to aid 
system designers locate faults in the Ethernet cable. 
Shorts and opens manifest themselves in reflections 
which are sensed by the TOR 
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Figure 2·1. LANCE/Processor Memory Interface 
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Figure 2-2. LANCE Memory Management 

Buffer Management 
A key feature of the LANCE and its on-board OMA chan­
nel is the flexibility and speed of communication 
between the LANCE and the host microprocessor 
through common memory locations. The basic organi­
zation of the buffer management is a circular queue of 
tasks in memory called descriptor rings as shown in 
Figures 2-1 & 2-2. There are separate descriptor rings to 
describe transmit and receive operations. Up to 128 
tasks may be queued up on a descriptor ring awaiting 
execution by the LANCE. Each entry in a descriptor ring 
holds a pointer to a data memory buffer and an entry for 
the length of the data buffer. Data buffers can be 
chained or cascaded to handle a long packet in multiple 
data buffer areas. The LANCE searches the descriptor 
rings in a "lookahead" manner to determine the next 
empty buffer in order to chain buffers together or to han­
dle back-to-back packets. As each buffer is filled, the 
"own" bit is reset, allowing the host processor to process 
the data in the buffer. 

LANCE Interface 
CSR bits such as ACON, BCON and BSWP are used for 
programming the pin ~unctions used for different inter-

facing schemes. For example, ACON is used to ,2!'.9-
gram the polarity of the Address Strobe signal (ALE/AS). 

BCON is used fQ!_E!:Q9ramming the pins, for handling 
either the BYTE/WORD method for addressing word or­
ganized, byte addressable memories where the BYTE 
signal is decoded along with the least significant ad­
dress bit to determine upper or lower byte, or an explicit 
scheme in which two signals labeled as BYTE MASK 
(BMo and BM1) indicate which byte is addressed. When 
the BYTE scheme is chosen, the BM1 pin can be used 
for performing the function BUSAKO. 

BCON is also used to program pins for different OMA 
modes. In a daisy chain OMA scheme, 3 signals are 
used (BUSRQ, HLDA, BUSAKO).J.!!..fil'..stems using a 
OMA controller for arbitration, only HOLD and HLDA are 
used. 

LANCE in Bus Slave Mode 
The LANCE enters the Bus Slave Mode whenever CS 
becomes active. This mode must be entered whenever 
writing or reading the four status control registers 
(CSRo, CSR1, CSR2, and CSRs) and the Register 
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Address Pointer (RAP). RAP and CSRo may be read or 
written to at anytime, but the LANCE must be stopped 
(by setting the stop bit in CS Ro) for CSR1, CSR2, and 
CSR3 access. 

Read Sequence (Slave Mode) 
At the beginning of a read cycle, CS, READ, and DAS 
are asserted. ADR also must be valid at this time. (If 
ADR is a "1 ",the contents of RAP are placed on the DAL 
lines. Otherwise the contents of the CSR register ad­
dressed by RAP are placed on the DAL lines.) After the 
data on the DAL lines become valid, the LANCE asserts 
READY. CS, READ, DAS, and ADR must remain stable 
throughout the cycle. Refer to Figure 3. 

Write Sequence (Slave Mode) 
This cycle is similar to the read cycle, except that during 
this cycle, READ is not asserted (READ is LOW). The 
DAL buffers are tristatedwhich configures these lines as 
inputs. The assertion of READY by LANCE indicates to 
the memory device that the data on the DAL lines have 
been stored by LANCE in its appropriate CSR register. 

DALo - DAL1s ADDR 

READ 

READY 

AMO~ 
CS, READ, DAS, ADR and DAL <15:00> must remain 
stable throughout the write cycle. Refer to Figure 4. 

Note: 

Timing parameter 62 does not apply in a slave write cy­
cle that sets the STOP bit in CSRo. Setting this bit gener­
ates a LANCE reset, which causes all bus control output 
signals (including READY) to start floating_.!_bout 100 
nsec. after READY goes active. If DAS and CS are held 
active for more than 400 nsec. after READY start to float, 
the LANCE can start a second slave cycle. DAS and CS 
should be deasserted within 400 nsec. after READY 
starts to float to prevent this second slave cycle from 
happening. 

LANCE in Bus Master Mode 
All data transfers from the LANCE in the bus Master 
mode are timed by ALE, DAS, and READY. The auto­
matic adjustment of the LANCE cycle by the READY sig­
nal allows synchronization with variable cycle time 
memory due either to memory refresh or to dual port ac­
cess. Bus cycles are a minimum of 600 ns in length and 
can be increased in 100 ns increments. 

(OUTPUT ~~~~~~~~~~--+-~~~~._..,..~-----,. 

from LANCE) 

ADR 

Note: 
1. There are two types of delays which depend on which internal register is accessed. 

Type 1 refers to access of CSRo, CSR3 and RAP. 
Type 2 refers to access of CSR1 and CSR2 which are longer than Type 1 delay. 05698D-009A 

Figure 3. Bus Slave Read Timing 
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Read Sequence (Master Mode) 
The read cycle is begun by valid addresses being placed 
on DALoo - DAL1s and A1e - A23. The BYTE MASK sig­
nals are asserted to indicate a word, upper byte or lower 
byte memo!Y_!eference. READ indicates the type of cy­
cle. ALE or AS are pulsed, and the trailing edge of either 
can be used to latch addresses. DALoo-DAL1sgo into a 
3-state mode, and DAS falls LOW to signal the begin­
ning of the memory access. The memory responds by 
placing READY LOW to indicate that the DAL lines have 

DALo-DAL1s 

READ 

valid data. The LANCE then latches memory data on the 
rising edge of DAS, which in turn ends the memory cycle 
and READY returns HIGH. Refer to Figure 5-1. 

The bus transceiver controls, DALI and DALO, are used 
to control the bus transceivers. DALI directs data toward 
the LANCE, and DALO directs data or addresses away 
from the LANCE. During a read cycle, DALO goes inac­
tive before DALI becomes active to avoid "spiking" of the 
bus transceivers. 

WRITE DATA 

READY 
(OUTPUT ------------+---:i...--

from LANCE) 

ADA 

Figure 4. Bus Slave Write Timing 

Write Sequence (Master Mode) 
The write cycle is similar to the read cycle exceptthatthe 
DALoo- DAL 1s lines change from containing addresses 

to data after either ALE or AS goes inactive. After data is 
valid on the bus, DAS goes active. Data to memory is 
held valid after DAS goes inactive. Refer to Figure 5-2. 
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Figure 5-1. Bus Master Read Timing (Single OMA Cycle) 
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Figure 5-2. Bus Master Write Timing (Single OMA Cycle) 
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1. RESET is an asynchronous input to the LANCE and is not part of the Bus Acquisition timing. When RESET is asserted, the 
LANCE becomes a Bus Slave. 

Figure 6. Bus Acquisition Timing 

Differences Between Ethernet Versions 1 and 2 

a. Version 2 specifies that the collision detect of the 
transceiver must be activated during the 
interpacket gap time. 

b. Version 2 specifies some network management 
functions, such as reporting the occurrence of 
collisions, retries and deferrals. 

c. Version 2 specifies that when transmission is 
terminated, the differential transmit lines are driven 
to 0 volt differentially (half step). 

Differences Between IEEE 802.3 and Ethernet 

a. IEEE 802.3 specifies a 2-byte length field rather 
than a type field. The length field (802.3) describes 
the actual amount of data in the frame. 

b. IEEE 802.3 allows the use of a PAD field in thedata 
section of a frame, while Ethernet specifies the 
minimum packet size at 64 bytes. The use of a PAD 
allows the user to send and receive packets which 
have less than 46 bytes of data. 

A list of signifcant differences between Ethernet and 
IEEE 802.3 at the physical layer include the following: 

IEEE802.3 Ethernet 

End of Transmission State Half Step Full Step (Rev 1) or 
Half Step (Rev 2) 

Common Mode Voltage ±5.5 v 0-+5 v 
Common Mode Current Less than 1 mA 1.6 mA±40% 

Receive±, Collision± 

Input Threshold ±160 mV ±175 mV 

Fault Protection 16 v ov 
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PROGRAMMING 
This section defines the Control and Status Registers 
and the memory data structures required to program the 
Am7990 (LANCE). 

Programming the Am7990 (LANCE) 
The Am7990 (LANCE) is designed to operate in an envi­
ronment that includes close coupling with local memory 
and microprocessor (HOST). The Am7990 LANCE is 
programmed by a combination of registers and data 
structures resident within the LANCE and memory reg­
isters. There are four Control and Status Registers 
(CS Rs) within the LANCE which are programmed by the 
HOST device. Once enabled, the LANCE has the ability 
to access memory locations to acquire additional oper­
ating parameters. 

The Am7990 has the ability to do independent buffer 
management as well as transfer data packets to and 
from the Ethernet. There are three memory structures 
accessed by the Chip: 

1. Initialization Block - 12 words in contiguous 
memory starting on a word boundary. It also 
contains the operating parameters necessary for 
device operation. The initialization block is 
comprised of: 

• Mode of Operation 

• Physical Address 

• Logical Address Mask 

• Location to Receive and Transmit Descriptor 
Rings 

• Number of Entries in Receive and Transmit 
Descriptor Rings 

2. Receive and Transmit Descriptor Rings - Two ring 
structures, one each for incoming and outgoing 
packets. Each entry in the rings is 4 words long and 
each entry must start on a quadword boundary. The 
Descriptor Rings are comprised of: 

• The address of a data buffer 

• The length of that data buffer 

• Status information associated with the buffer 

3. Data Buffers - Contiguous portions of memory 
reserved for packet buffering. Data buffers may 
begin on arbitrary byte boundaries. 

In general, the programming sequence of the LANCE 
may be summarized as: 

1. Program the LANCE's CSRs by a host device to 
locate an initialization block in memory. The byte 
control, byte address, and address latch enable 
modes are also defined here. 

2. The LANCE loads itself with the information 
contained within the initialization block. 

3. The LANCE accesses the descriptor rings for 
packet handling. 

Control and Status Registers 
There are four Control and Status Registers (CSRs) on 
the chip. The CSRs are accessed through two bus 
addressable ports, an address port (RAP) and a data 
port (RDP). 

Accessing the Control and Status Registers 
The CS Rs are read (or written) in a two step operation. 
The address of the CSR to be accessed is written into 
the RAP during a bus slave transaction. During a subse­
quent bus slave transaction, the data being read from 
(or written into) the RDP is read from (or written into) the 
CSR selected in the RAP. 

Once written, the address in RAP remains unchanged 
until rewritten. 

To distinguish the data port from the address port, a dis­
crete 1/0 pin is provided. 

ADA 1/0 Pin 
L 

H 

Port 
Register Data Port (RDP) 

Register Address Port (RAP) 

Register Data Port (ADP) 

15 0 

CSR DATA 

05698D-014A 

Bit Name Description 

15:00 CSR Data Writing data into RDP writes the 
data into the CSR selected in 
RAP. Reading the data from the 
RDP reads the data from the 
CSR selected in RAP. CSR1, 
CSR2 and CSR3 are accessible 
only when the STOP bit of CSRo 
is set. 

If the STOP bit is not set while at­
tempting to access CSR1, CSR2 
or CSR3, the LANCE will return 
READY, but a READ operation 
will return undefined data. 
WRITE operation is ignored. 
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Register Address Port (RAP) 

L_ CSR 1:0 

RES 
056980-015A 

Bit Name Description 

15:02 RES Reserved. Read as zeroes. Write 
as zeroes. 

01:00 CSR(1:0) CSR address select. READ/ 
WRITE. Selects the CSR to be 
accessed through the RDP. RAP 
is cleared by Bus RESET. 

QSB(1 ·Q) .c..s..B. 
00 CS Ro 
01 CSR1 
1 0 CSR2 
1 1 CSR3 

Control and Status Register Definition 

Control and Status Register O (CSRo) 

ERR 

BABL 

CERA 

MISS 

MERA 

RINT 

TINT 

IDON 

Bit 

15 

INIT 

STRT 

STOP 

TDMD 

TXON 

AXON 

INEA 

INTR 

The LANCE updates CSRo by logical 
"ORing" the previous and present 
value of CSRo. 

Name 

ERR 

056980-016A 

Description 

ERROR summary is set by the 
"ORing" of BABL, CERA, MISS 
and MERA. ERR remains set as 
long as any of the error flags are 
true. 

ERR is read only; writing it has no 
effect. It is cleared by Bus 
RESET, setting the STOP bit, or 
clearing the individual errorflags. 

Bit 

14 

13 

12 

Am7990 

Name 

BABL 

CERA 

MISS 

AMO~ 
Description 

BABBLE is a transmitter timeout 
error. It indicates that the trans­
mitter has been on the channel 
longer than the time required to 
send the maximum length 
packet. 

BABL is a flag which indicates 
excessive length in the transmit 
buffer. It will be set after 1519 
data bytes have been transmit­
ted; the LANCE will continue to 
transmit until the whole packet is 
transmitted or until there is a fail­
ure before the whole packet is 
transmitted. When BABL error 
occurs, an interrupt will be gener­
ated if INEA = 1. 

BABL is READ/CLEAR ONLY 
and is set by the LANCE, and 
cleared by writing a "1 " into the 
bit. Writing a "O" has no effect. It is 
cleared by RESET or by setting 
the STOP bit. 

COLLISION ERROR indicates 
that the collision input to the 
LANCE failed to activate within 
2 µs after a LANCE-initiated 
transmission was completed. 
The collision after transmission is 
a transceiver test feature. This 
function is also known as heart­
beat or SOE (Signal Quality Er­
ror) test. 

CERR is READ/CLEAR ONLY 
and is set by the LANCE and 
cleared by writing a "1 " into the 
bit. Writing a "O'' has no effect. It is 
cleared by RESET or by setting 
the STOP bit. CERA error will not 
cause an interrupt to occur (INTR 
= 0). 

MISSED PACKET is set when 
the receiver loses a packet be­
cause it does not own any re­
ceive buffer, indicating loss of 
data. 

FIFO overflow is not reported 
because there is no receive ring 
entry in which to write status. 

When MISS is set, an interrupt 
will be generated if INEA = 1. 

MISS is READ/CLEAR ONLY, 
and is set by the LANCE and 
cleared by writing a "1" into the 
bit. Writing a "O" has no effect. It is 
cleared by RESET or by setting 
the STOP bit. 
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Bit 

11 

10 

09 

08 

1-22 

Name Description 

MERA MEMORY ERROR is set when 
the LANCE is the Bus Master and 
has not received READY within 
25.6 µs after asserting the ad­
dress on the DAL lines. 
When a Memory Error is de­
tected, the receiver and transmit­
ter are turned off (CS Ro, TXON = 
0, AXON = 0) and an interrupt is 
generated if INEA = 1. 
MERA is READ/CLEAR ONLY, 
and is set by the LANCE and 
cleared by writing a "1" into the 
bit. Writing a "O" has no effect. It is 
cleared by RESET or by setting 
the STOP bit. 

RINT RECEIVER INTERRUPT is set 
when the LANCE updates an en­
try in the Receive Descriptor 
Ring for the last buffer received 
or reception is stopped due to a 
failure. 
When RINT is set, an interrupt is 
generated if INEA = 1. 
RINT is READ/CLEAR ONLY, 
and is set by the LANCE and 
cleared by writing a "1 " into the 
bit. Writing a "O" has no effect. It 
is cleared by RESET or by setting 
the STOP bit. 

TINT TRANSMITTER INTERRUPT is 
set when the LANCE updates an 
entry in the transmit descriptor 
ring for the last buffer sent or 
transmission is stopped due to a 
failure. 
When TINT is set, an interrupt is 
generated if INEA = 1. 
TINT is READ/CLEAR ONLY 
and is set by the LANCE and 
cleared by writing a "1 " into the 
bit. Writing a "O" has no effect. It is 
cleared by RESET or by setting 
the STOP bit. 

IDON INITIALIZATION DONE indi­
cates that the LANCE has com­
pleted the initialization procedure 
started by setting the INIT bit. 
When IDON is set, the LANCE 
has read the Initialization Block 
from memory and stored the new 
parameters. 
When IDON is set, an interrupt is 
generated if INEA = 1. 

Bit 

07 

06 

05 

04 

Am7990 

Name 

INTR 

INEA 

AXON 

TXON 

Description 

IDON is READ/CLEAR ONLY, 
and is set by the LANCE and 
cleared by writing a "1" into the 
bit. Writing a "O" has no effect. It is 
cleared by RESET or by setting 
the STOP bit. 
INTERRUPT FLAG is set by the 
"ORing" of BABL, MISS, MERA, 
RINT, TINT and IDON. If INEA = 
1 and INTR = 1 , the INTR pin will 
.be LOW. 
INTR is READ ONLY; writing this 
bit has no effect. INTR is cleared 
by RESET, by setting the STOP 
bit, or by clearing the condition 
causing the interrupt. 
INTERRUPT ENABLE allows 
the INTR pin to be driven LOW 
when the Interrupt Flag is set. If 
INEA = 1 and INTR = 1, the INTR 
pin will be Low. If INEA = 0, the 
INTR pin will be HIGH, regard­
less of the state of the Interrupt 
Flag. 
INEA is READ/WRITE and 
cleared by RESET or by setting 
the STOP bit. 
INEA cannot be set while STOP 
bit is set. INEA can be set in par­
allel or after INIT and/or STAT bit 
are set. 
RECEIVER ON indicates thatthe 
receiver is enabled. AXON is set 
when STAT is set if DRX = O in 
the MODE register in the initiali­
zation block and the initialization 
block has been read by the 
LANCE by setting the INIT bit. 
AXON. is cleared when IDON is 
set from setting the INIT bit and 
DAX= 1 in the MODE register, or 
a memory error (MERA) has oc­
curred. AXON is READ ONLY; 
writing this bit has no etfect. 
AXON is cleared by RESET or by 
setting the STOP bit. 
TRANSMITTER ON indicates 
that the transmitter is enabled. 
TXON is set when STAT is set if 
DTX = O in the MODE register in 
the initialization block and the 
INIT bit has been set. TXON is 
cleared when I DON is set and 
DTX = 1 in the MODE register, or 
an error, such as MERA, UFLO 
or BUFF, has occurred during 
transmission. 



Bit Name 

03 TDMD 

02 STOP 

01 STAT 

Description 

TXON is READ ONLY; writing 
this bit has no effect. TXON is 
cleared by RESET or by setting 
the STOP bit. 

TRANSMIT DEMAND, when set, 
causes the LANCE to access the 
Transmit Descriptor Ring without 
waiting for the polltime interval to 
elapse. TDMD need not be set to 
transmit a packet; it merely has­
tens the LANCE's response to a 
Transmit Descriptor Ring entry 
insertion by the host. 

TDMD is WRITE WITH ONE 
ONLY and is cleared by the 
microcode after it is used. It may 
read as a "1" for a short time after 
it is written because the 
microcode may have been busy 
when TOM D was set. It is also 
cleared by RESET or by setting 
the STOP bit. Writing a "O" in this 
bit has no effect. 

STOP disables the LANCE from 
all external activity when set and 
clears the internal logic. Setting 
STOP is the equivalent of assert­
ing RESET. The LANCE remains 
inactive and STOP remains set 
until the STAT or INIT bit is set. If 
STAT, INIT and STOP are all set 
together, STOP will override the 
other bits and only STOP will be 
set. 

STOP is READ/WRITE WITH 
ONE ONLY and set by RESET. 
Writing a "O" to this bit has no ef­
fect. STOP is cleared by setting 
either INIT or STAT. CSR1, 
CSR2, and CSR3 must be re­
loaded when the STOP bit is set. 

START enables the LANCE to 
send and receive packets, per­
form direct memory access, and 
do buffer management. The 
STOP bit must be set prior to set­
ting the STAT bit. Setting STAT 
clears the STOP bit. 

Bit Name 

00 INIT 

AMO~ 
Description 

STAT is READ/WRITE and is set 
with one only. Writing a "O" into 
this bit has no effect. STAT is 
cleared by RESET or by setting 
the STOP bit. 

INITIALIZE, when set, causes 
the LANCE to begin the initializa­
tion procedure and access the In­
itialization Block. The STOP bit 
must be set prior to setting the 
INIT bit. Setting INIT clears the 
STOP bit. 

INIT is READ/WRITE WITH "1" 
ONLY. Writing a "O" into this bit 
has no effect. INIT is cleared by 
RESET or by setting the STOP 
bit. 

Since the setting of status bits in 
CSRo is independent of the tim­
ing of the slave read cycle, it is 
possible for external events to 
cause some of the bits to change 
in the middle of a read cycle. In 
particular the ERR, BABL, 
CERA, MISS, IDON, and INTR 
bits can change during a read cy­
cle, while MERA, RINT and TINT 
can not. This is not a problem if 
CSRo is read only within the first 
few instructions of an interrupt 
service routine since the events 
that cause these bits to change 
are widely spaced in time relative 
to the time required to execute 
processor instructions. 

Control and Status Register 1 (CSR1) 

READ/WRITE: Accessible only when the STOP 
bit of CSRo is a ONE and RAP= 
01. Content of CSR1 is not 
preserved after CS Ros STOP bit 
is set to one. 

15 1 0 

I _____ 1~. 
'------ IADR 

(15:01) 
05698D-017A 
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Bit 

15:01 

00 

Name 

IADR 

Description 

The low order 15 bits of the 
address of the first word (lowest 
address) in the Initialization 
Block. 

Must be zero. 

Control and Status Register 2 (CSA2) 

READ/WRITE: Accessible only when the STOP 
bit of CSRo is a ONE and RAP = 
10. Content of CSR2 is not pre­
served after CSR's STOP bit is 
set to one. 

15 8 7 0 

I I 
1......_ ___ v ___ _.Jl......_ ___ v __ __.1 

Bit 

15:08 

07:00 

I L IADR(23:16) 
'-·----------RES 

Name 

RES 

IADR 

056980-01 SA 

Description 

Reserved. Read a:s zeroes. Write 
as zeroes. 

The high order 8 bits of the ad­
dress of the first word (lowest ad­
dress) in the initialization Block. 

Control and Status Register 3 (CSR3) 

CSR3 allows redefinition of the Bus Master interface. 

READ/WRITE: Accessible only when the STOP 
bit of CSRo is ONE and RAP= 11. 
CSR3 is cleared by RESET or by 
setting the STOP bit in CSRo. 

1i5 _________ _.i~2 10 BCON 

ACON 

BSWP 

Bit Name 

15:03 RES 

02 BSWP 

01 ACON 

Description 

Reserved. Read as zeroes. Write 
as zeroes. 

BYTE SWAP allows the chip to 
operate in systems that consider 
bits (15:08) of data to be pointed 
at an even address and bits 
(07:00) to be pointed at an odd 
address. 

When BSWP = 1, the LANCE will 
swap the high and low bytes on 
OMA data transfers between the 
FIFOandbusmemory.Onlydata 
from FIFO transfers is swapped; 
the Initialization Block data and 
the Descriptor Ring entries are 
NOT swapped. 

BSWP is READ/WRITE and 
cleared by RESET or by setting 
the STOP bit in CSRo. 

ALE CONTROL defines the as­
sertive state of ALE when the 
LANCE is a Bus Master. ACON is 
READ/WRITE and cleared by 
RESET and by setting the STOP 
bit in CSRo. 

AQW ALE 
0 Asserted HIGH 
1 Asserted LOW 

When ALE is programmed to be asserted LOW, a nega­
tive going pulse of less than 1 O ns. duration can occur at 
the end of a bus master cycle just after HOLD is 
deasserted. 

00 BCON BYTE CONTROL redefines the 
Byte Mask and Hold VO pins. 
BCON is READ/WRITE and 
cleared by RESET or by setting 
the STOP bit in CSRo. 

13.QQt:! Ein..16 f.in..1.5. Ein..1Z 
0 BM1 BMo HOLD 

BUSAKO BYTE BUSRQ 
....________ RES All data transfers from the LANCE in the Bus Master 

oss9so-019A mode are in words. However, the LANCE can handle 
odd address boundaries and/or packets with an odd 
number of bytes . 
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Initialization 

lnltlalizatlon Block 

Chip initialization includes the reading of the initializa­
tion block in memory to obtain the operating parame­
ters. The following is a definition of the Initialization 
Block. 

The Initialization Block is read by the LANCE when the 
INIT bit in CSRo is set. The INIT bit should be set before 
or concurrent with the STRT bit to insure proper pa­
rameter initialization and chip operation. After the 
LANCE has read the Initialization Block, IDON is set in 
CSRo and an interrupt is generated if INEA = 1. 

Higher Address TLEN-TDR (23:16) IADR +22 

TORA (15:00) IADR +20 

RLEN-RDRA (23:16) IADR +18 

RORA (15:00) IADR +16 

LADRF (63:48) IADR +14 

LADRF (47:32) IADR + 12 

LADRF (31 :16) IADR + 10 

LADRF (15:00) 

PADR (47:32) 

PADR (31 :16) 

PADR (15:00) 

IADR +08 

IADR +06 

IADR +04 

IADR +02 

Base Address of Block MODE IADR +00 

Mode 
The Mode Register allows alteration of the LANCE's op­
erating parameters. Normal operation is with the Mode 
Register clear. 

Bit 

15 

1514 

1..._ ___ v ___ _,,; 
DRX 

DTX 

LOOP 
L---DTCR 

'-----COLL 
'------DATY 

'------- INTL 

'-----------RES 

'---------------PROM 

Name 

PROM 

056980-020A 

Description 

PROMISCUOUS mode. When 
PROM = 1, all incoming packets 
are accepted. 

14:07 RES RESERVED. Read as zeroes. 
Write as zeroes. 

Bit 

06 

05 

Am7990 

Name 

INTL 

DRTY 

AMO~ 
Description 

INTERNAL LOOPBACK is used 
with the LOOP bit to determine 
where the loopback is to be done. 
Internal loopback allows the chip 
to receive its own transmitted 
packet. Since this represents full 
duplex operation, the packet size 
is limited to 8-32 bytes. Internal 
loopback in the LANCE is opera­
tional when the packets are ad­
dressed to the node itself. 

The Lance will not receive any 
packets externally when it is in in­
ternal loopback mode. 

EXTERNAL LOOPBACK allows 
the LANCE to transmit a packet 
through the SIA transceiver ca­
ble out to the Ethernet coax. It is 
used to determine the operability 
of all circuitry and connections 
between the LANCE and the co­
axial cable. Multicast addressing 
in external loopback is valid only 
when DTCR = 1 (user needs to 
append the 4 bytes CRC). 

In external loopback, the LANCE 
also receives packets from other 
nodes. The FIFO READ/WRITE 
pointers may misalign in the 
LANCE under heavy traffic. The 
packet could then be corrupted or 
not received. Therefore, the ex­
ternal loopback execution may 
need to be repeated. See specific 
discussion under "Loopback" in 
later section. 

INTL is only valid if LOOP = 1; 
otherwise, it is ignored. 

LOOP INTL LOOPBACK 

O X No loopback, 
normal 

0 External 

Internal 

DISABLE RETRY. When 
DRTY = 1, the LANCE will at­
tempt only one transmission of a 
packet. If there is a collision on 
the first transmission attempt, a 
Retry Error (RTRY) will be re­
ported in Transmit Message 
Descriptor 3 (TMDs). 
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Bit Name 

04 COLL 

03 DTCR 

02 LOOP 

1-26 

Description 

FORCE COLLISION. This bit al­
lows the collision logic to be 
tested. The LANCE must be in in­
ternal loopback mode for COLL 
to be valid. If COLL= 1, a collision 
will be forced during the subse­
quent transmission attempt. This 
will result in 16 total transmission 
attempts with a retry error re­
ported in TMD3. 

DISABLE TRANSMIT CRC. 
When DTCR = 0, the transmitter 
will generate and append a CRC 
to the transmitted packet. When 
DTCR = 1, the CRC logic is allo­
cated to the receiver and no CRC 
is generated and sent with the 
transmitted packet. 

During loopback, DTCR = o will 
cause a CRC to be generated on 
the transmitted packet, but no 
CRC check will be done by the 
receiver since the CRC logic is 
shared and cannot generate and 
check CRC at the same time. 
The generated CRC will be writ­
ten into memory with the data 
and can be checked by the host 
software. 

If DTCR = 1 during loopback, the 
host software must append a 
CRC value to the transmit data. 

The receiver will check the CRC 
on the received data and report 
any errors. 

LOOPBACK allows the LANCE 
to operate in full duplex mode for 
test purposes. The packet size is 
limited to 8-32 bytes.The re­
ceived packet can be up to 36 
bytes (32 + 4 bytes CRC) when 
DTCR = 0. During loopback, the 
runt packet filter is disabled be­
cause the maximum packet is 
forced to be smaller than the 
minimum size Ethernet packet 
(64 bytes). 

LOOP = 1 allows simultaneous 
transmission and reception for a 
message constrained to fit within 
the FIFO. The LANCE waits until 
the entire message is in the FIFO 
before serial transmission be­
gins. The incoming data stream 
fills the FIFO from behind as it is 
being emptied. Moving the re­
ceived message out of the FIFO 
to memory does not begin until 
reception has ceased. 

Bit Name 

01 DTX 

00 DRX 

Description 

In loopback mode, transmit data 
chaining is not possible. Receive 
data chaining is possible if re­
ceive buffers are 32 bytes long to 
allow time for lookahead. 

DISABLE THE TRANSMITTER 
causes the LANCE to not access 
the Transmitter Descriptor Ring, 
and therefore, no transmissions 
are attempted. DTX = 1 will clear 
the TXON bit in CSRo when in­
itialization is complete. 

DISABLE THE RECEIVER 
causes the LANCE to reject all in­
coming packets and not access 
the Receive Descriptor Ring. 
DRX = 1 will clear the AXON bit in 
the CSRo when initialization is 
complete. 

47 1 0 

1 _____ 1~ •. 

47:00 PADR 

'----- PADR (47:01) 
05698D-021A 

PHYSICAL ADDRESS is the 
unique 48-bit physical address 
assigned to the LANCE. PADR 
(0) must be zero. 

Logical Address Filter 

63 0 ;.;;.-I ------.I 
~DRF . 

05698D-022A 

Bit Name Description 

63:00 LADRF The 64-bit mask used by the 
LANCE to accept logical 
addresses. 

The purpose of logical (or group or multicast) addresses 
is to allow a group of nodes in a network to receive the 
same message. Each node can maintain a list of multi­
cast addresses that it will respond to. The logical ad­
dress filter mechanism in the LANCE is a hardware aide 
that reduces the average amount of host computer time 
required to determine whether or not an incoming 
packet with a multicast destination address should be 
accepted. 

The logical address filter hardware is an implementation 
of a hash code searching technique commonly used by 
software programmers. If the multicast bit of the desti­
nation address of an incoming packet is set, the hard­
ware maps this address into one of 64 categories which 
correspond to 64 bits in the Logical Address Filter Reg-
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ister. The hardware then accepts or rejects the packet 
depending on the state of the bit in the Logical Address 
Filter Register which corresponds to the selected cate­
gory. For example, if the address maps into category 24, 
and bit 24 of the logical address filter register is set, the 
packet is accepted. 

A node can be made a member of several groups by set­
ting the appropriate bits in the logical address filter 
register. 

The details of the hardware mapping algorithm are as 
follows: 

If the first bit of an incoming address is a "1" [PADR (0) 
=1], the address is deemed logical and is passed 
through the logical address filter. 

The logical address filter is a 64-bit mask composed of 
four sixteen-bit registers, LADRF (63:00) in the initiali­
zation block, that is used to accept incoming Logical Ad­
dresses. The incoming address is sentthrough the CRC 
circuit. After all 48 bits of the address have gone through 
the CRC circuit, the high order 6 bits of the resultant 
CRC (32-bit CRC) are strobed into a register. This regis­
ter is used to select one of the 64-bit positions in the 
Logical Address Filter. If the selected filter bit is a "1 ",the 
address is accepted and the packet will be put in mem­
ory. The logical address filter only assures that there is a 
possibility that the incoming logical address belongs to 
the node. To determine if it belongs to the node, the in­
coming logical address that is stored in main memory is 
compared by software to the list of logical addresses to 
be accepted by this node. 

The task of mapping a logical address to one of 64-bit 
positions requires a simple computer program (see Ap­
pendix A) which uses the same CRC algorithm (used in 
LANCE and defined per Ethernet) to calculate the 
HASH (see Figure 7). 

Driver software that manages a list of multicast ad­
dresses can work as follows. First the multicast address 
list and the logical address filter must be initialized. 
Some sort of management function such as the driver 
initialization routine passes to the driver a list of ad­
dresses. For each address in the list the driver uses a 
subroutine similar to the one listed in the appendix to set 
the appropriate bit in a software copy of the logical ad­
dress filter register. When the complete list of addresses 
has been processed, the register is loaded. 

Later, when a packet is received, the driver first looks at 
the Individual/Group bit of the destination address of the 
packet to find out whether or not this is a multicast ad­
dress. If it is, the driver must search the multicast ad­
dress list to see if this address is in the list. If it is not in 
the list, the packet is discarded. 

The Broadcast address, which consists of all ones is a 
special multicast address. Packets addressed to the 
broadcast address must be received by all nodes. Since 
broadcast packets are usually more common than other 
multicast packets, the broadcast address should be the 
first address in the multicast address list. 

AMO~ 
The Broadcast address does not go through the Logical 
Address Filter and is always enabled. If the Logical Ad­
dress Filter is loaded with all zeroes, all incoming logical 
addresses except broadcast will be rejected. The multi­
cast addressing in external loopback is operational only 
when DTCR in the mode register is set to 1. 

32 Bit Resultant CRC 

26 0 
Destination 
Address 

47 

MUX 

6 
Select 

Logical Address 
Filter 

0 

Match• 

•Match - 1, the packet is accepted 
Match - 0, the packet is rejected 05698D-023A 

Figure 7. Logical Address Filter Operation 

Receive Descriptor Ring Pointer 

312928 2423 320 

I I I I I 
'--A-......,.......J---------1 

Bit 

31 :29 

28:24 

23:03 

L__ RES 
~--RLEN l 000 '(Quadword 

Boundary)' 

Name 

ALEN 

RES 

RORA 

RDRA (23:03) 

05698D-024A 

Description 

RECEIVE RING LENGTH is the 
number of entries in the receive 
ring expressed as a power of two. 

ALEN Number 
of Entries 

0 1 
1 2 
2 4 
3 8 
4 16 
5 32 
6 64 
7 128 

RESERVED. Read as zeroes. 
Write as zeroes. 

RECEIVE DESCRIPTOR RING 
ADDRESS is the base address 
(lowest address) of the Receive 
Descriptor Ring. 
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Bit Name 

02:00 

Description 

MUST BE ZEROES. These bits 
are RORA (02:00) and must be 
zeroes because the Receive 
Rings are aligned on quadword 
boundaries. 

Transmit Descriptor Ring Pointer 
31 2928 24 23 3 2 0 

I I I 11 

~-v-J .... ------1 

Bit 

31:29 

28:24 

23:03 

02:00 

L__ RES 
...._--TLEN l 000 '(Quadword 

Boundary)' 

Name 

TLEN 

RES 

TORA 

TORA (23:03) 

05698D-025A 

Description 

TRANSMIT RING LENGTH is 
the number of entries in the 
Transmit Ring expressed as a 
power of two. 

Number 
TLEN of Entries 

0 1 
1 2 
2 4 
3 8 
4 16 
5 32 
6 64 
7 128 

RESERVED. Read as zeroes. 
Write as zeroes. 

TRANSMIT DESCRIPTOR 
RING ADDRESS is the base ad­
dress (lowest address) of the 
Transmit Descriptor Ring. 

MUST BE ZEROES. These bits 
are TORA (02:00) and must be 
zeroes because the Transmit 
Rings are aligned on quadword 
boundaries. 

Buffer Management 
Bulfer Management is accomplished through message 
descriptors organized in ring structures in memory. 
Each message descriptor entry is four words long. 
There are two rings allocated for the device: a Receive 
ring and a Transmit ring. The device is capable of polling 
each ring for buffers to either empty or fill with packets to 
or from the channel. The device is also capable of enter­
ing status information in the descriptor entry. LANCE 
polling is limited to looking one ahead of the descriptor 
entry the LANCE is currently working with. 

The location of the descriptor rings and their length are 
found in the initialization block, accessed during the in­
itialization procedure by the LANCE. Writing a "ONE" 
into the STAT bit of CS Ro will cause the LANCE to start 
accessing the descriptor rings and enable it to send and 
receive packets. 

The LANCE communicates with a HOST device through 
the ring structures in memory. Each entry in the ring is 
either owned by the LANCE or the HOST. There is an 
ownership bit (OWN) in the message descriptor entry. 
Mutual exclusion is accomplished by a protocol which 
states that each device can only relinquish ownership of 
the descriptor entry to the other device; it can never take 
ownership, and no device can change the state of any 
field in any entry after it has relinquished ownership. 

Descriptor Ring 
Each descriptor in a ring in memory is a 4-word entry. 
The following is the format of the receive and the trans­
mit descriptors. 

Receive Message Descriptor Entry 

Receive Message Descriptor 0 (RMDo) 

Bit 

15 0 
~, ~~~-L-AD-R~~~---.1 

05698D-026A 

Name Description 

15:00 LADA The LOW ORDER 16 address 
bits of the buffer pointed to by this 
descriptor. LADA is written by the 
host and is not changed by the 
LANCE. 

Receive Message Descriptor 1 (RMD1) 
15 87 

[IIIIIIII 
\. 

'V 

0 

] 
.) 

HADR 

ENP 

STP 

BUFF 

CRC 

OFLO 

FRAM 

ERR 

OWN 
05698D-027A 
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Bit Name 

15 OWN 

14 ERR 

13 FRAM 

12 OFLO 

11 CRC 

10 BUFF 

Description 

Th is bit indicates that the de­
scriptor entry is owned by the 
host (OWN = 0) or by the LANCE 
(OWN = 1). The LANCE clears 
the OWN bit after filling the buffer 
pointed to by the descriptor entry. 
The host sets the OWN bit after 
emptying the buffer. Once the 
LANCE or host has relinquished 
ownership of a buffer, it must not 
change any field in the four words 
that comprise the descriptor 
entry. 

ERROR summary is the OR of 
FRAM, OFLO, CRC or BUFF. 

FRAMING ERROR indicates 
that the incoming packet con­
tained a non-integer multiple of 
eight bits and there was a CRC 
error. If there was not a CRC er­
ror on the incoming packet. then 
FRAM will not be set even if there 
was a non-integer multiple of 
eight bits in the packet. FRAM is 
not valid in internal loopback 
mode. FRAM is valid only when 
ENP is set and OFLO is not. 

OVERFLOW error indicates that 
the receiver has lost all or part of 
the incoming packet due to an in­
ability to store the packet in a 
memory buffer before the inter­
nal FIFO overflowed. OFLO is 
valid only when ENP is not set. 

CRC indicates that the receiver 
has detected a CRC error on the 
incoming packet. CRC is valid 
only when ENP is set and OFLO 
is not. 

BUFFER ERROR Is set anv time 
the LANCE does not ow'n the 
next buffer while data chaining a 
received packet. This can occur 
in either of two ways: 1) the OWN 
bit of the next buffer is zero, or 2) 
FIFO overflow occurred before 
the LANCE received the next 
STATUS. 

Bit Name 

09 STP 

08 ENP 

07:00 HADR 

AMO~ 
Description 

If a Buffer Error occurs, an Over­
flow Error may also occur inter­
nally in the FIFO, but will not be 
reported in the descriptor status 
entry unless both BUFF and 
OFLO errors occur at the same 
time. 

START OF PACKET indicates 
that this is the first buffer used by 
the LANCE for this packet. It is 
used for data chaining buffers. 

END OF PACKET indicates that 
this is the last buffer used by the 
LANCE for this packet. It is used 
for data chaining buffers. If both 
STP and ENP are set, the packet 
fits into one buffer and there is no 
data chaining. 

The HIGH ORDER 8 address 
bits of the buffer pointed to by this 
descriptor. This field is written by 
the host and unchanged by the 
LANCE. 

Receive Message Descriptor 2 (RMD2) 

Bit 

15 1211 0 .--I ---.-I ------.I 
~~----------

1 ~----BCNT 

~---------Must be Ones 
05698D-028A 

Name Description 

15:12 MUST BE ONES. This field is 
written by the host and is not 
changed by the LANCE. 

11 :00 BCNT BUFFER BYTE COUNT is the 
length of the buffer pointed to by 
this descriptor, expressed as a 
two's complement number. This 
field is written by the host and is 
not changed by the LANCE. Mini­
mum buffer size is 64 bytes for 
the first buffer of packet. 
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Receive Message Descriptor 3 (RMDa) Bit 

15 12 11 0 15 

I I I 
"--v--J 

MCNT 

RES 
05698D-029A 

Bit Name Description 

15:12 RES RESERVED. Read as zeroes. 
Write as zeroes. 

11 :00 MCNT MESSAGE BYTE COUNT is the 
14 

length in bytes of the received 
13 message. MCNT is valid only 

when ERR is clear and ENP is 
set. MCNT is written by the chip 12 
and cleared by the host. 

Transmit Message Descriptor Entry 
11 

Transmit Message Descriptor O (TM Do} 
15 0 

I LADA I 10 

05698D-030A 

Bit Name Description 

15:00 LADR The LOW ORDER 16 address 
bits of the buffer pointed to by this 09 
descriptor. LADR is written by the 
host and is not changed by the 
LANCE. 

Transmit Message Descriptor 1 {TMD1} 
15 87 0 

[JJJJJJJJ J 
\... ,,) 

y 
HADA 

ENP 08 
STP 

DEF 

ONE 

MORE 

RES 

ERR 

OWN 
056980-031 A 
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Name 

OWN 

ERR 

RES 

MORE 

ONE 

DEF 

STP 

ENP 

Description 

This bit indicates that the de­
scriptor entry is owned by the 
host (OWN= 0) or by the LANCE 
(OWN = 1). The host sets the 
OWN bit after filling the buffer 
pointed to by this descriptor. The 
LANCE clears the OWN bit after 
transmitting the contents of the 
buffer. Neither the host nor the 
LANCE may alter a descriptor 
entry after it has relinquished 
ownership. 

ERROR summary is the "OR" of 
LCOL, LCAR, u.FLO or RTRY. 

RESERVED bit. The LANCE will 
write this bit with a "O". 
MORE indicates that more than 
one retry was needed to transmit 
a packet. 

ONE indicates that exactly one 
retry was needed to transmit a 
packet. The ONE flag is not valid 
when LCOL is set. 

DEFERRED indicates that the 
LANCE had to defer while trying 
to transmit a packet. This condi­
tion occurs if the channel is busy 
when the LANCE is ready to 
transmit. 

START OF PACKET indicates 
that this is the first buffer to be 
used by the LANCE forthis pack­
et. It is used for data chaining 
buffers. STP is set by the host 
and is not changed by the 
LANCE. The STP bit must be set 
in the first buffer of the packet, or 
the LANCE will skip over this de­
scriptor and poll the next descrip­
tor(s) until the OWN and STP bits 
are set. 

END OF PACKET indicates that 
this is the last buffer to be used by 
the LANCE for this packet. It is 
used for data chaining buffers. If 
both STP and ENP are set, the 
packet fits into one buffer and 
there is no data chaining. ENP is 
set by the host and is not 
changed by the LANCE. 



Bit Name Description Bit 

07:00 HADA. The HIGH ORDER 8 address 15 
bits of the buffer pointed to by this 
descriptor. This field is written by 
the host and is not changed by 
the LANCE. 

Transmit Message Descriptor 2 (TMD2) 
15 12 11 0 

I I I 
L---y---1 

I 
BCNT 

ONES 
05698D-032A 

Bit Name Description 

15:12 ONES Must be ones. This field is set by 
the host and is not changed by 14 

the LANCE. 

11 :00 BCNT BUFFER BYTE COUNT is the 
usable length in bytes of the 
buffer pointed to by this descrip-
tor expressed as a negative two's 
complement number. This is the 
number of bytes from this buffer 
that will be transmitted by the 
LANCE. This field is written by 13 
the host and is not changed by 
the LANCE. The first buffer of a 

12 packet has to be at least 1 oo 
bytes minimum when data 
chaining and 64 byte (DTCR = 1) 
or 60 bytes (DCTR = 0) when not 
data chaining. 

11 
Transmit Message Descriptor 3 (TMD3) 
15 10 9 0 

[JIIIII J 
I... 

"V'" 
.,) 

TDR 

RTRY 
10 

LCAR 

LCOL 

RES 

UFLO 

BUFF 
05698D-033A 
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Name 

BUFF 

UFLO 

RES 

LCOL 

LCAR 

RTRY 

AMO~ 
Description 

BUFFER ERROR is set by the 
LANCE during transmission 
when the LANCE does not find 
the ENP flag in the current buffer 
and does not own the next buffer. 
This can occur in either of two 
ways: either the OWN bit of the 
next buffer is zero, or FIFO un­
derflow occurred before the 
LANCE received the next 
STATUS signal. BUFF is set by 
the LANCE and cleared by the 
host. BU FF error will turn off the 
transmitter (CSRo, TXON = 0). 

If a Buffer Error occurs, an Un­
derflow Error will also occur. 
BUFF error is not valid when 
LCOL or RTRY error is set during 
TX data chaining. 

UNDERFLOW ERROR indi­
cates that the transmitter has 
truncated a message due to data 
late from memory. UFLO indi­
cates that the FIFO has emptied 
before the end of the packet was 
reached. 

Upon UFLO error, transmitter is 
turned off (CSRo, TXON = 0). 

RESERVED bit. The LANCE will 
write this bit with a "O." 
LATE COLLISION indicates that 
a collision has occurred after the 
slot time of the channel has 
elapsed. The LANCE does not 
retry on late collisions. 

LOSS OF CARRIER is set when 
the carrier input (RENA) to the 
LANCE goes false during a 
LANCE-initiated transmission. 
The LANCE does not retry upon 
loss of carrier. It will continue to 
transmit the whole packet until 
done. LCAR is not valid in IN­
TERNAL LOOPBACK MODE. 

RETRY ERROR indicates that 
the transmitter has failed in 16 at­
tempts to successfully transmit a 
message due to repeated colli­
sions on the medium. If DATY= 1 
in the MODE register, RTRY will 
set after 1 failed transmission 
attempt. 
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Bit 

09:00 

Name 

TOR 

Description 

TIME DOMAIN REFLEC­
TOMETRY reflects the state of 
an internal LANCE counter that 
counts from the start of a trans­
mission to the occurrence of a 
collision. This value is useful in 
determining the approximate dis­
tance to a cable fault. The TOR 
value is written by the LANCE 
and is valid only if RTRY is set. 

Ring Access Mechanism in the LANCE 
Once the LANCE is initialized through the initialization 
block and started, the CPU and the LANCE communi­
cate via transmit and receive rings, for packet transmis­
sion and reception. 

There are 2 sets of RAM locations (four 16-bit register 
per set, corresponding to the 4 entries in each descrip­
tor) in the LANCE. The first set points to the current 
buffer, and they are the working registers which are 
used for transferring the data for the packet. The second 
set contains the pointers to the next buffer in the ring 
which the LANCE obtained from the lookahead 
operation. 

There are three types of ring access in the LANCE. The 
first type is when the LANCE polls the rings to own a 
buffer. The second type is when the buffers are data 
chained. The LANCE does a lookahead operation be­
tween the time that it is transferring data to/from the 
FIFO; this lookahead is done only once. The third type is 
when the LANCE tries to own the next descriptor in the 
ring when it clears the OWN bit for the current buffer. 

Transmit Ring Buffer Management 

When there is no Ethernet activity, the LANCE will auto­
matically poll the transmit ring in the memory once it has 
started (CSRo, STRT = 1 ). This polling occurs every 
1.6 ms, (CS Ro TDMD bit= 0) and consists of reading the 
status word of the transmit Ring, TMD1, until the LANCE 
owns the descriptor. The LANCE will read TMDo and 
TM D2 to get the rest of the buffer address and the buffer 
byte count when it owns the descriptor. Each of these 
memory reads is done separately with a new arbitration 
cycle for each transfer. 

If the transmit buffers are data chained (current buffer 
ENP = 0), the LANCE will look ahead to the next descrip­
tor in the ring while transferring the current buffer into 
the FIFO (see Figure 8-1 ). The LANCE does this 
lookahead only once. If it does not own the next transmit 
Descriptor Table Entry (DTE) (2nd Tx ring for this pack­
et) it will transmit the current buffer and update the 
status of current Ring with the BUFF and UFLO error 
bits set. If the LANCE owns the 2nd DTE, it will also read 
the buffer address and the buffer byte count of this entry. 
Once the LANCE has finished emptying the current 
buffer, it clears the OWN bit for this buffer, and immedi­
ately starts loading the FIFO from the next (2nd) buffer. 
Between DMA bursts, starting from the 2nd buffer, the 

LANCE does a lookahead again to check if it owns the 
next (3rd) buffer. This activity goes on until the last 
transmit DTE indicates the end of the packet (TMD1, 
ENP = 1). Once the last part of the packet has been 
transmitted out from the FIFO to the cable, the LANCE 
will update the status in TMD1, TMD3 (TMDs is updated 
only when there is an error) and will relinquish the last 
buffer to the CPU. The LANCE tries to own the next 
buffer (first buffer of the next packet), immediately after 
it relinquishes the last buffer of the current packet. This 
guarantees the back-to-back transmission of the pack­
ets. If the LANCE does not own the next buffer, it then 
polls the Tx ring every 1.6 ms. 

When an error occurs before all of the buffers get trans­
mitted, the status, TMD3, is updated in the current DTE, 
own bit is cleared in TM D1, and TINT bit is set in CS Ro 
which causes an interrupt if INEA = 1. The LANCE will 
then skip over the rest of the descriptors for this packet 
(clears the OWN bit and sets the TINT bit in CS Ro) until it 
finds a buffer with both the STP and OWN bit being set 
(this indicates the first buffer for the next packet). 

When the transmit buffers are not data chained (current 
descriptor's ENP = 1), the LANCE will not perform any 
lookahead operation. It will transmit the current buffer, 
update the TM Ds if any error, and then update the status 
and clear the OWN bit in TMD1 . The LANCE will then 
immediately check the next descriptor in the ring to see ii 
it owns it. If it does, the LANCE will also read the rest of 
the entries from the descriptor table. If the LANCE does 
not own it, it will poll the ring once every 1.6 ms until it 
owns it. User may set the TOM D bit in CS Ro when it has 
relinquished a buffer to the LANCE. This will force the 
LANCE to check the OWN bit at this buffer without wait­
ing for the polling time to elapse. 

Receive Ring Buffer Management 

Receive Ring access is similar to the transmit ring ac­
cess. Once the receiver is enabled, the LANCE will al­
ways try to have a receive buffer available, should there 
be a packet addressed to this node for reception. There­
fore, when the LANCE is idle, it will poll the receive ring 
entry, once every 1.6 ms, until it owns the current 
receive DTE. Once the LANCE owns the buffer, it will 
read RM Do and RMD2 to get the rest of buffer address 
and buffer byte count. When a packet arrives from the 
cable, after the Address Recognition Logic accepts the 
packet, the LANCE will immediately poll the Receiver 
Ring once for a buffer. If it still does not own the buffer, it 
will set the MISS error in CSRo and will not poll the re­
ceive ring until the packet ends. 

Assuming the LANCE owns a receive buffer when the 
packet arrives, it will perform a lookahead operation on 
the next DTE between periods when it is dumping the re­
ceived data from the FIFO to the first receive buffer in 
case the current buffer requires data chaining. When the 
LANCE owns the buffer, the lookahead operation con­
sists of three separate single word OMA reads: RMD1, 
RM Do, and RMD2. When the LANCE does not own the 
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next buffer, the lookahead operation consists of only 
one single DMA read, RMD1. Either lookahead opera­
tion is done only once. Following the lookahead 
operation, whether LANCE owns the next buffer or not, 
the LANCE will transfer the data from FIFO to the first 
receive buffer for this packet in burst mode (8 word 
transfer per one OMA cycle arbitration). 

If the packet being received requires data chaining, and 
the LANCE does not own the 2nd DTE, the LANCE will 
update the current buffer status, RMD1, with the BUFF 
and/or OFLO error bits set. If the LANCE does own the 
next buffer (2nd DTE) from previous lookahead, the 
LANCE will relinquish the current buffer and start filling 
up the 2nd buffer for this packet. Between the time that 
the LANCE is transferring data from the FIFO to 2nd 
buffer, it does a lookahead operation again to see if it 
owns the next (3rd) buffer. If the LANCE does own the 
third DTE, it will also read RMDo, and RMD2 to get the 
rest of buffer pointer address and buffer byte count. 

This activity continues on until the LANCE recognizes 
the end of the packet (cable is idle); it then updates the 
current buffer status with the end of packet bit (EN P) set. 
The LANCE will also update the message byte count 
(RM D2 ) with the total number of bytes received for this 
packet in the current buffer (the last buffer for this 
packet). 

127 

127 

Notes: 

6 
Output r--1\.. 
Packet i__,/ 

A B 

c 
A 

B 

c 
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Figure 8-1. Data Chaining (Transmit) 

6 
Transmit 

4 

Receive 
05698D-035A 

1. W, X, Y, Z are the packets queued for transmission. 
2. A, B, C, Dare the packets received by the LANCE. 

Figure 8-2. Buffer Management Descriptor Rings 
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LANCE OMA Transfer (Bus Master Mode) 

There are two types of DMA Transfers with the LANCE: 

- Burst mode DMA 

- Single word OMA 

Burst Mode OMA 

Burst DMA is used for Transmission or Reception of the 
Packets, (Read/Write from/to Memory). 

The Burst Transfers are 8 consecutive word reads 
(transmit) or writes (receive) that are done in a single 
bus arbitration cycle. In other words, once the LANCE 
receives the bus acknowledge, (HLDA = LOW), it will do 
8 word transfers (8 OMA cycle, min. at 600 ns i:ier cycle) 
without releasing the bus request signal (HOLD = 
LOW). If there are more than 16 bytes empty in the 
FIFO, in transmit mode, or at least 16 bytes of data, in 
the FIFO in receive mode, when the LANCE releases 
the bus (HOLD deasserted). the LANCE will requestthe 
bus again within 700 ns. (HOLD dwell time). Burst DMAs 
are always 8 cycle transfers unless there are fewer than 
8 words left to be transferred in to/from the SILO. 

Single Word OMA Transfer 

The LANCE initiates single word DMA transfers to ac­
cess the transmit, receive rings or initialization block. 
The LANCE will not initiate any burst DMA transfer be­
tween the time that it gets to own the descriptor, and ac­
cessing the descriptor entries in the ring (an average of 
3-4 separate DMA cycles for a multibuffer packet) or 
reading the initialization block. 

Bus Latency Requirements 

If the time between HOLD and HLDA is such that three 
consecutive single word DMA transfers can take more 
than 33.5 µsec., under certain rather unusual conditions 
the receiver can lock up and stop receiving packets. 
This problem occurs if during the time that the LANCE is 
polling a descriptor ring, a packet addressed to this node 
arrives and causes the FIFO to overflow before the poll­
ing is complete. 

If the system design can not guarantee a short enough 
bus latency, the problem can be solved by either exter­
nal hardware or software. For the hardware solution, an 
external circuit could interrupt the processor if fewer 
than 3 DMA transfers occur within 47 µsec. after the 
RENA signal goes active. This interrupt would signal 
the software to reset the LANCE by setting the STOP bit 
in CSRo. 

For a software solution a timer interrupt can cause the 
software to reset the LANCE after no packets have been 
received for a certain period of time. The length of this 
time period can vary with the amount of traffic on the net­
work. When traffic is heavy, the timeout delay should be 
short. When traffic is light, the timeout delay can be 
made longer. 
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FIFO Operation 

The Fl FO provides temporary buffer storage for data be­
ing transferred between the parallel bus 1/0 pins and 
serial bus 1/0 pins. The capacity of the FIFO is 48 bytes. 

Transmit 

Data is loaded into the FIFO under internal 
microprogram control. Fl FO has to have more than 16 
bytes empty before the LANCE requests the bus (HOLD 
is asserted). The LANCE will start sending the preamble 
(if the line is idle) as soon as the first byte is loaded to the 
FIFO from memory. Should transmitter be required to 
back off, there could be up to 32 bytes of data in the 
Fl FO ready for transmission. Reception has priority over 
transmission during the lime that the transmitter is back­
ing off. 

Receive 

Data is loaded into the FIFO from the serial input shift 
register during reception. Data leaves the FIFO under 
microprogram control. The LANCE microcode will wait 
until there are at least 16 bytes of data in the FIFO before 
initialing a OMA burst transfer. Preamble (including the 
synch) is not loaded into the FIFO. 

FIFO - Memory Byte Alignment 

Memory buffers may begin and end on arbitrary byte 
boundaries. Parallel data is byte aligned between the 
FIFO and DAL lines (DAL0-DAL1s). Byte alignment can 
be reversed by setting the Byte Swap (BSWP) bit in 
CSR3. 

TRANSMISSION-WORD READ FROM EVEN 
MEMORY ADDRESS 

BSWP = 0: FIFO BYTE n gets DAL <07:00> 

FIFO BYTE n + 1 gets DAL <15:08> 

BSWP = 1: FIFO BYTE n gets DAL <15:08> 

FIFO BYTE n + 1 gets DAL <07:00> 

TRANSMISSION- BYTE READ FROM EVEN 
MEMORY ADDRESS 

BSWP=O: FIFO BYTE n gets DAL <07:00> 

BSWP = 1: FIFO BYTE n gets DAL <15:08> 

TRANSMISSION - BYTE READ FROM ODD 
MEMORY ADDRESS 

BSWP=O: FIFO BYTE n gets DAL<15:08> 

BSWP = 1: FIFO BYTE n gets DAL <07:00> 

RECEPTION-WORD WRITE TO EVEN MEMORY 
ADDRESS 

BSWP=O: DAL <07:00> gets FIFO BYTE n 

BSWP = 1: DAL <15:08> gets FIFO BYTE n + 1 

RECEPTION - BYTE WRITE TO EVEN MEMORY 
ADDRESS 

BSWP = 0: DAL <07:00> 

DAL <15:08> 

BSWP = 1: DAL <15:08> 

gets FIFO BYTE n 

-don't care 

gets FIFO BYTE n 

DAL <07:00> -don't care 

RECEPTION - BYTE WRITE TO ODD MEMORY 
ADDRESS 

BSWP=O: DAL<07:00> -don't care 

DAL <15:08> gets FIFO BYTE n 

BSWP=1: DAL <15:08> - don't care 

DAL<07:00> gets FIFO BYTE n 

The LANCE Recovery and Reinitialization 

The transmitter and receiver section of the LANCE are 
turned on via the initialization block (MODE REG: DAX, 
DTX bits). The state of the transmitter and the receiver 
are monitored through the CS Ro register (AXON, TXON 
bits). The LANCE must be reinitialized if the transmitter 
and/or the receiver has not been turned on during the 
original initialization, and later it is desired to have them 
turned on. Another reason why it may be desirable to re­
initialize the LANCE, to turn the transmitter and/or re­
ceiver back on again, is when eithersection shuts off be­
cause of an error (MERA, UFLO, TX BUFF error). Care 
must be taken when the LANCE is reinitialized. The user 
should rearrange the descriptors in the transmit or re­
ceive ring prior to reinitialization. This is necessary since 
the transmit and receive descriptor pointers are reset to 
the beginning of the ring upon initialization. 

To reinitialize the LANCE, the user must stop the 
LANCE by setting the stop bit in CSRo prior to 
reinitialization (setting INIT bit in CSRo). The userneeds 
to reprogram CSR3 because its content gets cleared 
when the stop bit gets set (soft reset). CSA3 reprogram­
ming is not needed when default values BCON, ACON, 
and BSWP are used. CSR1 and CSR2 must be reloaded 
after the STOP bit is set. 

It is recommended that the LANCE not be re-started, 
once it has been stopped (STOP= 1 in CSRo), by simply 
setting the STAT bit in CS Ro. Re-starting the LANCE by . 
setting the STAT bit puts the LANCE in operation in ac­
cordance with the parameters set up in the mode regis­
ter. However, contents of the descriptor pointers in the 
LANCE are not guaranteed upon re-start. 

Frame Formatting 

The LANCE performs the encapsulation/decapsulation 
function of the data link layer (2nd layer of ISO model) as 
follows: 
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Transmit 

In transmit mode, the user must supply the destination 
address, source address, and Type Field (or Length 
Field) as a part of data in transmit data buffer memory. 
The LANCE will append the preamble, synch, and CRC 
(FCS) to the frame as is shown in Figures 9-1 and 9-2. 

Receive 

In receive mode, the LANCE strips off the preamble and 
synch bits and transfers the rest of the frame, including 
the CRC bytes (4 bytes), to the memory. The LANCE will 
discard packets with less than 64 bytes (runt packet) 
and will reuse the receive buffer for the next packet. This 
is the only case where the packet is discarded. A runt 
packet is normally the result of a collision. 

Preamble 
1010 ... 1010 

62 
Bits 

Synch 
1 

2 
Bits 

1 
Dest. Source 

Type Data FCS ADR ADR 

6 6 2 46-1500 4 
Bytes Bytes Bytes Bytes Bytes 

05698 D-036A 

Figure 9-1. Ethernet Frame Format 

Preamble 
1010 ... 1010 

56 
Bits 

SFD 
10101011 

8 
Bits 

-.....---. 
Dest. Source L 
ADR ADR Length D 

6 6 2 46-1500 4 
Bytes Bytes Bytes Bytes Bytes 

05698D-037A 

Figure 9-2. IEEE 802.3 MAC Frame Format 

Framing Error (Dribbling Bits) 

The LANCE can handle up to 7 dribbling bits when a re­
ceived packet terminates; the input to the LANCE, 
RCLK, stops following the deassertion of RENA. During 
the reception, the CRC is generated on every serial bit 
(including the dribbling bits) coming from the cable, and 
it gets stored internally on byte boundary. The framing 
error is reported to the user as follows: 

If the number of the dribbling bits are 1 to 7 bits 
and there is no CRC error, then there is no 
Framing error (FRAM= 0). 

If the number of the dribbling bits are less than 8 
and there is a CRC error, then there is also a 
Framing error (FRAM= 1). 

If the number of the dribbling bits = 0, then there 
is no Framing error. There may or may not be a 
CRC error. 

lnterpacket Gap Time (IPG) 

The interpacket gap time for back-to-back transmission 
is 9.6 to 10.6 microseconds, including synchronization. 
The interpacket delay interval begins immediately after 
the negation of the RENA signal. During the first 4.1 µs 
of the IPG, RENA activity is masked off internally in the 
LANCE. If RENA is asserted and remains asserted dur­
ing the first 4.1 µs of I PG following a receive, the LANCE 

AMO l:1 
will defer to the packet (it will not receive it). If this condi­
tion occurs following a transmit, the LANCE will start to 
look for the synch bits (011) and about 800 ns (8 bittime) 
after the 4.1 µs window has elapsed. Therefore, the 
packet may be received correctly if at least 8 bits of the 
preamble are left following the4.1 µs window, or the re­
ceived packet may contain CRC error (not enough pre­
amble bits left, LANCE may be locking to the synch bits 
in the middle of data), or the received packet may be dis­
carded because of the runt packet filter (some data is 
lost during the 4.1 µs window). 

If RENA is asserted afterthe4.1 µswindow, the LANCE 
will treat this as the start of a new packet. It will start to 
look for the synch bits (011) 8-bit time after RENA be­
comes active. Whenever the LANCE is about to transmit 
and is waiting for the interpacket delay to elapse, it will 
begin transmission immediately after the interpacket 
delay interval, independent of the state of RENA. How­
ever, RENA must be asserted during the time thatTENA 
is high. The LCAR (loss of carrier) error bit is otherwise 
set in TMD3, after the packet has been transmitted. 

Collision Detection and Collision JAM 

Collisions are detected by monitoring the CLSN pin. If 
CLSN becomes asserted during a frame transmission, 
TENA will remain asserted for at least 32 (but not more 
than 40) additional bit times (including CLSN synchroni­
zation). This additional transmission after collision is re­
ferred to as COLLISION JAM. If collision occurs during 
the transmission of the preamble, the LANCE continues 
to send the preamble, and sends the JAM pattern follow­
ing the preamble. If collision occurs afterthe preamble, 
the LANCE will send the JAM pattern following the 
transmission of the current byte. The JAM pattern is any 
pattern except the CRC bytes. 

Receive Based Collision 

If CLSN becomes asserted during the reception of a 
packet, this reception is immediately terminated. De­
pending on the timing of COLLISION DETECTION, the 
following will occur. A collision that occurs within 6 byte 
times (4.8 µs) will result in the packet being rejected be­
cause of an address mismatch with the FIFO write point­
er being reset. A collision that occurs within 64 byte 
times (51.2 µs) will result in the packet being rejected 
since it is a runt packet. A collision that occurs after 
64 byte times (late collision) will result in a truncated 
packet being written to the memory buffer with the CRC 
error bit most likely being set in the Status Word of the 
Receive Ring. Late collision error is not recognized in re­
ceive mode. 

Transmit Based Collision 

When a transmission attempt has been terminated due 
to the assertion of CLSN, (a collision that occurs within 
64 byte times), the LANCE will attemptto retry it 15 more 
times. The LANCE does not try to reread the descriptor 
entries from the T x ring upon each collision. The de­
scriptor entries for the current buffer are internally 
saved. The scheduling of the retransmissions is deter­
mined by a controlled randomized process called ''!run-
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cated binary exponential backoff." Upon the negation of 
the COLLISION JAM interval, the LANCE calculates a 
delay before retransmitting. The delay is an integral mul­
tiple of the SLOT TIME. The SLOT TIME is 512 bit times. 
The number of SLOT TIMES to delay before the nth 
retransmission is chosen as a uniformly distributed ran­
dom integer in the range: 0$ r $ 2k where k = min (n, 10). 

If all 16 attempts fail, the LANCE sets the ATAY bit inthe 
current Transmit Message Descriptor 3, TMDa, in mem­
ory, gives up ownership (sets the own bit to zero) for this 
packet, and processes the next packet in transmit ring 
for transmission. If there is a late collision (collision oc­
curring after 64 byte times), the LANCE will not transmit 
again; it will terminate the transmission, note the LCOL 
error in TMDa, and transmit the next packet in the ring. 

Collision - Microcode Interaction 

The microprogram uses the time provided by COLLI­
SION JAM, INTER PACKET DELAY, and the backoff in­
terval to restore the address and byte counts internally 
and starts loading the FIFO in anticipation of retransmis­
sion. It is important that LANCE be ready to transmit 
when the backoff interval elapses to utilize the channel 
properly. 

Time Domain Reflectometry 

The LANCE contains a time domain reflectometry 
counter. The TOR counter is ten bits wide. It counts at a 
10 MHz rate. It is cleared by the microprogram and 
counts upon the assertion of RENA during transmission. 
Counting ceases if CLSN becomes true, or RENA goes 
inactive. The counter does not wrap around; once all 
ON Es are reached in the counter, that value is held until 
cleared. The value in the TOR is written into memory fol­
lowing the transmission of the packet. TOR is used to 
determine the location of suspected cable faults. 

Heartbeat 

During the interpacket gap time following the negation of 
TENA, the CLSN input is asserted by some transceivers 
as a self-test. If the CLSN input is not asserted within 
2 µs following the completion of transmission, then the 
LANCE will set the CERA bit in CSRo. CERA error will 
not cause an interrupt to occur (INTR = 0). 

Cyclic Redundancy Check (CRC) 

The LANCE utilizes the 32-bit CRC function used in the 
Autodin-11 network. Refer to the Ethernet specification 
(section 6.2.4 Frame Check Sequence Field and Ap­
pendix C; CRC Implementation) for more detail. The 
LANCE requirements for the CRC logic are the 
following: 

1. TRANSMISSION- MODE <02> LOOP= 0, MODE 
<03> DTCR = 0. The LANCE calculates the CRC 
from the first bit following the Start bit to the last bit of 
the data field. The CRC value inverted is appended 
onto the transmission in one unbroken bit stream. 

2. RECEPTION- MODE <02> LOOP= 0. The LANCE 
performs a check on the input bit stream from the 
first bit following the Start bit to the last bit in the 
frame. The LANCE continually samples the state of 
the CRC check on framed byte boundaries, and, 
when the incoming bit stream stops, the last sample 
determines the state of the CRC error. Framing 
error (FRAM) is not reported if there is no CRC 
error. 

3. LOOPBACK- MODE <02> LOOP =1, MODE <03> 
DTRC = 0. The LANCE generates and appends the 
CRC value to the outgoing bit stream as in 
Transmission but does not perform the CRC check 
of the incoming bit stream. 

4. LOOPBACK- MODE <02> LOOP= 1 MODE <03> 
DTRC = 1. LANCE performs the CRC check on the 
incoming bit stream as in Reception, but does not 
generate or append the CRC value to the outgoing 
bit stream during transmission. 

Loop back 

The normal operation of the LANCE is as a half-duplex 
device. However, to provide an on-line operational test 
of the LANCE, a pseudo-full duplex mode is provided. In 
this mode simultaneous transmission and reception of a 
loopback packet are enabled with the following con­
straints: 

1. The packet length must be no longer than 32 bytes, 
and no shorter than eight bytes, exclusive of the 
CRC. 

2. Serial transmission does not begin until the FIFO 
contains the entire output packet. 

3. Moving the input packet from the FIFO to the 
memory does not begin until the serial input bit 
stream terminates. 

4. CRC may be generated and appended to the output 
serial bit stream or may be checked on the input 
serial bit stream, but not both in the s.ame 
transaction. 

5. In internal loopback, the packets should be 
addressed to the node itself. 

6. In external loopback, multicast addressing can be 
used only when DTCR = 1 is inthe mode register. In 
this case, the user needs to append the CRC bytes. 

Loopback is controlled by bits <06, 03, 02> INTL, DTCR, 
and LOOP of the MODE register. 

External Loopback Test Procedure 

If the LANCE performs an external loopback test in a live 
network in which packets can be sent to the LANCE dur­
ing the loopback test, a failure can be reported when in 
fact there is no problem. This problem occurs when a 
packet addressed to this node (or a broadcast packet) 
arrives after the LANCE has started to load the FIFO for 
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loopback transmission but before the LANCE has 
started to transmit. When this happens, the data in the 
Fl FO can become corrupted such that the data transmit­
ted are not the same as the data in the transmit buffer. 
As a result CRC, OFLO, UFLO, RTRY, or LCAR errors 
can be reported when there is nothing wrong with the 
system. 

No Error 

External Loopback 
Test 

Start Test 

Unambiguous 
Error 

Log Error 

N = Max. number of times to repeat the test. 

AMD~ 
Therefore to eliminate false errors, the external loop­
back routine should run the test a predetermined num­
ber of times (20 to 30 times are more than enough) or 
until the test passes or ·until an unambiguous error 
(BABL, CERR, MISS, MERR, FRAM, BUFF, or LCOL) 
occurs. 

Ambiguous 
Error 

NO 

05698D-038A 

Figure 9. External Loopback Test Flow Chan 
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Serial Transmission 

Serial transmission consists of sending an unbroken bit 
stream from the Tx output pin consisting of: 

1. Preamble/Start bit: 62 alternating ONES and 
ZEROES terminating with the synch in two ON Es. 
The last ONE is the Start bit. 

2. Data: The serialized byte stream from the FIFO 
Shifted out with LSB first. 

3. CRC: The inverted 32-bit polynomial calculated 
from the Data, address, and type field. CRC is not 
transmitted if: 

i. Transmission of the Data field is truncated for 
any reason. 

ii. CLSN becomes asserted any time during 
transmission. 

iii. MODE <03> DTCR = 1 in a normal or loopback 
transmission mode. 

The Transmission is indicated at the output pin by the 
assertion of TENA with the first bit of the preamble and 
the negation of TENA after the last transmitted bit. 

The LANCE starts transmitting the preamble when the 
following are satisfied: 

1. There is at least one byte of data to be 
transmitted in the FIFO. 

2. The interpacket delay has elapsed. 

3. The backoff interval has elapsed, if a 
retransmission. 

Serial Reception 

Serial reception consists of receiving an unbroken bit 
stream on the Rx input pin consisting of: 

1. Preamble/Start bit: Two ONES occurring a 
minimum of 8 bit times after the assertion of 
RENA. The last ONE is the Start bit. 

2. Destination Address: The 48 bits (6 bytes) 
following the Start bit. 

3. Data: The serialized byte stream following the 
Destination Address. The last 4 complete byies of 
data are the CRC. The Destination Address and 
the Data are framed into bytes and enter the 
FIFO. Source Address and Type field are part of 
the data which are transparent to the LANCE. 

Reception is indicated at the input pin by the assertion of 
RENA and the presence of clock on RCLK while TENA 
is inactive. The LANCE does not not sample the re­
ceived data until about 800 ns AFTER RENA goes high. 
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APPENDIX A 
8086 computer program example to generate the hash filter, for multicast addressing in the LANCE. 

6 SUBROUTINE TO SET A BIT IN THE HASH FIL TEA FROM A 

7 GIVEN ETHERNET LOGICAL ADDRESS 

8 ON ENTRY SI POINTS TO THE LOGICAL ADDRESS WITH LSB FIRST 

9 DI POINTS TO THE HASH FIL TEA WITH LSB FIRST 

10 ON RETURN SI POINTS TO THE BYTE AFTER THE LOGICAL ADDRESS 

11 ALL OTHER REGISTERS ARE UNMODIFIED 

12 

13 PUBLIC SETHASH 

14 ASSUME CS:CSE61 

15 

16 = 1DB6 POLYL EOU 1DB6H ;CRC POL YNOMINAL TERMS 

17 = 04C1 POLYH EQU 04C1H 

18 

19 0000 CSE61 SEGMENT PUBLIC 'CODE' 

20 

21 0000 SETHASH PROC NEAR 

22 000050 PUSH AX ;SAVE ALL REGISTERS 

23 000153 PUSH BX 

24 000251 PUSH ex 
25 000352 PUSH DX 

26 000455 PUSH BP 

27 

28 0005 B8 FFFF MOV AX,OFFFFH ;AX,DX =CRC ACCUMULATOR 

29 0008 BA FFFF MOV DX,OFFFFH ;PRESET CRC ACCUMULATOR TO ALL 1'S 

30 OOOB B5 03 MOV CH,3 ;CH =WORD COUNTER 

31 

32 OOOD 8B 2C SETH10: MOV BP,[S1] ;GET A WORD OF ADDRESS 

33 OOOF 83 C6 02 ADD S1,2 ;POINT TO NEXT ADDRESS 

34 0012 B1 10 MOV CL,16 ;CL=BIT COUNTER 

35 

36 00148B DA SETH20: MOV BX,DX ;GET HIGH WORD OF CRC 

37 0016 D1 C3 ROL BX,1 ;PUT CRC31 TO LSB 

38 0018 33 DD XOR BX.BP ;COMBINE CRC31 WITH INCOMING BIT 

39 001A D1 EO SAL AX,1 ;LEFT SHIFT CRC ACCUMULATOR 

40 001C D1 D2 RCL DX,1 

41 001 E 81 E3 0001 AND BX,0001H ;BX=CONTROL BIT 

42 0022 74 07 JZ SETH30 ;DO NOT XOR IF CONTROL BIT= 0 

43 

44 PERFORM XOR OPERATION WHEN CONTROL BIT= 1 

45 

46 0024351D 86 XOR AX,POLYL 

47 0027 81 F2 04C1 XOR DX,POLYH 

48 

49 002B OB C3 SETH30: OR AX.BX ;PUT CONTROL BIT IN CRCO 

50 002D D1 CD ROA BP,1 ;ROTATE ADDRESS WORD 
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51 002F FE C9 DEC CL ;DECREMENT BIT COUNTER 

52 0031 75 E1 JNZ SETH20 

53 0033 FE CD DEC CH ;DECREMENT WORD COUNTER 

54 0035 75 D6 JNZ SETH10 

55 FORMATION OF CRC COMPLETE, AL CONTAINS THE REVERSED HASH 

56 CODE 

58 0037B9 OOOA MOV CX,10 

49 003A DO EO SETH40: SAL AL,1 ;REVERSE THE ORDER OF BITS IN AL 

60 003CDO DC RCR AH,1 ;AND PUT IT IN AH 

61 003E E2 FA LOOP SETH40 

62 

63 AH NOW CONTAINS THE HASH CODE 

64 
65 00408A DC MOV BL.AH ;BL = HASH CODE, BH IS ALREADY ZERO 

66 0042 B1 03 MOV CL,3 ;DIVIDE HASH CODE BY 8 

67 0044 D2 EB SHR BL,CL ;TO GET TO THE CORRECT BYTE 

68 0046 BO 01 MOV AL,01H ;PRESET FILTER BIT 

69 0048 80 E45 07 AND AH,7H ;EXTRACT BIT COUNT 

70 004B8A CC MOV CL.AH 

71 004D D2 EO SHL AL.CL ;SHIFT BIT TO CORRECT POSITION 

72 004F 08 01 OR [DI+ BX],AL ;SET IN HASH FILTER 

73 0051 5D POP BP 

74 00525A POP DX 

75 0053 59 POP ex 
76 00545B POP BX 

77 0055 58 POP AX 

78 0056 C3 RET 

79 

80 0057 SETHASH ENDP 

81 

82 0057 CSEG1 ENDS 

83 

84 END 

Program example in BASIC to generate the hash filter, for multicast addressing, in the LANCE. 

100 REM 

11 O REM PROGRAM TO GENERATE A HASH NUMBER GIVEN AN ETHERNET ADDRESS 

120 REM 

130 DEFINT A-Z 

140 DIM A(47): REM ETHERNET ADDRESS. 48 BITS. 

150 DIM A$(6): REM INPUT FROM KEYBOARD 

160 DIM C(32): REM CRC REGISTER-32 BITS 

170 PRINT "ENTER ETHERNET ADDRESS AS 6 HEXADECIMAL NUMBERS SEPARATED" 

180 PRINT "BY BLANKS. EACH NUMBER REPRESENTS ONE BYTE. THE LEAST" 

190 PRINT "SIGNIFICANT BIT OF THE FIRST BYTE IS THE FIRST BIT TRANSMITTED." 

200 PRINT"" 
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210 PRINT "ENTER ETHERNET ADDRESS"; 

220 INPUT A$(0), A$(1 ), A$(2), A$(3), A$(4), A$(5) 

240 REM 

250 REM UNPACK ETHERNET ADDRESS INTO ADDRESS ARRAY 

260 REM 

270 M=O 

280 FOR I= 0 TO 47: A(I) = O: NEXT I 

290 FOR I = O TO 5 

300 IF LEN(A$(1)) = 1 THEN A$(1) = "O" + A$(1) 

310 A$(1) = UCASE$(A$(1)) 

320 FOR N = 2 TO 1 STEP-1 

330 Y$ = MID$(A$(1), N, 1) 

340 IF Y$ = "O" THEN 510 

350 IF Y$ = "1"THEN A(M) = 1· GOTO 510 

360 IF Y$ = "2" THEN A(M + 1) = 1: GOTO 510 

370 IF Y$ = "3"THEN A(M + 1) = 1:A(M) = 1: GOTO 510 

380 IF Y$ = "4" THEN A(M + 2) = 1: GOTO 51 O 

390 IF Y$ = "5" THEN A(M + 2) = 1: A(M) = 1: GOTO 510 

400 IF Y$ = "6" THEN A(M + 2) = 1: A(M + 1) = 1: GOTO 510 

41 0 IF Y$ = "7" TH EN A( M + 2) = 1 : A( M + 1 ) = 1 : A( M) = 1 : GOTO 51 0 

420 A(M + 3) = 1 

430 IF Y$ = "8" THEN 51 o 
440 IF Y$ = "9" THEN A(M) = 1 : GOTO 510 

450 IF Y$ ="A" THEN A(M + 1) = 1: GOTO 510 

460 IF Y$ = "B" THEN A(M + 1) = 1: A(M) = 1: GOTO 51 O 

470 IF Y$ = "C"THEN A(M + 2) = 1: GOT0510 

480 IF Y$ = "D" THEN A(M + 2) = 1: A(M) = 1: GOTO 51 O 

490 IF Y$ = "E" THEN A(M + 2) = 1: A(M + 1) = 1: GOTO 51 O 

500 IF Y$ = "F" THEN A(M + 2) = 1: A(M + 1) = 1: A(M) = 1 

510 M=M+4 

520 NEXT N 

530 NEXT I 

540 REM 

550 REM PERFORM CRC ALGORITHM ON ARRAY A(0-47) 

560 REM 

570 FOR I= 0 TO 31: C(I) = 1: NEXT I 

580 FOR N = OTO 47 

590 REM SHIFT CRC REGISTER BY 1 

600 FOR I= 32 TO 1 STEP -1: C(I) = C(l-1 ): NEXT I 

610 C(O) = 0 

620 T = C(32) XOR A(N): REM T =CONTROL BIT 

630 IF T = O THEN 700: REM JUMP IF CONTROL BIT =0 

640 C(1) = C(1) XOR 1: C(2) = C(2) XOR 1: C(4) = C(4) XOR 1 

650 C(5) = C(5) XOR 1: C(7) = C(7) XOR 1: C(8) = C(8) XOR 1 

660 C(10) = C(10) XOR 1: C(11) = C(11) XOR 1: C(12) = C(12) XOR 1 
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670 C(16) = C(16) XOR 1: C(22) = C(22) XOR 1: C(23) = C(23) XOR 1 

680 C(26) = C(26) XOR 1 

690 C(O) = 1 

700 NEXT N 

710 REM 

720 REM CRC COMPUTATION COMPLETE, EXTRACT HASH NUMBER FROM C(O) TO C(5) 

730 REM 

740 HH=32'C(O)+ 16'C(1 )+8'C(2)+4'C(3)+2'C(4)+C(5) 

750 PRINT "THE HASH NUMBER FOR "; 

760 PRINT A$(0);" "; A$(1 ); ""; A$(2); ""; A$(3);" "; A$(4);" "; A$(5); 

770 PRINT "IS"; HH 

780 GOTO 210 

Program example in C to generate the hash filter, for multicast addressing, in the LANCE. 

f'*********************************************************** 

• hash.c Rev 0.1 
• Generate a logical address filter value from a list of 
• Ethernet multicast addresses. 

• Input: 
User is prompted to enter an Ethernet address in 
Ethernet hex format: First octet entered is the first 

octet to appear on the line. LSB of most 
significant octet is the first bit on the line. 
Octets are separated by blanks. 

After results are printed, user is prompted for 
another address. 

(Note that the first octet transmitted is stored in 
the LANCE as the least significant byte of the Physical 
Address Register.) 

• Output: 
After each address is entered, the program prints the 
hash code for the last address and the cumulative 
address filter function. The filter function is 
printed as 8 hex bytes, least significant byte first. 

****** ****** *** ******* ********** ** • ** **** * ** ****"' ** * •• **** * *****I 

#include <Stdio.h> 
void updateCRC (int bit); 

int adr[6], r Ethernet address 'I 
ladrf[S], r Logical address filter 'I 
CRC(33], r CRC register, 1 word/bit + extra control bit 'I 
polyO = r CRC polynomial. poly[n] = coefficient of 

}; 
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the x"n term of the CRC generator polynomial. 'I 
{1,1,1,0, 1,1,0,1, 
1,0, 1, 1, 1,0,0,0, 
1,0,0,0, 0,0, 1, 1, 
0,0, 1,0, 0,0,0,0 
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void main() 
{ 

int k,i, byte; 
int hashcode; 
char buf[BO]; 

r temporary array indices ·1 
r the object of this program •1 
r holds input characters • , 

for (i=O;kB;i++) ladrf[i] = O; r clear log. adr. filter ·1 

printf ("Enter Ethernet addresses as 6 octets separated by blanks.\n"); 
printf ("Each octet is one or two hex characters. The first octet \n"); 
printf ("entered is the first octet to be transmitted. The LSB of \n"); 
printf ("the first octet is the first bit transmitted. After each \n"); 
prinlf ("address is entered, the Logical Address Filter contents \n"); 
printf ("are displayed, least significant byte first, with the \n"); 
printf ("appropriate bits set for all addresses entered so far.\n"); 
printf (" To exit press the <Enter> key.\n\n"); 

while (1) 
{ 
loop: 

printf (''\nEnter address: "); 

r If 1st character= CR, quit, otherwise read address. 'I 
gets (buf); 
if ( buf[O] == '\O') break; 
if (sscanf (buf, "%x %x %x %x %x %x", 

&adr[O], &adr[1 ], &adr[2],&adr[3],&adr[4],&adr[5)) 
!= 6) 
{ printf 

("Address must contain 6 octets separated by blanks.\n"); 
goto loop; 

} 
if ((adr[O] & 1) == 0) 

{ printf ("First octet of multicast address"); 
prinlf ("must be an odd number.\n"); 
goto loop; 

} 

I' Initialize CRC • / 
for (i=O; k32; i++) CRC[i] = 1; 

r Process each bit of the address in the order of transmission."/ 

for (byte=O; byte<6; byte++) 
for (i=O; kB; i++) 

updateCRC ((adr[byte] » i) & 1 ); 

I' The hash code is the 6 least significant bits of the CRC 
in reverse order: CRC[O] = hash[5], CRC[1] = hash[4], etc . . , 

hashcode = O; 
for (i=O; k6; i++) hashcode = (hashcode « 1) + CRC[i]; 

I' Bits 3-5 of hashcode point to byte in address filter. 
Bits 0-2 point to bit within that byte. •1 

Am7990 
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byte = hashcode » 3; 
ladrf[byte] I= (1 « (hashcode & 7)); 
print! ("hashcode = %d (decimal) ladrf[0:63] = ", hashcode); 
for (i=O; i<8; i++) 

} 

print! ("%02X ", ladrf[i]); 
print! (" (LSB first)\n"); 

void updateCRC (int bit) 
{ 

int j; 

r shift CRC and control bit (CRC[32]) • / 
for (j=32; j>O; j-) CRC[j] = CRC[j-1 ]; 
CRC[O] = O; 

r If bit XOR (control bit)= 1, set CRC = CRC XOR polynomial. *I 

if (bit • CRC[32]) 
for (j=O; j<32; j++) CRCOJ •= polyOJ; 
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The table "Mapping of Logical Address to Filter Mask" 
can be used to find a multicast address that maps into a 
particular address filter bit. For example, address BB 00 
00 00 00 00 maps into bit 15. Therefore, any node that 
has bit 15 set in its logical address filter register will re­
ceive all packets addressed to BB 00 00 00 00 00. The 

AMD~ 
table also shows that bit 15 is located in bit 7 of byte 1 of 
the Logical Address Filter Register. 

Addresses in this table are shown in the standard Ether­
net format. The leftmost byte is the first byte to appear 
on the network with the least significant bit appearing 
first. 

Mapping of Logical Address to Fiiter Mask 

Byte Bit LAF Destination Byte Bit LAF Destination 
Pos Pos Bit Address Acce~ted Pos Pos Bit Address Acc~ed 

0 0 0 B5 00 00 00 00 00 4 0 32 21 00 00 00 00 00 

0 1 1 A5 00 00 00 00 00 4 1 33 01 00 00 00 00 00 

0 2 2 E5 00 00 00 00 00 4 2 34 41 00 00 00 00 00 

0 3 3 C5 00 00 00 00 00 4 3 35 71 00 00 00 00 00 

0 4 4 45 00 00 00 00 00 4 4 36 E1 00 00 00 00 00 

0 5 5 65 00 00 00 00 00 4 5 37 C1 00 00 00 00 00 

0 6 6 25 00 00 00 00 00 4 6 3B B1 00 00 00 00 00 

0 7 7 05 00 00 00 00 00 4 7 39 A1 00 00 00 00 00 

1 0 B 2B 00 00 00 00 00 5 0 40 BF 00 00 00 00 00 

1 1 9 OB 00 00 00 00 00 5 1 41 BF 00 00 00 00 00 

1 2 10 4B 00 00 00 00 00 5 2 42 EF 00 00 00 00 00 

1 3 11 SB 00 00 00 00 00 5 3 43 CF 00 00 00 00 00 

1 4 12 EB 00 00 00 00 00 5 4 44 4F 00 00 00 00 00 

1 5 13 CB 00 oo 00 00 00 5 5 45 SF 00 00 00 00 00 

1 6 14 BB 00 00 00 00 00 5 6 46 2F 00 00 00 00 00 

1 7 15 BB 00 00 00 00 00 5 7 47 OF 00 00 00 00 00 

2 0 16 C7 00 00 00 00 00 6 0 4B 63 00 00 00 00 00 

2 1 17 E7 00 00 00 00 00 6 1 49 43 00 00 00 00 00 

2 2 1B A7 00 00 00 00 00 6 2 50 03 00 00 00 00 00 

2 3 19 B7 00 00 00 00 00 6 3 51 23 00 00 00 00 00 

2 4 20 07 00 00 00 00 00 6 4 52 A3 00 00 00 00 00 

2 5 21 27 00 00 00 00 00 6 5 53 83 00 00 00 00 00 

2 6 22 67 00 00 00 00 00 6 6 54 C3 00 00 00 00 00 

2 7 23 47 00 00 00 00 00 6 7 55 E3 00 00 00 00 00 

3 0 24 69 00 00 00 00 00 7 0 56 CDOO 00 00 00 00 

3 1 25 49 00 00 00 00 00 7 1 57 EDOO 00 00 00 00 

3 2 26 09 00 00 00 00 00 7 2 5B AD 00 00 00 00 00 

3 3 27 29 00 00 00 00 00 7 3 59 80 00 00 00 00 00 

3 4 2B A9 00 00 00 00 00 7 4 60 OD 00 00 00 00 00 

3 5 29 B9 00 00 00 00 00 7 5 61 2D 00 00 00 00 00 

3 6 30 C9 00 oo 00 00 00 7 6 62 60 0000 00 00 00 

3 7 31 E9 00 00 00 00 00 7 7 63 40 00 00 00 00 00 
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ABSOLUTE MAXIMUM RATINGS 
Storage Temperature -65°C to + 150°C 

Ambient Temperature with 
Power Applied -25 to + 125°C 

Supply Voltages to Ground Potential 
Continuous -0.3 V to +7 V 

Commercial Power Dissipation 1 .5 W 

Stresses above those listed under Absolute Maximum Rat­
ings may cause permanent device failure. Functionality at or 
above these limits is not implied. Exposure to Absolute Maxi­
mum Ratings for extended periods may affect device reliabil­
ity. Programming conditions may differ. 

OPERATING RANGES 
Commercial (C) Devices 

Temperature (TA) 

Supply Voltage (Vee) 

Vss 

Oto +70°C 

+4.75 V to +5.25 v 
ov 

Operating ranges define those limits between which the func­
tionality of the device is guaranteed. 

DC CHARACTERISTICS over operating ranges unless otherwise specified 
Parameter Commercial 
Symbol Parameter Description Test Conditions Min. Typ. Max. Unit 

V1L Input LOW Voltage (Except RX, TCLK) 0.8 v 
V1H Input HIGH Voltage (Except RX, TCLK) 2 v 
VLL Input LOW Voltage (RX, TCLK) 0.8 v 
VcH Input HIGH Voltage (RX, TCLK) 2 v 
VoL Output LOW Voltage COM'L loL = 3.2 mA 0.5 v 

MIL IOL = 1.6 mA 

VoH Output HIGH Voltage COM'L IOH = -0.4 mA 2.4 v 
MIL loH = -0.2 mA 

ill Input Leakage V1N = 0.4 V to Vee ±10 µA 

Ice·· Power Supply Current 200 270 mA 

''Ice is measured while running a functional pattern with spec. value loH and loL load applied. 

CAPACITANCE* (TA= 25°C; Vee= 0) 
Parameter 
Symbol Parameter Description Test Conditions Min. Typ. Max. Unit 

C1N Input Capacitance F = 1 MHz 10 pF 

CouT Output Capacitance F = 1 MHz 15 pF 

C10 Capacitance F = 1 MHz 20 pF 

'Parameters are not tested. 
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SWITCHING CHARACTERISTICS over COMMERCIAL operating ranges unless otherwise 
specified 

Parameter Test 
No. Symbol Parameter Description Conditions Min. Typ. Max. Unit 

1 !TCT TCLK Period 99 101 ns 

2 !TCL TCLK LOW Time 45 ns 

3 ITCH TCLK HIGH Time 45 ns 

4 !TCR Rise Time of TCLK (Note 3) 8 ns 

5 !TCF Fall Time of TCLK (Note 3) 8 ns 

6 !TEP TENA Propagation Delay After the 
Rising Edge of TCLK CL= 50 pF 70 ns 

7 ITEH TENA Hold Time After the Rising 
Edge of TCLK CL= 50 pF 5 ns 

8 !TOP TX Data Propagation Delay After the 
Rising Edge of TCLK CL= 50 pF 70 ns 

9 !TOH TX Data Hold Time After the Rising 
Edge of TCLK CL= 50 pF 5 ns 

10 tRCT RCLK Period (Note 3) 85 118 ns 

11 IRCH RCLK HIGH Time 38 ns 

12 IRCL RCLK LOW Time 38 ns 

13 IRCR Rise Time of RCLK (Note 3) 8 ns 

14 IRCF Fall Time of RCLK (Note3) 8 ns 

15 IRDR RX Data Rise Time (Note3) 8 ns 

16 IRDF RX Data Fall Time (Note 3) 8 ns 

17 IRDH RX Data Hold Time (RCLK to RX 
Data Change) 5 ns 

18 !RDS RX Data Setup Time (RX Data Stable 
to the Rising Edge of RCLK) 40 ns 

19 IDPL RENA LOW Time 11TCT + 20 ns 

20 ICPH CLSN HIGH Time 80 ns 

21 !DOFF Bus Master Driver Disable After Rising 
Edge of HOLD 50 ns 

22 !DON Bus Master Driver Disable After Falling 
Edge of HLDA 2!TCT + 50 ns 

23 1HHA Delay to Falling Edge of HLDA from 
Falling Edge of HOLD (Bus Master) 0 ns 

24 IRW RESET Pulse Width LOW 21TCT ns 

25 !CYCLE Read/Wrtte, Address/Data Cycle Time (Note 1) 61TCT ns 

26 IXAS Address Setup Time to the Falling 
Edge of ALE 75 ns 

27 tXAH Address Hold Time After the Rising 
Edge of DAS 35 ns 

28 IAS Address Setup Time to the Falling 
Edge of ALE 75 ns 

29 tAH Address Hold Time After the Falling 
Edge of ALE 35 ns 

30 1RDAS Data Setup Time to the Rising Edge 
of DAS (Bus Master Read) 50 ns 
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Parameter Test 
No. Symbol Parameter Description Conditions Min. Typ. Max. Unit 

31 IRDAH Data Hold Time After the Rising Edge 
of DAS (Bus Master Read) 0 ns 

32 IDDAS Data Setup Time to the Falling Edge 
of DAS (Bus Master Write) 10 ns 

33 twos Data Setup Time to the Rising Edge 
of DAS (Bus Master Write) 200 ns 

34 IWDH Data Hold Time After the Rising Edge 
of DAS (Bus Master Write) 35 ns 

35 tsoo1 Data Driver Delay After the Falling (CRS 0, 3, RAP) 41TCT ns 
Edge of DAS (Bus Slave Read) 

36 ISD02 Data Driver Delay Alter the Falling (CSR 1, 2) 12tTCT ns 
Edge of DAS (Bus Slave Read) 

37 1SRDH Data Hold Time After the Rising 
Edge of DAS (Bus Slave Read) 0 55 ns 

38 ISWDH Data Hold Time After the Rising 
Edge of DAS (Bus Slave Write) 0 ns 

39 tswos Data Setup Time to the Falling Edge 
of DAS (Bus Slave Write) 0 ns 

40 IALEW ALE Width HIGH 120 ns 

41 !DALE Delay from Rising Edge of DAS to the 
Rising Edge of ALE 70 ns 

42 tosw DAS Width LOW 200 ns 

43 !ADAS Delay from the Falling~e of ALE 
to the Falling Edge o! DAS 80 ns 

44 tRIDF Delay from the Rising of DALO to the 
Falling Edge of DAS (Bus Master Read) 15 ns 

45 IRDYS Delay from the Falling~e of READY 
to the Rising Edge of DAS 75 250 ns 

46 IROIF Delay from the Rising Edge of DALO to 
the Falling Edge of DALI (Bus Master Read) 15 ns 

47 IRIS DALI Setup Time to the Rising Edge of 
DAS (Bus Master) 135 ns 

48 lRIH DALI Hold Time After the Rising Edge of 
DAS (Bus Master Read) 0 ns 

49 lRIOF Delay from the Rising Edge of DALI to the 
Falling Edge of DALO (Bus Master Read) 55 ns 

50 tos DALO and .READ Setup Time to the Falling 
Edge o! ALE (Bus Master Write and Read) 110 ns 

51 !ROH DALO Hold Time After the Falling Edge of 
ALE (Bus Master Read) 35 ns 

52 IWDSI Delay from the Rising Edge of DAS to the 
Rising Edge of DALO (Bus Master Write) 35 ns 

53 ICSH CS Hold Time After the Rising Edge of DAS 
(Bus Slave) 0 ns 

54 tcss CS Setup Time to the Falling Edge of DAS 
(Bus Slave) 0 ns 
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Parameter Test 
No. Symbol Parameter Description Conditions Min. Typ. Max. Units 

55 tSAH ADA Hold Time After the Rising Edge of DAS 
(Bus Slave) 0 ns 

56 ISAS ADA Setup Time to the Falling Edge of DAS 
liBus Slave}_ 0 ns 

57 IARYD Delay from the Falling Edge of ALE to the 
Falling Edge of READY to insure a 
Minimum Bus C_ycle Time J_600 naj_ J_Note 5J_ 80 ns 

58 ISRDS Data Setup Time to the Falling Edge of 
READY (Bus Slave Read) 75 ns 

59 tROYH READY Hold Time After the Rising Edge of 
DAS (Bus Master) 0 ns 

60 tSR01 READY Driver Turn On After the Falling Edge (CSR 0, 3, RAP) 

of DAS (Bus Slave) (Notes 4, 6) 61TCT ns 

61 tSR02 READY Driver Turn On After the Falling Edge (CSR 1, 2) 

of DAS (Bus Slave) (Note 6) 141TCT ns 

62 ISRYH READY Hold Time After the Rising Edge 
of DAS (Bus Slave) 0 35 ns 

63 ts RH READ Hold Time After the Rising Edge of 
DAS (Bus Slave) 0 ns 

64 tSRS READ Setup Time to the Falling Edge of 
DAS (Bus Slave) 0 ns 

65 ICHL TCLK Rising Edge to Hold LOW or High Delay 95 ns 

66 ICAV TCLK to Address Valid 100 ns 

67 ICCA TCLK Rising Edge to Control Signals Active 75 ns 

68 !CALE TCLK Falling Edge to ALE LOW 90 ns 

69 ICDL TCLK Falling Edge to DAS Falling Edge 90 ns 

70 tRCS Ready Setup Time to TCLK (Note5) 0 ns 

71 tCDH TCLK Rising Edge to DAS HIGH 90 ns 

72 tHCS HLDA Setup to TCLK 0 ns 

73 tRENH RENA Hold Time After the Rising Edge of 
RCLK 0 ns 

74 tcsR CS recovery time between deassertion 

of CS or HOLD and assertion of CS tTcT+60 ns 

Notes: 
1. Not shown in the timing diagrams, specifies the minimum bus cycle for a single OMA transfer. Tested by functional data 

pattern. 

2. Applicable parameters associated with Receive circuit are tested at IRCT (RCLK Period) = 100 ns, tTCT = 100 ns (TCLK 
Period); RCLK and TCLK LOW/HIGH times tested at Min./Max. and Max.!Min. specifications. 

3. Not tested. 
4. CASO write access time (lsR01) when STOP bit is set can be as long as 12tTcT. 
5. The READY Setup time before negation of DAS is a function of the synchronization time of READY. The synchronization must 

occur within 100 ns. Therefore, the setup time is 100 ns plus any accumulated propagation delays. Ready slips occur on 100 
ns increments. It is guaranteed that no wait states will be added by the LANCE if either parameter #57 or #70 is met. Parame­
ter #70 is intended for systems in which TCLK is synchronized with the processor bus interface. Parameter #57 is intended 
for asynchronous systems. 

6. Parameter is for design reference only. Functional testing uses typical value± 1 TTCT. 
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Sense Point o----- --- VTHRESHOLD 

A. Normal & Three-State Outputs 

Vee 

Device Pin 

I CL 

05698D-040A 

B. Open-Drain Outputs (INTR, HOLD/BUSRQ, READY) 

TEST OUTPUT LOADS 

Pin Name Test Circuit R1(kn) CL(pF) 

All Outputs and 1/0 Pins except 
INTR, HOLD/BUSRQ, READY A - 100 

INTR, HOLD/BUSRQ, READY B 1.5 50 

1·50 Am7990 



AMO~ 
KEY TO SWITCHING WAVEFORMS 

WAVEFORM INPUTS OUTPUTS 

Must Be Will Be 
Steady Steady 

\\\\\ May Will Be 
Change Changing 
from H to L from H to L 

///// May Will Be 
Change Changing 
from L to H from L to H 

'!tllJX Don't Care; Changing, 
Any Change State 
Permitted Unknown 

ID-EK Does Not Center 
Apply Line is High-

Impedance 
"Off" State 

KS000010 

SWITCHING WAVEFORMS (Note 1) 

CLSN -~{---------\@,___--o~ 
Serial Link Timing (Collision) 

05698 D-04 1 A 

RCLK 

RX 

RENA 

05698D-042A 

Serial Link Timing (Receive) 
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SWITCHING WAVEFORMS 

TCLK 

TX 

TENA 

RENA f-111111111111111111 
05698D-043A 

*During transmit, RENA input must be asserted (HIGH) and remain active-HIGH before TENA goes inactive (LOW). If 
RENA is deasserted before TENA is deasserted, LCAR will be reported in TMD3 after the transmission is completed 
by the LANCE. 

Note: 
Please refer to Figures 3 to 6 for additional waveform diagrams. 

Serial Link Timing (Transmit) 
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Am79C900 
Integrated Local Area Communications Controller™ (ILACC™) 

Advanced 
Micro 

Devices 

DISTINCTIVE CHARACTERISTICS 
• Integrated Ethernet controller and Serlal 

Interface Adapter. 
• 32-blt bus Interface with programmable 

capability for easy Interface to popular bus 
architectures such as: 29000, 80X86, 680XO. 

• Compatible with Ethernet and ISO 8802-3 ANSI/ 
IEEE Std. 802.3 10BASE5, 10BASE2, 10BASE-T, 
and 10BASE-F. 

GENERAL DESCRIPTION 
The Am79C900 Integrated Local Area Communications 
Controller (ILACC) is a second generation EtherneV 
802.3 integrated controller and serial interface encoder/ 
decoder. The ILACC has been designed to easily inter­
face to popular microprocessor bus architectures 
through its programmable bus interface. The ILACC's 
on board DMA controller and its sophisticated buffer 
management scheme allows the system designer to 
achieve maximum performance in tightly coupled sys­
tems such as PC mother board applications and node 
processor based adapter cards. In open bus architec-
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ORDERING INFORMATION 
Standard Products 

1·58 

AMO standard products are available in several Packages and operating ranges. The ordering number 
(Valid Combination) is formed by a combination of: 

J c 

L= 
a. DEVICE NUMBER/DESCRIPTION 

Am79C900 

e. OPTIONAL PROCESSING 
Blank = Standard Processing 
B =Burn-in 

d. TEMPERATURE RANGE 
C =Commercial (TA= Oto 70°C) 

c. PACKAGE TYPE 
J = 84-Pin Plastic Leaded Chip Carrier (PL 084) 

b .. SPEED OPTION 
Not Applicable 

Integrated Local Area Communications Controller (ILACC) 

Valid Combinations 

AM79C900 JC 

Valid Combinations 

Valid Combinations list configurations planned to 
be supported in volume for this device. Consult 
the local AMD sales office to confirm availability 
of specific valid combinations, to check on newly 
released combinations. 

Am79C900 



PRELIMINARY AMO ;r1 
PIN DESCRIPTION 
ALE/AS-
Address Latch Enable/Address Strobe 
(Input/Output, High Impedance) 
Used to demultiplex the DAL bus and define the ad­
dress portion of the memory cycle. AS is the logical in­
version of ALE. The polarity of the pin is programmable 
through ACON (CSR3 bit 1) as follows: 

ACON = 0: ALE (falling edge latches address). 
ACON = 1: AS (rising edge latches address). 

Used as input during bus arbitration to detect comple­
tion of previous bus master transactions. 

BCLK 
Bus Clock (Input) 
BCLK determines the operating clock rate for the micro­
processor interface. 

BEO-BE1/SIZO-SIZ1 
Byte Enable (Output, High Impedance) 
With BACON= 00, these lines become BEO and BE1 
(DAL[O] and DAL[1] become BYTE ENABLE 2 and 3 
respectively). These signals are used for the 80X86 
interface. 

Size (Output, High Impedance) 
With BACON = 01, SIZO and SIZ1 are produced for 
680XO or Am29000 environments. 

BE2· BE3/DAL[O]-DAL[1], 
Byte enable/Data/Address lines (Input/Output, High 
Impedance) 
For BACON = 00. In master cycles, during the address 
portion of a memory transfer, the pins function as BE2-
BE3, the memory bank selected signals for an 80X86-
type environment. During the data portion of the mem­
ory transfer, DAL[O]-DAL[1] contain the read or write 
data depending on the type of transfer. In slave cycles, 
these lines operate as data lines. 

Data/Address lines (Input/Output, High Impedance) 
For BACON = 01. In master cycles, during the address 
portion of a memory transfer, the pins function as A[1] 
and A[O] the byte offset signals for a 680XO-type envi­
ronment. During the data portion of the memory trans­
fer, DAL[1 :OJ contain the read or write data depending 
on the type of transfer. In slave cycles, these lines 
operate as data lines. 

BGACK/ MASTER 
Bus Grant Acknowledge (Input/Output, Open Drain) 
Bus Grant Acknowledge indicates the current bus mas­
ter (BACON= 01). If the ILACC has requested the bus 
(asserted BUSREQ), it must wait until BUSACK be­
comes asserted (indicating the current master will relin­
quish the bus on completion of its transaction) at which 

time the ILACC will sample BGACK, DAS and ALE/AS. 
If they are in their inactive state (indicating the current 
master has completed its last cycle and no other device 
is claiming bus mastership), the ILACC will assert 
BGACK. Bus Grant Acknowledge will remain asserted 
as long as the ILACC remains bus master. Used with 
680XO family of processors. 

Master (Output, Open Drain) 
Asserted when ILACC is the bus master (BACON=OO) 
to enable data/address bus drivers. 

CID 
Control/Data Select (Input) 
Used during slave cycles to determine if the current 
transaction is transferring control or data information. 

CID= O: Data Port select. 
CID= 1: Register Address Port select. 

The input is ignored when the ILACC is a bus master. 

CDT 
Collision Detect (Input) 
When asserted, indicates that there is more than one 
node transmitting on the medium concurrently. CDT is 
only required when using the general purpose serial 
interface. CDT should be tied low when using the inter­
nal SIA (PORTSEL = 0, CSR15 bit 8). 

Cl+ 
Cl· 
Control In (Input) 
A differential line input signaling that there is a collision 
when operating the integrated SIA. Used in EtherneV 
802.3 applications. Operates at pseudo-EGL levels. 
When using the general purpose serial interface 
(PORTSEL = 1, CSR15 bit 8), Cl+/- should be tied to 
ground. 

CRS 
Carrier Sense (Input) 
CRS must be asserted when valid data is being re­
ceived by an external transceiver connected via the 
general purpose interface port. CRS is only required 
when using the general purpose serial interface. CRS 
should be tied low when using the internal SIA 
(PORTSEL = 0, CSR15 bit 8). 

cs 
ChipSelect(lnput) 
Used to access the ILACC internal registers in conjunc­
tion with C/D. Ignored during bus mastership cycles. 

DAL(31 :2] 
Data/Address Lines (Input Output, High Impedance) 
During the address portion of a memory transfer 
DAL[31 :2] contain memory address information. During 
the data portion of the memory transfer DAL[31 :2] con­
tain the read or the write data depending on the type of 
transfer. 
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DALI 
Data/Address line In (Output) 
An external bus transceiver control line used to enable 
the data path into the ILACC. Active in both master and 
slave cycles. 

DALO 
Data/Address Line Out (Output) 
An external bus transceiver control line used to enable 
the data path away from the ILACC. Active in both 
master and slave cycles. 

DAS 
Data Strobe (Input/Output, High Impedance) 
Defines the data portion of the bus transfer. Input during 
bus slave. Output during bus master cycles. 

DI+ 
DI· 
Data In (Input) 
A differential line input to the integrated SIA for receiv­
ing Manchester encoded data from the network. Oper­
ates at pseudo-EGL levels. When using the general 
purpose serial interface (PORTSEL = 1, CSR15 bit 8), 
DI ± should be tied to ground. 

DO+ 
DO· 
Data Out (Output) 
A differential line output for transmitting Manchester 
encoded data from the integrated SIA. Operates at 
pseudo-EGL levels. When using the general puri;>ose 
serial interface port (PORTS EL= 1, CSR15 bit 8), DO± 
should be left unconnected. 

HLDA/BUSACK 
Hold Acknowledge (Input) 
Response from other potential bus masters to indicate 
they have relinquished bus mastership in an 80X86-
type processor environment (BACON = 00). Any host 
which allows preemptive DMA may deassert Hold Ac­
knowledge at any time requiring the ILACC to deassert 
HOLD. 

Bus Acknowledge (Input) 
This signal is asserted by the host in response to a Bus 
Request. When Bus Acknowledge is received in re­
sponse to the chip's assertion of Bus Request, the 
ILACC becomes the bus master after ALE/AS, DAS and 
BGACK are sampled inactive. Intended for use in 
680XO-type processor environments (BACON = 01 ). 

HOLD/BUSREQ 
Hold (Output, Open Drain} 
Asserted by the ILACC to request bus mastership in 
80X86 processor configurations. The output can be 
wire-ORed with other potential bus masters. HOLD will 
be deasserted by the ILACC within a maximum of five 
bus cycles if another master preempts the ILACC (re­
moves HLDA). 

Bus Request (Output Open Drain) 
Bus Request is asserted when the chip requires the bus 
for direct memory transfer in 680XO-type processor con­
figurations. The output may be wire-ORed with other 
potential bus masters. 

INTR 
Interrupt (Output, Open Drain) 
An attention signal that indicates that one or more of the 
following status flags are set: BABL, MERR, MISS, 
TINT, IDON (all in CSRO), TXSTRT or LBE (in CSR4). 
INTR is enabled by IENA = 1 (CSRO bit 6). 

NC 
No Connection 
Do not connect. 

RiW 
Read/Write (Input/Output, High Impedance) 
Indicates the direction of data flow to or from the ILACC. 
An output during bus master cycles. An input during 
slave cycles. 

READYL 
Ready Low {Input/Output Open Drain) 
When the ILACC is a bus slave, READYL is the output 
used to request wait states to be inserted in host read/ 
write operations. When the ILACC is a bus master, 
READYL is the input acknowledge from target memory 
to indicate it will accept data in a write cycle or that valid 
data is available on the DAL bus in a read cycle. 

RESET 
System Reset (Input) 
Reset clears the internal logic. All outputs go to their 
high impedance state or are driven inactive. All bus­
related outputs are high impedance until the Initialize 
command is given by the host. 

RINTR 
Receive Interrupt (Output, Open Drain) 
When active, indicates that RINT in CSRO is set (bit 10). 
RINTR is enabled by INEA (CSRO bit 6). Receive inter­
rupts can be masked by setting the mask bit RINTM in 
CSR3 (bit 10). RINTR will remain asserted until RINT is 
cleared, RINTM is set, or INEA is cleared. RINT set in 
CSRO does not cause the external INTR to become 
asserted although the INTR summary bit in CSRO will 
be set providing RINTM in CSR3 is clear. 

RTS 
Request To Send (Output) 
RTS is asserted when the chip wishes access to the 
channel. RTS remains asserted during the transmission 
cycle. RTS will only be activated by the ILACC if the 
general purpose serial interface has been selected. 
RTS should be left unconnected if the integral SIA has 
been selected (PORTSEL = 0, CSR15 bit 8). 
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RxC 
Receive Clock (Input) 
The receive data clock operates at the network data 
rate 1 O MHz. Only required if the general purpose serial 
intertace has been selected. RxC should be tied low if 
the internal SIA has been selected (PORTSEL = 0, 
CSR15 bit 8). 

RxD 
Receive Data (Input) 
The receive serial data path to the general purpose 
serial intertace. Serial data presented on this input will 
be clocked into the ILACC by the positive edge of the 
RxC. RxC should be tied low when using the internal 
SIA (PORTSEL=O, CSR15 bit 8). 

TxC 
Transmit Clock (Input) 
The transmit data clock operates at the network data 
rate (10 MHz). Only required if the general purpose 
serial intertace has been selected. TxC should be tied 
low if the internal SIA has been selected (PORTSEL = 
0, CSR15 bit 8). 

TxD 
Transmit Data (Output) 
The transmit serial data path is only activated by the 
ILACC if the general purpose serial intertace has been 
selected. The ILACC will clock out serial data onto TxD 
on the positive edge of TxC. TxD should be left uncon­
nected if the internal SIA has been selected (PORTSEL 
= 0, CSR15 bit 8). 

Voo 
Power supply (6 pins) 
+5 V supply for internal intertace logic and 1/0 pin driver 
functions. 

Vss 
Ground (10 pins). 
0 V reference for internal intertace logic and 1/0 pin 
driver functions. 

AVoo 
Analog Power supply 
+5 V supply for the analog functions of the internal SIA. 
This supply should be separated from the digital V00 
supplies as far back to the system power supply as 
practical. 

AVss 
Analog Ground Reference 
0 V reference for the analog functions of the internal 
SIA. This ground reference should be separated from 
the digital V ss supplies as far back to the system power 
supply as practical. 

XCLK 
Clock (Output) 
XCLK is derived from the crystal oscillator. 

XTAL1 
XTAL2 
20 MHz Crystal Oscillator (Input) 
The crystal frequency determines the network data rate. 
When using an external crystal, two 100-pF capacitors 
are required between XTAL 1 and ground and XTAL2 
and ground. XTAL 1 may be driven from an external 
source in which case XTAL2 must be left floating. When 
using the internal SIA, the network data rate (10 MHz) 
will be one half of the external crystal frequency. 

Am79C900 1-61 



~AMO PRELIMINARY 

FUNCTIONAL DESCRIPTION 
General 
The Am79C900 (ILACC) is designed to operate in an 
environment that allows close coupling with a local 
memory and/or microprocessor (host), or alternately it 
can reside on a system bus and act as an intelligent bus 
master device. 

The ILACC is programmed by a combination of regis­
ters resident within the chip and data structures located 
in user memory. There are 60 user-accessible Control 
and Status Registers (CSRs) within the chip. The host is 
responsible for initial programming of a small subset. 
Once enabled, the ILACC accesses memory directly to 
acquire additional operating parameters. 

The Am79C900 has the ability to perform independent 
buffer management as well as transfer data packets to 
and from the network. There are three memory struc­
tures accessed by the chip: 

1. Initialization Block- Seven 32-bit entries in memory 
starting on a long word boundary. It contains the 
parameters necessary for device operation. The Ini­
tialization Block is comprised of: 

Mode of Operation 

• Physical Address 

• Logical Address Filter 

• Pointers to Receive and Transmit Descriptor 
Rings 

Number of Entries in Receive and Transmit 
Descriptor Rings 

2. Receive and Transmit Descriptor Rings - Two 
contiguous ring structures in memory for control of 
Receive and Transmit packets. The descriptor rings 
are comprised of: 

The address of a data buffer 

• Status and error information associated with the 
buffer 

• The length of the data buffer 
3. Data buffers - Area(s) of memory reserved for 

packet buffering. Data buffers may begin on arbitrary 
byte boundaries. Each buffer must be eontiguous in 
memory, although multiple buffers can be located 
anywhere in addressable memory. 

In general the programming sequence of the ILACC 
may be summarized as: 

1. Program the ILACC's CSRs to locate the Initializa­
tion Block in memory. 

2. Define the byte control, byte addressing, address 
latch, and bus arbitration. 

3. Fetch the Initialization Block via OMA. 

4. Access the descriptor rings and data buffers for 
packet handling. 

The parallel interface of the ILACC has been designed 
to be easily interfaced to a variety of popular 32-bit 
microprocessor buses; examples include the 80X86, 
680XO and AMO 29000 series. The ILACC is user­
configurable so that it directly interfaces to the bus 
arbitration schemes of the above architectures. 

The ILACC has a 32-bit wide linear address space 
when acting as Bus Master allowing it to OMA directly 
into the entire address .space of the above microproces­
sors and system buses. 

Interrupts to the processor are generated by the ILACC 
upon: 

1. Completion of ILACC's Initialization routine 

2. The reception of a packet 
3. Start of transmit packet 
4. Completion of transmit activity 

5. A transmitter time-out error 

6. A missed packet 
7. A memory error 

The cause of interrupt is determined by reading CSRO 
and/or CSR4. Bit 6 of CSRO (INEA) enables or disables 
interrupts to the host. In systems where polling is used 
in place of interrupts, bit 7 of CSRO (INTR) indicates an 
interrupt condition. 

The basic operation of the ILACC consists of two dis­
tinct modes: transmit and receive. In the transmit mode, 
the ILACC directly addresses data in a transmit buffer in 
memory. It prefaces the data with a preamble and syn­
chronization pattern and calculates and appends a 32-
bit CRC. This packet is then Manchester encoded by 
the internal SIA or sent out in NRZ format with clock 
depending on which transceiver port is selected. 

In the receive mode, packets are received via the exter­
nal transceiver and passed to either the SIA port or the 
general purpose serial interface of the ILACC. If the 
internal SIA is used, clock and data separation occur 
and the packet is loaded into buffer memory. If the 
general purpose interface is used, clock and data sepa­
ration must occur externally. A CRC is calculated for the 
received packet and compared with the CRC appended 
to the data packet. If the calculated CRC does not agree 
with the packet CRC, an error bit is set. 

ILACC Bus Configurations 
The ILACC supports a 32-bit data and address bus. 
Memory byte selection during ILACC bus mastership 
can be software-programmed according to the target 
microprocessor using the BACON bits. Arbitration 
schemes for 80X86 and the 680XO are supported. 
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Bus Cycles 
Depending on the operation, the ILACC can function as 
a bus slave (memory or 110 mapped) or as a bus master 
(OMA) device. 

BUS SLAVE CYCLES 
Slave cycles are executed by the host system on the 
ILACC to program the initial conditions of the device or 
to examine its state during operation. 

The host can gain read or write access to the ILACC's 
internal Control and Status Registers (CS Rs) by asserting 
the CS and DAS Lines (CS = DAS= LOW), causing the 
ILACC to enter the bus slave mode. The CSRs are ac­
cessed in a two-stage process. The host must first write 
the address of the register to be accessed into the Reg­
ister Address Pointer (RAP). The host can subsequently 
perform read or write operations on the register ad­
dressed by the contents of RAP by accessing the Data 
Port. 

RAP or Data Port selection is performed using the CID 
input pin (CID = 1 for RAP access). For more details, 
see the heading "User Programmable Registers." 

All slave accesses to/from the ILACC's internal CSRs 
take place over DAL[15:0]. The high order address and 
data bus lines (DAL(31 :16)) are driven but contain un­
defined data during slave read operations and are 
ignored during slave write operations. 

Read Sequence 
At the beginning of the read cycle, CS, CID and RIW are 
asserted by the host. The host will assert DAS which will 
latch both the read request and the state of CID within 
the ILACC. RIW and CID need not be active for the 
remainder of the cycle. The ILACC will subsequently 
assert DALO to enable the external output bus 
transceiver(s). If CID was latched as a "1 ",the contents 
of RAP will be placed on the DAL bus. If C/D was a "O", 
the contents of the CSR addressed by RAP will be 
placed on the DAL bus. After the data on DAL(31 :0) 
becomes valid, the ILACC asserts READYL signalling 
the host to strobe in the data using the rising edge of 
DAS and relinquish CS. The ILACC subsequently re­
leases DALO, READYL, and the DAL bus in response 
to DAS going inactive. CS and DAS must be valid 
during the entire slave read cycle. 

Write Sequence 
At the beginning of the write cycle, CS, CID and RIW are 
asserted by the host. The host will assert DAS which will 
latch both the write request and the state of c/5 within 
the ILACC. RIW and CID need not be active for the 
remainder of the cycle. The ILACC will subsequently 
assert DALI to enable the external input bus 
transceiver(s). The host will output the write data on 
DAL(15:0). If CID was latched as a "1", the contents of 
the DAL bus will be written to RAP. If CID was a "O", the 

contents of the DAL bus will be written to the CSR 
addressed by the RAP. When the ILACC asserts 
READYL, the host strobes the data into the ILACC 
using the rising edge of DAS and subsequently releases 
the CS line and the DAL bus. The ILACC will deassert 
DALI and READYL in response to DAS going inactive. 
CS and DAS must be valid during the entire slave write 
cycle. 

BUS ACQUISITION 
The ILACC bus acquisition mechanism can be opti­
mized to suit common two- or three-wire bus arbitration 
schemes, using the Bus Acquisition Control (BACON) 
bits in CSR4, as defined below: 

BACON 

00 
01 
10 
11 

Bus Configuration 

80X86 
680XO 

RESERVED 
RESERVED 

For 80X86-type processors, bus acquisition is con­
trolled with a two-wire handshake of HOLD (HOLD RE­
QUEST) and HLDA (HOLD ACKNOWLEDGE). If BA­
CON= 00 (80X86 operation), the burst transfer may be 
preempted by the host or system arbiter deasserting the 
HLDA line. The ILACC will complete its current bus 
transaction before relinquishing the HOLD request. 

For 680XO-type processors, bus acquisition is con­
trolled with a three-wire handshake of BUSREQ (BUS 
REQUEST), BUSACK (BUS ACKNOWLEDGE) and 
BGACK (BUS GRANT ACKNOWLEDGE). Preemption 
is not supported in this configuration. 

The ILACC will request the bus to enable the move­
ment of a received packet into the receive buffer area or 
to check for the presence of a transmit message and to 
move it from the transmit buffer area if required. 

If there are 16 bytes or more empty in the FIFO in 
transmit mode, or at least 16 bytes of data in the FIFO in 
receive mode when the ILACC releases the bus (HOLD 
or BGACK deasserted), it will request the bus again 
within 4 bus clock periods for receive or 10 bus clock 
periods for transmit. 

BUS MASTER CYCLES 
All data transfers from the ILACC during bus mastership 
are timed by ALE/AS or DAS and READYL. The auto­
matic adjustment of the ILACC cycle by the READYL 
signal allows synchronization with variable cycle time 
memory. Bus cycles are a minimum of 4 BCLK cycles 
and can be increased in increments of 1 BCLK cycle. 

DALI and DALO are used to control external bus trans­
ceivers. DALI is used to enable the data path toward the 
ILACC. DALO to enable the data path away from the 
ILACC. 
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Read Sequence 
The read cycle is commenced by placing valid ad­
dresses on DAL[31 :OJ for the 680XO mode or DAL[31 :2] 
for the 80X86 mode. The appropriate byte transfer sig­
nals (A0_1 and SIZO - SIZ1 for the 680XO mode; BEO -
BE3 for the 80X86 mode) are asserted to indicate the 
active data bus width. The R/W signal is driven HIGH to 
indicate a read cycle. The ALE/AS pulse allows the ex­
ternal latch to load and store the long-word address. 
The DAL lines go into a high impedance state and DAS 
falls low to signal the start of the memory access. DALI 
is activated by the ILACC to enable the external input 
bus transceiver{s). The memory responds by asserting 
the READYL input to the ILACC to indicate that 
DAL[31 :OJ have valid data. The ILACC latches the 
memory data on the rising edge of DAS which in turn 
ends the memory cycle. 

Write Sequence 
The write cycle is very similar except the write transfer is 
indicated by R/W being driven LOW. The DAL lines 
change from containing addresses to data after ALE/AS 
goes inactive. DALO is used to enable the ILACC data 
onto the data bus. Data to memory is held valid after 
DAS goes inactive. 

Variable Length ILACC OMA Transfers 
The ILACC will initiate OMA transfers according to the 
type of operation being performed. All DMA transfers 
will fall into one of the following catagories: 

• Single-cycle OMA 

• Dual-cycle OMA 

• Burst-cycle OMA 

Single-cycle DMA Transfers 
Once the ILACC has been granted bus mastership, it 
will issue a single long-word memory address and per­
form a single long word (32-bit) or partial long word 
access to that location. Following the completion of that 
single location access, the ILACC will relinquish bus 
mastership. An example of this type of access can be 
found at the end of ILACC initialization. Another ex­
ample would be at the end of a transmit packet when 
only one access is necessary to finish reading the 
packet into the FIFO. 

Dual-cycle DMA Transfers 
Once the ILACC has been granted bus mastership, it 
will perform two data transfer cycles before relinquish­
ing the bus. The two transfers within the mastership 
period will always be of the same type (either both read 
or both write) but may be to non-contiguous addresses. 
Dual cycle DMA transfers cannot be preempted. Dual­
cycle OMA transfers are typically performed during de­
scriptor accesses. 

Burst-Cycle DMA Transfers 
Once the ILACC has been granted bus mastership, it 
will perform a series of consecutive data transfer cycles 
before relinquishing the bus. Each data transfer will be 
performed sequentially with the issue of the long-word 
address and the transfer of the data with appropriate 
output signals to indicate selection of the active data 
bytes during the transfer. All transfers within the master­
ship cycle will be either read or write cycles and will be 
to contiguous long-word addresses. The number of data 
transfer cycles within the burst is dependent on the 
programming of the DMAPLUS option (CSR4, bit 14). If 
DMAPLUS = 0, a maximum of four transfers will be 
performed. If DMAPLUS = 1, the burst will continue until 
the FIFO is filled to its high threshold (34 bytes in 
transmit operation) or emptied to its low threshold (14 
bytes in receive operation). Due to pipelining delays in­
ternal to the ILACC, the actual number of bytes in the 
FIFO at the end of the OMA burst may exceed the 
above thresholds (i.e. filled with ;34 bytes or emptied to 
< 14 bytes).The exact number of transfer cycles in this 
case will be dependent on the latency of the system bus 
to the ILACC's mastership request (HOLD/BUSREQ to 
HLDA/BGACK delay) and the speed of bus operation. 
The burst cycle may be preempted when using the 
80X86 mode of operation by removing the mastership 
privilege (HLDA =HIGH). The ILACC will complete the 
current read or write cycle before returning the master­
ship request inactive (HOLD= HIGH). 

BUS MASTER TRANSACTIONS 
Transactions during ILACC bus mastership consist of 
use of the allowable OMA cycle types as previously 
defined and the type of memory transaction being per­
formed. Bus transactions fall into one of the following 
three catagories: 

• Initialization block read access 

• Descriptor read/write access 

• Data buffer read/write access 

Initialization Block Access 
This transaction reads all 7 long-words (28 bytes) of the 
Initialization Block. 

Data is read from the Initialization Block as a sequence 
of lour separate arbitration/relinquish cycles. The first 
three exchanges will be performed as dual-cycle OMA 
transfers, performing two contiguous long-word reads, 
commencing at the base address programmed in CSR1 
and CSR2. This sequence continues until the fourth 
cycle which will perform a single-cycle OMA transfer to 
read the last long-word entry in the Initialization Block. 
The time between each mastership cycle may vary if 
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another device is also contending for bus mastership 
during the initialization sequence. The ILACC will al­
ways complete the 2 long-word read operations within 
the bus mastership period, even if preempted. 

Initialization Block entries are not byte-swapped regard­
less of target configuration. The internal ILACC regis­
ters read in the memory-based initialization parameters 
on the basis that bit 31 of the memory location is the 
high order bit of the word. 

The base location of the Initialization Block is con­
strained to be on an even word boundary. Bits O and 1 of 
CSR1 must be zero. 

Descriptor Access 
These transactions read and write the appropriate en­
tries of the transmit and receive descriptor rings to 
manage the transfer of transmit buffers to the network 
and messages from the network to the receive buffers. 

Accesses to descriptor entries are per1ormed by only 
two methods: 

1. For chained buffers (multiple descriptors/buffers con­
taining a single message), a single-cycle write will be 
used to update the transmit or receive descriptor 
status (TMD1 or RMD1) of all but the last descriptor 
in the chain. 

2. A dual-cycle OMA transfer will be performed on all 
descriptor read operations and on write operations to 
the last descriptor in a chain including the case where 
only one descriptor was used for the packet. 

In the case of a transmit error in the middle of a chain, a 
dual-cycle transfer will be written to the current descrip­
tor, = regardless of its position in the packet. The dual 
access is needed at this point in order to report the error 
condition to TMD2. 

Note that during all descriptor read operations, the en­
tire data bus will be activated, = as if a full long-word 
data fetch were being performed. The ILACC will inter­
nally route and use only the required data and discard 
any superfluous information fields. For write cycles, only 
the appropriate data bus bytes are activated to ensure 
adjacent memory locations are not corrupted. 

Descriptor entries are not byte swapped regardless of 
target configuration. The internal ILACC registers read 
in the memory-based initialization parameters on the 
basis that bit 31 of the memory location is the high order 
bit of the word. 

Descriptors must be constrained to be on 16-byte 
boundary as defined by the TRANSMIT/RECEIVE DE­
SCRIPTOR RLNG ADDRESS fields (TORA and RORA), 
within the Initialization Block (TDRA[3-0] = 0, RDRA[3-
0] = 0). Hence all descriptor entries will appear on long­
word boundaries to the ILACC. 

Data Butter Access 
Burst-cycle OMA is used to read transmit buffer infor­
mation and transfer it to the FIFO or to write receive 
message information from the FIFO to the receive 
buffer area. 

Accesses to buffer entries are performed by only two 
burst mechanisms: 

1. If DMAPLUS = 0 (CSR4, bit 14), the burst transfer 
will consist of up to four read/write cycles providing 
the ILACC is not preempted (applicable to 80X86 
mode only). See timing diagrams for preemption 
timing. 

2. If DMAPLUS = 1, burst transfers continue until the 
FIFO is filled to at least its high threshold (34 bytes in 
transmit operation) or emptied to its low threshold (~ 
14 bytes in receive operation) within a single OMA 
burst cycle (unless preempted). See timing diagrams 
for preemption timing. 

To maximize system bus bandwidth, the ILACC will 
always use its first OMA transfer to or from a buffer to 
long-word align its remaining transfers. For example, if 
the buffer is located on an odd-word boundary (A 1 = 1, 
AO = 0), the first OMA transfer will read or write 1 word (2 
bytes) of data. Subsequent cycles will OMA long-word 
data (4 bytes) since the addresses will now be long­
word aligned (A1 = 0, AO= 0). 

Note that during all transmit buffer read operations, the 
entire 32-bit data bus will be activated and read as a 
single long word. In those instances where fewer than 4 
bytes are to be read from a long word location in a buffer, 
the ILACC will internally route the byte(s) being trans­
ferred and will discard the remaining bytes from the 32-
bit read operation. These conditions might exist only at 
the start of a transmit buffer, the end of the used portion 
of a transmit buffer, or the end of the transmit buffer's 
memory allocation. For receive buffer write operations, 
the ILACC will always perform 32-bit writes with the 
following exceptions: 

1. When writing to the beginning of a receive buffer 
where the first byte of that buffer does not align with a 
long word boundary. 

2. When writing to the long word location that contains 
the last (<4) byte(s) of a receive buffer's memory 
allocation. 

For these two instances, the ILACC will employ the bus 
control signals (BEO-BE3, SIZO-SIZ1) to ensure that only 
the appropriate bytes in the 32-bit word are written to 
memory. Note that when fewer than 4 bytes are being 
written to the end of a receive buffer where there are 
more than sufficient bytes in the 32-bit location that are 
part of the current buffer, then undefined data will be 
written to the unused buffer byte(s) in that 32-bit location. 
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Buffer data will be byte swapped according to the target 
memory architecture due to the byte orientation of the 
802.3 protocol ("little-endien"). Data is transferred 
across the network in byte-ascending order (i.e., start­
ing with byte 0, then byte 1, 2, 3, etc.). 

There are a number of additional restrictions which 
apply to transmit and receive buffers: 

1. The BUFFER BYTE COUNT for receive buffers 
(BCNT in RMD1) must be a minimum of 64 bytes. 

2. The MESSAGE BYTE COUNT for receive buffers 
(MCNT in RMD2) will contain the exact number of 
bytes received in the packet and is written by the 
ILACC in the last receive descriptor table entry 
(DTE) for the message (valid where the ENP bit is 
set in RMD1, and assuming ERR is clear). 

3. The BUFFER BYTE COUNT (BCNT in TMD1) for 
the first buffer in a chained transmit packet must be a 
minimum of 116 bytes if DMAPLUS (CSR4[14]) is 
set or 100 bytes minimum if DMAPLUS is reset. 

Note that 80X86 type processors have bus transfer 
restrictions, namely: 

(i) that a single 3-byte transfer will not be observed with­
out an accompanying byte cycle either before or after. 

(ii) misaligned transfers will move the data at the high ad­
dressed long-word location first then decrement to the 
previous long-word location to complete the transfer. 

These restrictions do not apply to the ILACC even when 
configured for the 80X86 interface. 3-byte cycles can be 
observed (i.e., at the end of a buffer), and the ILACC will 
transfer data logically incrementing to each long word 
location and performing the appropriate transfer. 

SUMMARY OF 32-BIT MEMORY TRANSFERS 
From the cases outlined previously, the following set of 
32-bit bus transfer conditions are required. 

Initialization Block: 
LONG-WORD TRANSFER FROM EVEN-WORD 
ADDRESS 
Example: Normal 32-bit Initialization Block entry read. 
680XO: SIZ1=0, SIZO=O, A1=0, AO=O 

MS byte from DAL (31 :24) 
byte from DAL [23:16) 
byte from DAL (15:08) 

LS byte from DAL [07:00) 
80X86:BE3=0, BE2=0, BE1=0, BEO=O 

MS byte from DAL (31 :24) 
byte from DAL [23:16) 
byte from DAL (15:08) 

LS byte from DAL [07:00) 

Transmit/Receive Descriptors: 
LONG-WORD TRANSFER TO/FROM EVEN-WORD 
ADDRESS 
Example: Normal 32-bit descriptor access. 
680XO: SIZ1=0, SIZO=O, A1=0, AO=O 

MS byte to/from DAL (31 :24) 
byte to/from DAL (23 :16] 
byte to/from DAL (15:08) 

LS byte to/from DAL (07:00] 
80X86:BE3=0, BE2=0, BE1=0, BEO=O 

MS byte to/from DAL (31 :24] 
byte to/from DAL (23:16] 
byte to/from DAL (15:08] 

LS byte to/from DAL [07:00] 

BYTE TRANSFER FROM ODD-BYTE (3 MOD 4) 
ADDRESS 
Example: Read status from RMD1/TMD1. 
680XO: SIZ1 =0, SIZO=O, A 1 =1, A0=1 

MS byte from DAL (31 :24] 
80X86: BE3=0,BE2=0, BE1=0, BEO=O 

MS byte from DAL (31 :24] 
Note: Although all bytes are active, only required bytes 
are used internally. 

BYTE TRANSFER TO ODD-BYTE (3 MOD 4) 
ADDRESS 
Example: Write status to RMD1/TMD1. 
680XO: SIZ1=0, SIZ0=1, A1=1, A0=1 

MS byte to DAL (31 :24] 
80X86:BE3=0,BE2=1, BE1=1, BE0=1 

MS byte to DAL (31 :24] 

Transmit/Receive Buffers: 
The examples shown below of transfers of fewer than 4 
bytes to receive buffers assume that there are exactly 
enough bytes left inthe receive buffer's memory allocation 
to accomodate the particular example. These examples 
are shown to illustrate the states of the bus control signals 
under those circumstances. When the number of bytes to 
be written is determined by the number of remaining 
received packet bytes and not by the available space left 
in the buffer, then the ILACC will write undefined data to 
the remaining unused bytes in that 32-bit location (as 
long as those unused bytes are part ofthe current buffer's 
memory allocation). It is possible that as much as a full 
long-word transfer could be used by the ILACC to trans­
fer as little as a single byte. 

LONG-WORD TRANSFER TO/FROM EVEN-WORD 
ADDRESS 
Example: 4 bytes in buffer on even-word address. 
680XO: SIZ1=0, SIZO=O, A1=0, AO=O 

FIFO byte n to/from DAL (31 :24] 
FIFO byte n + 1 to/from DAL (23:16] 
FIFO byte n + 2 to/from DAL (15:08] 
FIFO byte n + 3 to/from DAL [07:00] 
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FIFO byte n 
FIFO byte n + 1 
FIFO byte n + 2 
FIFO byte n + 3 

to/from 
to/from 
to/from 
to/from 

DAL[07:00] 
DAL [15:08] 
DAL [23:16] 
DAL [31 :24] 

3-BYTE TRANSFER FROM EVEN-WORD ADDRESS 
Example: 3 bytes in transmit buffer. 
680XO: SIZ1=0, SIZO=O, A1=0, AO=O 

FIFO byte n from DAL [31 :24] 
FIFO byte n + 1 from DAL [23:16] 
FIFO byte n + 2 from DAL [15:08] 

80X86: BE3=0, BE2=0, BE1=0, BEO=O 
FIFO byte n from DAL (07:00] 
FIFO byte n + 1 from DAL [15:08] 
FIFO byte n + 2 from DAL [23:16] 

Note: Although all bytes are active, only required bytes 
are used internally. 

3-BYTE TRANSFER TO EVEN-WORD ADDRESS 
Example: Last 3 bytes in receive buffer. 
680XO: SIZ1=1, SIZ0=1, A1=0, AO=O 

FIFO byte n to DAL [31 :24] 
FIFO byte n + 1 to DAL [23:16] 
FIFO byte n + 2 to DAL [15:08] 

80X86: BE3=1, BE2=0, BE1=0, BEO=O 
FIFO byte n to DAL [07:00) 
FIFO byte n + 1 to DAL (15:08) 
FIFO byte n + 2 to DAL [23:16] 

3-BYTE TRANSFER FROM ODD BYTE (1 MOD 4) 
ADDRESS 
Example: Last 3 bytes in transmit buffer. 
680XO: SIZ1=0, SIZO=O, A1=0, AO=O 

FIFO byte n from 
FIFO byte n+ 1 from 
FIFO byte n+2 from 

80X86:BE3=0,BE2=0,BE1=0,BE0=0 

DAL[23:16) 
DAL[15:8] 
DAL[7:0] 

FIFO byte n from DAL[15:8] 
FIFO byte n+1 from DAL(23:16) 
FIFO byte n+2 from DAL[31 :24) 

Note: Although all bytes are active, only required bytes 
are used internally. 

3-BYTE TRANSFER TO ODD BYTE (1 MO'D 4) 
ADDRESS 
Example: Last 3 bytes in receive buffer's allocated 
memory. 
680XO: SIZ1=1, SIZ0=1, A1=0, A0=1 

FIFO byte n from 
FIFO byte n+1 from 
FIFO byte n+2 from 

80X86: BE3=0, BE2=0, BE1=0, BE0=1 
FIFO byte n from 
FIFO byte n+ 1 from 
FIFO byte n+2 from 

DAL[23:16] 
DAL[15:8] 
DAL[7:0] 

DAL[15:8] 
DAL[23:16) 
DAL[31:24] 

WORD TRANSFER FROM EVEN-WORD ADDRESS 
Example: Last 2 bytes in transmit buffer on even-word 
address. 
680XO: SIZ1=0, SIZO=O, A1=0, AO=O 

FIFO byte n from DAL (31 :24] 
FIFO byte n + 1 from DAL (23:16] 

80X86: BE3=0, BE2=0, BE1=0, BEO=O 
FIFO byte n from DAL [07:00] 
FIFO byte n + 1 from DAL [15:08] 

Note: Although all bytes are active, only required bytes 
are used internally. 

WORD TRANSFER TO EVEN-WORD ADDRESS 
Example: Last 2 bytes in receive buffer on even-word 
address. 
680XO: SIZ1=1, SIZO=O, A1=0, AO=O 

FIFO byte n to DAL [31 :24] 
FIFO byte n + 1 to DAL [23:16] 

80X86: BE3=1, BE2=1, BE1=0, BEO=O 
FIFO byte n to DAL [07:00] 
FIFO byte n + 1 to DAL (15:08] 

WORD TRANSFER FROM ODD-WORD ADDRESS 
Example: First 2 bytes in transmit buffer on odd-word 
address. 
680XO: SIZ1=0, SIZO=O, A1=0, AO=O 

FIFO byte n from DAL (15:08] 
FIFO byte n + 1 from DAL [07:00] 

80X86: BE3=0, BE2=0, BE1=0, BEO=O 
FIFO byte n from DAL [23:16] 
FIFO byte n + 1 from DAL [31 :24] 

Note: Although all bytes are active, only required bytes 
are used internally. 

WORD TRANSFER TO ODD-WORD ADDRESS 
Example: First 2 bytes in receive buffer on odd-word 
address. 
680XO: SIZ1=1, SIZO=O, A1=1, AO=O 

FIFO byte n to DAL [15:08] 
FIFO byte n + 1 to DAL [07:00] 

80X86: BE3=0, BE2=0, BE1=1, BE0=1 
FIFO byte n to DAL (23:16] 
FIFO byte n + 1 to DAL [31 :24] 
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BYTE TRANSFER FROM EVEN-WORD ADDRESS 
Example: Last byte in transmit buffer on even-word 
address. 
680XO: SIZ1=0, SIZO=O, A1=0, AO=O 

FIFO byte n from DAL [31 :24] 
80X86: BE3=0, BE2=0, BE1=0, BEO=O 

FIFO byte n from DAL [07:00] 
Note: Although all bytes are active, only required bytes 
are used internally. 

BYTE TRANSFER TO EVEN-WORD ADDRESS 
Example: Last byte in receive buffer on evenword 
address. 
680XO: SIZ1 =0, SIZ0=1, A 1 =0, AO=O 

FIFO byte n to DAL (31 :24] 
80X86: BE3=1, BE2=1, BE1=1, BEO=O 

FIFO byte n to DAL [07:00] 

BYTE TRANSFER FROM ODD-BYTE (3 MOD 4) 
ADDRESS 
Example: First byte in transmit buffer on odd-byte 
(3 MOD 4) address. 
680XO: SIZ1=0, SIZO=O, A1=0, AO=O 

FIFO byte n from DAL [15:08] 
80X86:BE3=0,BE2=0,BE1=0,BE0=0 

FIFO byte n from DAL (23:16] 
Note: Although all bytes are active. only required bytes 
are used internally. 

BYTE TRANSFER TO ODD-BYTE (3 MOD 4) ADDRESS 
Example: First byte in receive buffer on odd-byte 
(3 MOD 4) address. 
680XO: SIZ1=0, SIZ0=1, A1=1, A0=1 

FIFO byte n to DAL [15:08] 
80X86: BE3=0, BE2=1, BE1=1, BE0=1 

FIFO byte n to DAL [23:16] 

FIFO OPERATIONS 
The FIFO provides temporary buffer storage for data 
being transferred between the parallel bus 1/0 pins and 
serial bus 1/0 pins. The capacity of the FIFO is 48 bytes. 

TRANSMIT 
Data is loaded into the FIFO by the ILACC under micro­
program control 

During transmission, the ILACC transfers data from the 
FIFO onto the network via an external transceiver (and 
optional external SIA). Once the FIFO has been emptied 
to the point where fewer than 33 bytes remain in the Fl FO 
(or transmit data has yet to be loaded into the FIFO prior 
to transmission), the ILACC will request the bus by 
asserting HOLD/BUSREQ. The ILACC will start sending 
the preamble (provided the network is quiet) as soon as 
the first transmit data byte is loaded into the FIFO. Should 
the transmitter be required to back off, there will be up to 
48 bytes of data in the FIFO ready for transmission once 
the network again becomes quiet. Reception has priority 
over transmission during the time that the transmitter is 
backing off. 

RECEIVE 
Data is received from the network via an external trans­
ceiver (and optional external SIA) and is transferred into 
the FIFO under microprogram control. Once the FIFO 
has filled to the point where more than 16 bytes are 
stored, the ILACC will request the bus by asserting 
HOLD/BUSREQ. Preamble (including the synchroniza­
tion bits) is not loaded into the FIFO. 
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Serial Interface 
The ILACC has two serial interfaces: 

• General Purpose Serial Interface 

• IEEE 802.3 Attachment Unit Interface (AUi) 

GENERAL PURPOSE SERIAL INTERFACE 
This is provided to allow alternate clock/data encoder 
transceivers. When the GPSI port is not in use 
(PORTSEL = 0, CSR15 bit 8), all inputs should be tied 
low and all outputs should be left floating. 

SERIAL INTERFACE ADAPTER 
This is a Manchester Encoder/line driver in the transmit 
path, a Manchester Decoder with noise filtering and 
quick lock-on characteristics in the receive path and a 
signal detect/converter in the collision path. In addition, 
the integral SIA provides the interface between the 
CMOS logic environment of the controller and the differ­
ential signaling environment of the transceiver. 

SIA-Controller Interface 
Since the ILACC incorporates the facilities of both the 
LANCE (Am7990) and SIA (Am7992A), the interface 
signals which previously appeared as hardwired pins 
are now internal. 

To more easily understand the operation of the ILACC, 
this internal interface is described as a set of signals, 
defined as follows: 

Internal Receive Enable (IRENA) -An output from the 
SIA to the controller section to indicate carrier presence. 
I RENA goes active when there is a negative transition 
on DI± that is more negative than the amplitude 
"Squelch Limit" and meets the pulse width require­
ments of the input filtering. IRENA goes inactive within 2 
bit times of the last positive transition at DI±. 

Internal Receive Clock (IRCLK) - The recovered clock 
from the differential input at DI±. An output from the SIA 
block to the controller section to clock in the serial bit 
stream. IRCLK is activated 1/4 bit time after the second 
negative Manchester preamble clock transition at DI± 
and remains active until the end of message. 

Internal Receive Data (IRXD) - The recovered serial 
data stream from the SIA block to the controller section 
of the ILACC. When IRENA is active, signals at DI± 
meeting threshold and pulse width requirements will be 
clocked in by IRCLK and passed to the controller sec­
tion of the ILACC. 

Internal Transmit Enable (ITENA) - Identical in func­
tion to the RTS output. It is asserted (high) by the 
controller section to indicate that serial data is available 
for encoding and driving DO±. 

Internal Transmit Clock (ITCLK) - An output from the 
SIA block to the controller section to clock out the serial 
bit stream and permit output data to be encoded. 

Internal Transmit Data (ITXD) - The serial bit stream 
output from the controller section. When ITENA is ac­
tive, signals at ITXD will be clocked out by ITCLK and 
appear as Manchester encoded data at the DO± outputs. 

Internal Collision Detect (ICLSN) - ICLSN is an out­
put from the SIA block to the controller section. When 
signals at the Cl± differential inputs are driven by an 
external transceiver to indicate a collision, ICLSN will go 
high. 

Transmit Path 
The transmit section encodes separate clock and NAZ 
data input signals into a standard Manchester serial bit 
stream. The transmit outputs (DO±) are designed to 
operate into terminated transmission lines. When oper­
ating into a 78-ohm terminated transmission line, signal­
ing meets the required output levels and skew for Ch­
eapernet, Ethernet and IEEE-802.3. 

Transmitter Timing and Operation 
A 20-MHz fundamental mode crystal oscillator provides 
the basic timing reference (XCLK) for the SIA portion of 
the ILACC. It is divided by two to create the internal 
transmit clock reference (ITCLK). Both XCLK and 
ITCLK are fed into the SIA's Manchester Encoder to 
generate the transitions in the encoded data stream. 
ITCLK is used by the SIA to internally synchronize the 
Internal Transmit Data (ITXD) from the controller and 
Internal Transmit Enable (ITENA). ITCLK is also used 
as a stable bit rate clock by the receive section of the 
SIA and controller. 

The oscillator requires an external 0.005% crystal or an 
external CMOS-level input as a reference. Transmit 
accuracy of 0.01 % is achieved (no external adjustments 
are required). 

Transmission is enabled by the controller. As long as 
the ITENA request remains active, the serial output of 
the controller will be Manchester-encoded and appear 
at DO+ and DO-. When the internal request is dropped 
by the controller, the differential transmit outputs go to 
one of two idle states dependent on TSEL in the Mode 
Register (CSR15, bit 9): 

1. TSEL LOW: The idle state of DO± yields "zero" 
differential to operate transformer-coupled loads. 

2. TSEL HIGH: In this idle state, DO+ is positive with 
respect to DO- (logical HIGH). 
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5/A Oscillator 

External Crystal Characteristics 
When using a crystal to drive the oscillator, the following 
crystal specification should be used to ensure less than 
±0.5 ns jitter at DO±. 

1. Parallel Resonant Frequency 

Min Norn Max Units 

2. Resonant Frequency Error (CL= 50 pF) -50 
20 
0 +50 

+40 

MHz 
PPM 
PPM 3. Change in Resonant Frequency -40 

With Respect To Temperature (CL= 50 pF) 
4. Motional Crystal Capacitance (C1) 
5. Series Resistance 
6. Shunt Capacitance 
7. Drive Level 

0.022 
35 
7 
2 

pF 
n 
pF 
mW 

Crystal Manufacturers include: Reeves-Hoffman P/N 04-20423-312 
Epson PIN MA-506-20.0M-50PF (surface mount crystal) 

External Clock Drive Characteristics 
When driving the oscillator from an external clock 
source, XTAL2 must be left floating (unconnected). An 
external clock having the following characteristics must 
be used to ensure less than ±0.5 ns jitter at DO±. 

Clock Frequency: 
Rise/Fall Time (tRltF): 
XTAL 1 HIGH/LOW Time (tHIGH!tLOW): 

XTAL 1 Falling Edge to Falling Edge Jitter: 

Receiver Path 
The principle functions of the Receiver are to signal the 
ILACC that there is information on the receive pair and 
separate the incoming Manchester encoded data 
stream into clock and NRZ data. 

The Receiver section (see Receiver Block Diagram) 

DI± DATA 
RECEIVER 

NOISE 
REJECT 
FILTER 

20 MHz +0.01% 
< 2 ns from 0.8 V to 2.0 V 
40 - 60% duty cycle 

< +0.2 ns at 2.5 V input 

consists of two parallel paths. The receive data path is a 
zero threshold, wide bandwidth line receiver. The car­
rier path is an offset threshold bandpass detecting line 
receiver. Both receivers share common bias networks 
to allow operation over a wide input common mode 
range. 

MANCHESTER IRXD 
DECODER IRCLK 

CARRIER 
DETECT IRENA 
CIRCUIT 

10594-0069 

Receiver Block Diagram 

1·70 Am79C900 



PRELIMINARY AMO~ 
Input Signal Conditioning 
Transient noise pulses at the input data stream are 
rejected by the Noise Rejection Filter. Pulse width rejec­
tion is proportional to transmit data rate. DC inputs more 
positive than minus 100 mV are also suppressed. 

The Carrier Detection circuitry controls the stop and 
start of the phase-locked loop during clock acquisition. 
Clock acquisition requires a valid Manchester bit pattern 
of 1010 to lock onto the incoming message (see Re­
ceive Timing - Start of Reception Clock Acquisition 
waveform diagram). 

When input amplitude and pulse width conditions are 
met at DI±, the internal enable signal from the SIA to 
controller (!RENA) is asserted and a clock acquisition 
cycle is initiated. 

Clock Acquisition 
When there is no activity at DI± (receiver is idle), the 
receive oscillator is phase locked to ITCLK. The first 
negative clock transition after IRENA is asserted inter­
rupts the receive oscillator. The oscillator is then re­
started at the second Manchester "O" (bit time 4) and is 
phase locked to it. As a result, the SIA acquires the 
clock from the incoming Manchester bit pattern in 4 bit 
times with a "101 O" Manchester bit pattern. 

IRCLK and IRXD are enabled 1/4 bit time after clock 
acquisition in bit cell 5. IRXD is at a HIGH state when 
the receiver is idle (no IRCLK). IRXD, however, is unde­
fined when clock is acquired and may remain HIGH or 
change to LOW state whenever IRCLK is enabled. At 
1 /4 bit time through bit cell 5, the controller portion of the 
ILACC sees the first IRCLK transition. This also strobes 
in the incoming fifth bit to the SIA as Manchester "1 ". 
IRXD may make a transition afterthe IRCLK rising edge 
in bit cell 5, but its state is still undefined. The Man­
chester "1" at bit 5 is clocked to IRXD output at 1/4 bit 
time in bit cell 6. 

PLL Tracking 
After clock acquisition, the phase-locked clock is com­
pared to the incoming transition at the bit cell center 
(BCC) and the resulting phase error is applied to a 
correction circuit. This circuit ensures that phase-locked 
clock remains locked on the received signal. Individual 
bit cell phase corrections of the Voltage Controlled Os­
cillator (VCO) are limited to 100% of the phase differ­
ence between sec and phase-locked clock. Hence, 
input data jitter is reduced in RCLK by 10 to 1. 

Carrier Tracking and End of Message 
The carrier detection circuit monitors the DI± inputs 
after !RENA is asserted for an end of message. IRENA 
deasserts 1 to 2 bit times after the last positive transition 
on the incoming message. This initiates the end of 
reception cycle. The time delay from the last rising edge 
of the message to !RENA deassert allows the last bit to 
be strobed by IRCLK and transferred to the controller 

section but prevents any extra bit(s) at the end of mes­
sage. When !RENA deasserts (see Receive Timing-End 
of Reception (Last Bit = 0) and Receive Timing-End of 
Reception (Last Bit = 1) waveform diagrams) an !RENA 
hold off timer inhibits !RENA assertion for 1 to 2 bit times. 

Data Decoding 
The data receiver is a comparator with clocked output to 
minimize noise sensitivity to the DI± inputs. Input error 
is less than +/- 35 mV to minimize sensitivity to input rise 
and fall time. IRCLK strobes the data receiver output at 
V4 bit time to determine the value of the Manchester bit 
and clocks the data out on IRXD on the following IRCLK. 
The data receiver also generates the signal used for 
phase detector comparison to the internal SIA VCO. 

Differential Input Termination 
The differential input for the Manchester data (DI±) is 
externally terminated by two 40.2 ohm +1% resistors 
and one optional common-mode bypass capacitor if di­
rect coupling is used (as shown in theDifferential Input 
Termination diagram below). Thedifferential input imped­
ance, Z1oF• and the common-mode input impendance, 
Z1cM• are specified so that the Ethernet specification for 
cable termination impedance is met using standard 1 % 
resistor terminators. The Cl± differential inputs are termi­
nated in exactly the same way as the DI± pair. 

40.20 40.20 

10594-0078 I 0.01 µF 

Differential Input Termination 

Collision Detection 
A transceiver detects the collision condition on the net­
work and generates a differential signal at the Cl± in­
puts. This collision signal passes through an input stage 
which detects signal levels and pulse duration. When 
the signal is detected by the SIA it sets the ICLSN line 
HIGH. The condition continues for approximately 1.5 bit 
times after the last LOW-to-HIGH transition on Cl±. 

Jitter Tolerance Definition 
The Receive Timing-Start of Reception Clock Acquisi­
tion waveform diagram shows the internal timing rela­
tionships implemented for decoding Manchester data in 
the SIA module. The SIA utilizes a clock capture circuit 
to align its internal data strobe with an incoming bit 
stream. The clock acquisition circuitry requires four 
valid bits with the values 1010. Clock is phase locked to 
the negative transition at the bit cell center of the sec­
ond "O" in the pattern. 
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Since data is strobed at 1/4 bit time, Manchester transi­
tions which shift from their nominal placement through 
1/4 bit time will result in improperly decoded data. With 
this as the criteria for an error, a definition of "Jitter 
Handling" is: 

The peak deviation approaching or crossing 1/4 bit cell 
position from nominal input transition for which the SIA 
will properly decode data 

Data Flow Overview 

DESCRIPTOR RING ACCESS MECHANISM -
DETAILED DESCRIPTION 
At initialization the ILACC will have read the base ad­
dress of both the transmit and receive descriptor rings. 
These will be stored in CSRs for use by the ILACC 
during subsequent operation (CSR24, 25 = Base Address 
of Rx Ring, CSR30, 31 =Base Address of Tx Ring). 

With the ILACC started and the transmit and receive 
functions enabled, the base address of each ring will be 
loaded into the current descriptor address registers 
(CSR28, 29 = Current Address of Rx Ring, CSR34, 35 = 
Current Address of Tx Ring). 

The address of the next descriptor in the transmit and 
receive rings will be computed and loaded into CSR26, 
27 (Next Address of Rx Ring) and CSR32, 33 (Next 
Address of Tx Ring). 

Polling: 
When there is no channel activity and there is no pre or 
post receive or transmit activity being performed by the 
ILACC, the ILACC will periodically poll the current re­
ceive and transmit descriptor entries in order to ascer­
tain their ownership. 

A typical polling operation consists of the following: the 
ILACC will use the current receive descriptor address 
stored internally to vector to the appropriate Receive 
Descriptor Table Entry (ROTE). It will then use the 
current transmit descriptor address (stored internally) to 
vector to the appropriate Transmit Descriptor Table En­
try (TOTE). These accesses will be made to RMDO and 
RMD1 of the current TOTE at periodic polling intervals. 
The accesses will be performed as dual-cycle OMA 
transfers which are described in the BUS MASTER 
CYCLES section. In one dual-cycle OMA transfer, 
RMDO will be read followed by RMD1. Following that 
operation, another dual-cycle OMA transfer will be ex­
ecuted with TMDO and TMD1 being read in that order. 
All information collected during polling activity will be 
stored internally in the appropriate CSRs (CSR18, 19, 
40, 20, 21, 42, 50, and 52). 

A typical polling operation is the product of the following 
conditions: The ROTE access is only performed if the 
ILACC does not possess ownership of the current 
ROTE. The TOTE access is only performed if the ILACC 
does not possess ownership of the current TOTE. Addi-

tionally, if RXON=O, the ILACC will never poll ROTE 
locations. Similarly, if TXON=O, the ILACC will never 
poll TOTE locations. It should be noted that the typical 
system should always have at least one ROTE available 
for the possibility of an unpredictable receive event. 
Given that this condition is satisfied, the ROTE poll 
would rarely be seen and hence, the typical poll opera­
tion simply consists of a check of the current TOTE. 

The poll time interval is nominally defined as 32 768 
BCLK periods, however the poll time register is con­
trolled internally by microcode so any other microcode 
controlled operation will interrupt the incrementing of 
the poll count register. For example, when a receive 
packet is accepted by the ILACC, the device suspends 
execution of the poll-time-incrementing microcode so 
that a receive microcode routine may instead be exe­
cuted. Poll-time-incrementing code is resumed when 
the receive operation has completely finished. (Note, 
however, that following the completion of any receive or 
transmit operation, an obligatory poll operation will al­
ways be performed). The poll time count register is 
never reset. 

Setting the TDMD bit of CSRO will cause the microcode 
controller to exit the poll counting code and immediately 
perform a polling operation. If ROTE ownership has not 
been previously established, then an ROTE poll will be 
performed ahead of the TOTE poll. 

Transmit Descriptor Table Entry (TOTE) 
If, after a TOTE access, the ILACC finds that the OWN 

bit of that TOTE is not set, then the ILACC resumes the 
poll time count and reexamines the same TOTE at the 
next expiration of the poll time count. Note that the 
information collected during the previous poll remains In 
the device unused.' 

If the OWN bit of.the TOTE is set but STP=O, the ILACC 
will immediately request the bus in order to reset the 
OWN bit of this descriptor. This condition would nor­
mally be found following a LCOL or RETRY error that 
occurred in the middle of a transmit packet chain of 
buffers. After resetting the OWN bit of this descriptor, 
the ILACC will again immediately request the bus in 
order to access the next TOTE location in the ring. 

If the OWN bit is set and the start of packet (STP) bit is 
set, then microcode control proceeds to a routine 1hat 
will enable transmit data transfers to the FIFO. 

If the transmit buffers are data chained (ENP=O in the 
first buffer), then the ILACC will look ahead to the next 
transmit descriptor after it has performed at least one 
transmit data transfer from the first buffer. (More than 
one transmit data transfer may possibly take place de­
pending upon the state of the transmitter.) The transmit 
descriptor lookahead operation is performed as a dual­
cycle OMA with TMDO being read first and TMD1 last. 
~co~~~™OO~™~d~~~~h 
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appropriate CSR locations, i.e. next RX/TX Buffer Ad­
dress (CSR22, 23), next RX/TX Byte Count (CSR44), 
and next RX/TX Status (CSR54), regardless of the state 
of the OWN bit. This transmit descriptor lookahead op­
eration is performed only once. There will be no second 
chance. 

If the ILACC does not own the next TOTE (i.e. the 
second TOTE for this packet), it will complete transmis­
sion of the current buffer and update the status of the 
current (first) TOTE with the BUFF and UFLO bits being 
set. This will cause the transmitter to be disabled 
(CSRO, TXON=O). The ILACC will have to be re-initial­
ized to restore the transmit function. The situation that 
matches this description implies that the system has not 
been able to stay ahead of the ILACC in the transmit 
descriptor ring, and, therefore, the condition is treated 
as a fatal error. (To avoid this situation, the system 
should always set the transmit chain descriptor own bits 
in reverse order.) 

If the ILACC does own the second TOTE in a chain, it will 
gradually empty the contents of the first buffer (as they 
are needed by the transmit operation). perform a single­
cycle OMA transfer to update the status (reset the OWN 
bit in TMD1) of the first descriptor, and may perform one 
data OMA access on the next buffer in the chain before 
executing another lookahead operation. (i.e. a 
lookahead to the third descriptor , if the ENP has not yet 
been found.) 

In the case where the ENP bit has been found in a 
descriptor, no more lookahead accesses will be per­
formed. This condition applies regardless of whether the 
transmit packet is contained in a single buffer or is 
chained. 

The ILACC will commence to OMA transfer the remain­
ing transmit buffer data into the FIFO, and once the 
packet has been successfully transmitted will write to 
TMD2 and TMD1 (in that order), updating the status and 
OWN bits. 

If an error occurs in the transmission before all of the 
bytes of the current buffer have been transferred, a dual­
cycle OMA transfer will be executed in order to write to 
TMD2 and TMD1 (in that order) of the current buffer. In 
that case, data transfers from the next buffer will not 
commence. Instead, following the TMD2/TMD1 update, 
the ILACC will return to the polling microcode where it will 
immediately access the next descriptor and find the con­
dition OWN=1 and STP=O as described earlier. As de­
scribed for that case, the ILACC will reset the own bit for 
this descriptor and continue in like manner until a de­
scriptor with OWN=O (no more transmit packets in the 
ring) or OWN=1 and STP=1 (the first buffer of a new 
packet) is reached. 

At the end of any transmit operation (i.e. either success­
ful or with errors) and the completion of the descriptor 

updates, the ILACC will always perform another poll 
operation. As described earlier, this poll operation will 
begin with a check of the current ROTE unless the ILACC 
already owns that descriptor.The ILACC will proceed to 
polling the next TOTE. If the transmit descriptor OWN bit 
has a zero value the ILACC will resume poll time count 
incrementing. If the transmit descriptor OWN bit has a 
value of ONE, the ILACC will begin filling the FIFO with 
transmit data and initiate a transmission.This end-of­
operation poll avoids inserting poll time counts between 
successive transmit packets. 

Whenever the ILACC ~ompletes a transmit packet (ei­
ther with or without error) and writes the status informa­
tion to the current descriptor, the TINT bit of CSRO is set 
to indicate the completion of a transmission. This causes 
an interrupt signal if the INEA bit of CSRO has been set 
and the TINTM bit of CSR3 is reset. 

When transmit packets are not chained, ENP=1 is found 
in the first descriptor for the packet and no transmit 
descriptor lookahead will be performed. 

Receive Descriptor Table Entry (ROTE) 
If a poll operation has revealed that the current Receive 
Descriptor Table Entry is not owned by the ILACC, the 
ILACC will continue to poll the current ROTE according to 
the polling sequence described above. The RMDO and 
RMD1 information that was gathered during the poll 
operation will remain on the device unused. 

If a poll operation has revealed that the current ROTE 
belongs to the ILACC, additional poll accesses to the 
current ROTE are not necessary. Future poll operations 
will not include ROTE accesses as long as the ILACC 
retains ownership of the current ROTE. 

When receive activity is present on the channel, the 
ILACC waits for the complete address of the message to 
arrive. It then decides whether to accept or reject the 
packet based on all active addressing schemes. If the 
packet is accepted, the ILACC checks the ownership of 
the current buffer, as stored internally. 

If ownership is lacking, then the ILACC will immediately 
perform a poll of the current ROTE. This poll of the 
current ROTE will be a dual-cycle transfer, reading 
RMD1 and RMDO (in that order). If ownership is still 
denied, the ILACC has no buffer in which to store the 
incoming message. The MISS bit will be set in CSRO; An 
interrupt will be generated if INEA=1 (CSRO) and 
MISSM=O (CSR3). Another poll of the current ROTE will 
not occur until the packet has finished. 

If the ILACC sees that the last poll (either a normal poll, or 
the last-ditch effort described in the above paragraph) of 
the current ROTE shows valid ownership, the ILACC will 
perform a normal lookahead operation of the next ROTE, 
reading RMD1 and RMDO (in that order). Following this 
lookahead poll, transfers of the receive FIFO data may 
begin. 
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Regardless of ownership of the second receive descrip­
tor, the ILACC will continue to perform receive data 
OMA transfers to the first buffer using burst-cycle OMA 
transfers. If the packet length exceeds the length of the 
first buffer and the ILACC does not own the second 
buffer, ownership of the current descriptor will be 
passed back to the system by writing a zero to the OWN 
bit of RMD1 and status will be written indicating buffer 
(BUFF=1) and possibly overflow (OFL0=1) errors. 

If the packet length exceeds the length of the first (cur­
rent) buffer and the ILACC does own the second (next) 
buffer, and when the first buffer is full, ownership will be 
passed back to the system by writing a zero to the OWN 
bit of RMD1. Receive data transfers to the second buffer 
may occur before the ILACC proceeds to look ahead to 
the ownership of the third buffer. Such action will depend 
upon the state of the FIFO when the status has been 
updated on the first descriptor. In any case, lookahead will 
be performed to the third buffer and the information gath­
ered will be stored in the chip regardless of the state of 
the ownership bit. As in the transmit flow, lookahead 
operations are performed only once for each descriptor. 
There will be no second chance. 

This activity continues until the ILACC recognizes the 
completion of the packet (the last byte of this receive 
message has bee removed from the FIFO). The ILACC 
will subsequently update the current ADTE by writing to 
RMD2 and RMD1 (in that order). This operation updates 
the ENP bit,· message byte count (MCNT), runt packet 
count (RPC), and the receive collision count (RCC). The 
ILACC will then overwrite the 'current' entries in the CS Rs 
with the 'next' entries. 

If after the last byte of data has been read out of the 
FIFO, the packet is detected to be a runt, the "current" 
buffer address and status in the ROTE are not updated, 
and the "current" CSRs are reloaded with the "backup" 
CSR values. The runt packet data buffer will be overwrit­
ten by the next received message data. 

SERIAL TRANSMISSION 
Serial transmission consists of sending an unbroken bit 
stream from either the TxD output or DO± pair consisting of: 

1. Preamble/Start Frame Delimeter (SFD): 56 bits 

(7 bytes) of alternating ONES and ZEROES terminat­
ing with the 8-bit (1-byte) SFD sequenceof 10101011. 

2. Data: The serialized byte stream from the FIFO 
shifted out with the LSB first. 

3. CRC: The inverted 32-bit polynomial calculated from 
the data, address, and type fields, shifted out with the 
MSBfirst. The CRC is nottransmitted if: 

a. Transmission of the data field is truncated for 
any reason. 

b. Cl± becomes active at any time during trans­
mission. 

c. DTCR = 1 (CSR15, bit 03) in a normal or 
loopback transmission mode. 

The transmission is indicated at the general purpose serial 
interface by the assertion of ATS with the first bit of the 
preamble and the negation of ATS after the last transmit­
ted bit. 

The ILACC starts transmitting the preamble when the 
following are satisfied: 

1. The buffer managment unit of the ILACC has 
determined that there is a pending transmission. 

2. The interpacket gap time (IPG) has elapsed. 
3. The backoff interval has elapsed, if a retransmission 

is required. 

SERIAL RECEPTION 
Serial reception consists of receiving an unbroken bit 
stream on the RxD input or DI± pair consisting of: 

1. Preamble/SFD: The two consecutive ONES of the 
SFD occurring a minimum of 8 bit times after the 
carrier is detected (assertion of internal or external 
Carrier Sense) commence the serial to parallel 
conversion process and movement of the receive 
bit stream into the. FIFO. 

2. Data: The serialized byte stream following the 
Destination Address. The last four complete bytes 
of data are the CRC. The Destination Address and 
the Data are framed into bytes and enter the FIFO. 
Source Address and Length/Type field are part of 
the data which are transparent to the ILACC. 

PREAMBLE SYNCH DEST. SOURCE TYPE DATA FCS 
1010 ... 1010 1 1 ADA AD.A 

62 2 6 6 2 46-1500 4 
BITS BITS BYTES BYTES BYTES BYTES BYTES 

Ethernet Frame Format 

PREAMBLE SYNCH DEST. SOURCE LENGTH LLC PAD FCS 
1010 ... 1010 10101011 ADDA ADDA DATA 

56 8 6 6 2 '--y--J 4 
BITS BITS BYTES BYTES BYTES 46-1500 BYTES 

BYTES 
10594-<J091. 

IEEE 802.3 MAC Frame Format 
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Reception is indicated at the general purpose serial 
interface by the assertion of CRS and the presence of 
clock on RxC while RTS is inactive. The ILACC does 
not sample the received data until about 8 bit times (800 
ns for 10-MHz operation) after CRS goes high. Note 
that the receive process will be aborted if two consecu­
tive ZEROES occur during the preamble/SFD se­
quence prior to the two ONES pattern within the SFD. 

FRAME FORMATTING 
The ILACC performs the encapsulationldecapsulation 
function of the data link layer (2nd layer of ISO model) as 
follows: 

Transmit 
In transmit mode, the user must supply the Destination 
Address, Source Address, and Length/Type fields as 
part of the data field in the transmit buffer memory. The 
ILACC will append the preamble, SFD (or synchroniza­
tion bits), and CRC (Frame Check Sequence) to the 
frame as is shown in the figures below. 

Receive 
In receive mode, the ILACC strips off the preamble and 
SFD (or synch bits) and transfers the rest of the frame, 
including the four CRC bytes, to memory. The ILACC will 
discard packets with less than 64 bytes (runt packet) and 
will reuse the receive buffer for the next packet. This is 
the only case where the packet data is discarded. A runt 
packet is normally the result of a collision. 

Error Reporting and Diagnostics 
Extensive status reporting and diagnostics are provided 
by the ILACC. 

Error Reporting 
Error conditions reported relate either to the network as 
a whole or to the individual node. Network error and 
status information is reported in the ILACC internal 
CSRs, and also within the message buffer descriptors 
passed between the ILACC and the host or user. 

Node Errors Include: 
Babbling Transmitter - Transmitter attempting to 

transmit more than 1518 bytes. 
Collision - Collision detection circuitry nonfunctional. 
Missed packet- Insufficient buffer space. 

Memory time-out- Memory response failure. 

Overflow- The receiver has lost all or part of the 
incoming packet due to overflow of internal FIFO. 

Buffer error - The receiver or transmitter does not own 
the next buffer when data chaining. 

Underflow-When transmitting, the FIFO has emptied 
before the end of the packet was loaded into the ILACC. 

Network Related Errors: 

Framing - Packet did not end on a byte boundary. 
CRC-A CRC error was detected on the incoming 

packet. 
Receive Collision Count-Counts collisions on the 

network between any two receive packets. 
Runt Packet Count- Counts undersize packets on the 

network between any two received packets. 

Transmit Collision Count- Counts the number of 
retrys to send an individual packet. 

The ILACC performs several diagnostic routines which 
enhance the reliability and integrity of the system. 
These include a CRC logic check and two loopback 
modes (internal/external). Errors may be introduced 
into the system to check error detection logic. A Time 
Domain Reflectometer is incorporated into the ILACC to 
aid the location of cable faults. Short or open circuit 
conditions manifest themselves in reflections which are 
sensed by the TOR. 

FRAMING ERROR (DRIBBLING BITS) 
The ILACC can handle up to 7 dribbling bits when a 
received packet terminates. During the reception, the 
CRC is generated on every serial bit (including the 
dribbling bits) coming from the cable although the inter­
nally saved CRC value is only updated on the eighth bit 
(on each byte boundary). The framing error is reported 
to the user as follows: 

1. If the number of the dribbling bits are 1 to 7 and there 
is no CRC error, there is no Framing error (FRAM = 0). 

2. If the number of the dribbling bits are less than 8 and 
there is a CRC error, there is also a Framing error 
(FRAM= 1). 

3. If the number of the dribbling bits = 0, there is no 
Framing error. There may or may not be a CRC error. 

LOSS OF CARRIER 
After the ILACC initiates a request for transmission 
(either internally to the embedded SIA, or externally via 
the RTS output), it will expect to see a "carrier sense" 
returned from the internal SIA or the external trans­
ceiver (CRS should become active when the general 
purpose serial interface is used). The "carrier sense" 
signal must be asserted during the time that the request 
to send is active. If "carrier sense" does not become 
active in response to the request or becomes inactive 
before the end of transmission, the LCAR (loss of car­
rier) error bit will be set in TMD2 after the packet has 
been transmitted. 
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DIAGNOSTICS 

Loopback 
The normal operation of the ILACC functions as a half­
duplex device. However, a pseudo-full duplex mode is 
provided for on-line operational test of the ILACC. In this 
configuration, simultaneous transmission and reception of 
a loopback packet is enabled with the following con­
straints: 

1. The packet length must be no longer than 41 bytes 
with DTCR=O and 45 bytes with DTRC=1. If the 
transmit packet size exceeds the recommended 
length, LBE is set to indicate an overwrite in the 
FIFO. 

2. Serial trarismission does not begin until the FIFO 
contains the entire output packet. 

3. Moving the input packet from the FIFO to the 
memory does not begin until the serial input bit 
stream terminates. 

4. The CRC may be generated and appended to the 
output serial bit stream or may be checked on the 
input serial bit steam but not both in the same 
transaction. 

5. The packets should be addressed to the node itself. 
6. During normal loopback, all address schemes 

remain valid. 
7. Multicast addressing can be used only when 

DTCR = 1 (CSR15 bit 3). In this case, the user 
needs to append the CRC bytes. 

8. Ordinary receive activity will be ignored. 

Loopback is controlled by INTL, DTCR, and LOOP 
(CSR15 bits 6, 3, 2). 

Loop INTL 

0 x 
1 0 
1 1 

Function 

No loopback, normal operation 
External loopback 
Internal 

lnterpacket Gap Time (/PG) 
General Purpose Serlal Interface 
The IPG time is 96 network data bit times (9.6 microsec­
onds). The interpacket gap time for back-to-back trans­
mission is 96 to 106 network data bit times, including 
synchronization. The interpacket delay interval begins 
immediately after the negation of the CRS signal. 

In the following paragraphs, the network data rate is 
assumed to be 10MHz. 

Following receive activity, the IPG count will begin 
when CRS falls. If at any time during the first part of the 
IPG (the first 6.0 microseconds) CRS is reasserted, 
then the IPG count will be reset to zero. The counter is 
restarted when CRS falls again. If CRS is asserted 
during the second part of the IPG (after the first 6.0 
microseconds), then the IPG count will NOT be reset 

but will instead proceed as scheduled to 9.6 microsec­
onds. More succinctly stated, CRS activity in the first 
part of the IPG will cause the counter to be reset. CRS 
activity in the second part of the I PG will not cause the 
counter to be reset. This is the two part deferral process 
outlined in the ANSI/IEEE Std 802.31990-09-21 specifi­
cation section 4.2.8. (The newly arriving data will be 
examined for preamble, sync and address, and will be 
accepted if the packet address matches the station's.) 

Following transmit activity, the IPG count will begin 
when CRS falls. For the first 4.0 microseconds of the 
IPG CRS activity will be ignored to allow the passing of 
the SOE test signal. After the expiration of this SOE 
window (ANSI/IEEE Std 802.3 section 7.2.4.6), the 
ILACC will again accept receive activity examining in­
coming bit streams for preamble, sync and addressing 
information. However, the IPG. counter will proceed to 
the .9.6 microsecond value regardless of the new CRS 
activity (deference process, section 4.2.8), and, if an­
othertransmission is pending during this time, the trans­
mission will commence at the expiration of the current 
IPG count regardless of the state of CRS. In other 
words, following a transmission there is no distinction 
made between the first and second parts of the IPG with 
respect to CRS activity. The IPG counter always counts 
directly to 9.6 microseconds with no interruptions begin­
ning with the fall of CRS(section 4.2.8). 

Asserting the optional Transmit Two Part Defer bit in 
CSR3 (TX2PTDFR) will cause the counting of the IPG 
following transmit operations to be similar to that of the 
receive case except that the SOE window will still be in 
place following transmit activity. In other words, assert­
ing TX2PTDFR will allow CRS activity to reset the IPG 
counter during the first part of the IPG count when it 
follows a transmission (with the caveat that CRS is 
masked internally for the first 4.0 microseconds of the 
IPG count due to the SOE window). This has the affect 
of allowing IPG reset after transmit only between 4.0 
and 6.0 microseconds following transmission when 
TX2PTDFR is set. The TX2PTDFR bit is provided as an 
option. Implementation of TX2PTDFR ls not currently 
included in the ANSI/IEEE 802.3 standard. 

Following either the de-assertion of the previous recep­
tion's CRS or the expiration of the SOE window follow­
ing a transmission, the ILACC can begin examining a 
new incoming packet. After the assertion of CRS and 
the start of RXC, about 8 bit times will be required 
before the ILACC starts to look for the sync bits (011). If 
CRS is asserted during the 4.0 microsecond SOE win­
dow following a transmission and remains asserted at 
the expiration of the SOE window, any of the following 
scenarios are possible: If 10 bits of preamble plus the 
sync bit occur after the SOE window expires, the ad­
dress portion of the message will be examined for a 
match. If there is not enough preamble left in the mes­
sage at the end ofthe SOE window to satisfy the 10 bit 
requirement, the ILACC will respond in one of two ways. 
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Either a 011 sequence of bits will appear in the mes­
sage as the receive function is enabled and the receiver 
will believe· that it has just found the sync bit, or a 00 
sequence of bits will be found and the ILACC will com­
pletely ignore the rest of the incoming message just as 
though there occurred an address mismatch. In the 
case where 011 is found, ii the next six bytes of data 
manage to be interpreted as a correct address match 
(through perhaps logical addressing or promiscuous 
addressing), the remaining data will be received and (ii 
not a runt) will be stored in a buffer in memory. How­
ever, it is very likely that CRC error and possibly the 
FRAM error will be indicated for this packet. 

II receive activity begins in the second part of the IPG as 
detected by the ILACC and there exists a pending trans­
mission, the ILACC will ignore the receive activity since 
at the expiration ol IPG the pending transmission will be 
broadcast onto the network as specified in the ANSI/ 
IEEE spec (see section 4.2.8). (There is no need to 
accept the receive activity in this case since the ILACC 
can predict that it will begin transmission and cause 
collision with the receive packet.) 

Internal SIA Interface 
The timing of the integrated SIA is identical to that 
described above. However, no external signals are 
available to indicate the start of the IPG time out. 

COLLISION DETECTION AND COLLISION JAM 

General Purpose Serial Interface 
Collisions are detected by monitoring the CDT pin. II 
CDT becomes asserted during a frame transmission, 
RTS will remain asserted for at least 32 (but not more 
than 40) additional bit times (including CDT synchroni­
zation). This additional transmission alter collision de­
tection is referred to as COLLISION JAM. If collision 
occurs during the transmission of the preamble, the 
ILACC continues to send the preamble and sends the 
32-bit JAM pattern following the preamble. If collision 
occurs alter the preamble, the ILACC will send the JAM 
pattern following the transmission of the current byte. 
The JAM pattern is any pattern except the CRC bytes. 

Internal SIA Interface 
When using the SIA interlace, collisions are detected by 
monitoring the differential Cl± signals returned from the 
bus transceiver. JAM is issued the same way as Gen­
eral Purpose Serial Interlace. 

Receive-Based Collision 
If CDT or Cl± (serial interlace dependent) is asserted 
during the reception of a packet, the reception is imme­
diately terminated. If a collision occurs within 6 byte 
times (4.8 ms at 1 OM biVs network data rate), the packet 
will be rejected because of an address mismatch and 
the FIFO write pointer will be reset. If a collision occurs 
within 64 byte times (51.2 ms at 1 OM biVs), the packet 
will be rejected since it is a runt packet. If a collision 

occurs after 64 byte times (late collision), this will result 
in a. truncated packet being written to the memory 
buffer. The CRC and FRAM bits may be set, and the 
MCNT will not match the length given in the length field. 

Transmit-Based Collision 
When a transmission attempt has been terminated due 
to the assertion of CDT or Cl± (a collision that occurs 
within 64 byte times), the ILACC will retry the transmis­
sion up to a maximum of 15 times. The ILACC does not 
try to reread the descriptor entries from the transmit 
TOTE upon each collision. The descriptor entries for the 
current buffer are internally saved in the CSRs. The 
scheduling of each re-transmission is determined by a 
controlled randomized process called the "truncated 
binary exponential backoll". Upon completion of the 
COLLISION JAM interval, the ILACC calculates a delay 
before re-transmitting. The delay is an integral multiple 
olthe SLOT TIME. The SLOT TIME is defined as 512 bit 
times (64 bytes). II a collision is detected during trans­
mission, the SLOT TIME counter is started at the end of 
the COLLISION JAM sequence. 

The number of SLOT TIMES to delay before the nth re­
transmission attempt is chosen as a uniformly distrib­
uted random integer "r" in the range of: 

0 < r < 2k, where k =min (n, 10) 
For example, if this is the third retry: 
n=3 
k = min(3,10) = 3 
23 = 8 

II the number selected is zero (r = 0), the ILACC will begin 
re-transmission at the end of the 96 clock IPG time. 

II all 15 retry attempts fail, the ILACC sets the RTRY bit 
in the current transmit TOTE in host memory (TMD2), 
gives up ownership (sets the OWN bit to zero) for this 
packet, and processes the next packet in the transmit 
ring for transmission. 

When there are excessive collisions of any buffer in a 
multi-buffer packet, the status will be written in the current 
descriptor. The OWN bit in the subsequent descriptor will 
be reset until the STP is found. 

II there is a late collision (collision occurring after 64 byte 
times), the ILACC will not retransmit. It will terminate the 
transmission, note the LCOL error (TMD2), and transmit 
the next packet in the ring. 

Collision-Microcode Interaction 
The microprogram uses the time provided by COLLISION 
JAM, INTERPACKET DELAY, andthe backoff interval to 
restore the address and byte counts internally and starts 
loading the FIFO in anticipation of retransmission. It is 
important that the ILACC be ready to transmit when the 
backoff interval elapses to utilize the channel properly. 
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Time Domain Retlectometry 
The ILACC contains a time domain reflectometry 
counter. The TOR counter is ten bits wide. It counts at 
the internal ILACC network crystal frequency (XCLK). It 
is cleared by the microprogram and commences count­
ing once the carrier is detected during transmission. 
Counting ceases if a collision is detected (CDT or Cl+) 
or the request for transmission (ATS for general inter­
face, internal request for integrated SIA) is dropped. 
The counter does not wrap around but will freeze at the 
maximum count (all ones) until cleared. The value in the 
TOR is written to the TOTE TMD2 following the trans­
mission of the packet. The TOR is used to determine the 
location of suspected cable faults. 

Heartbeat 
General Purpose Serial Interface 
During the interpacket gap delay following the negation 
of ATS, the CDT input may be asserted by some trans­
ceivers as a self-test (SOE TEST in ANSI/IEEE 802.3). 
If the CDT input is not asserted within the 40 network bit 
times (4 microseconds) period following the completion 
of transmission (after CRS goes inactive), then the ILACC 
will set the CERA bit in CSRO. CERA error will not cause 
an interrupt to occur. (This window of 40 network bit 
times following a transmission is defined in the ANSI/ 
IEEE 802.3 specification as the carrier-inhibit-time.) 

Internal SIA 
When PORTSEL=O (MODE register bit 8), the integrated 
SIA will expect the SOE TEST signal to appear as a 
1 OM Hz waveform on the Cl± pairwithin the 40 network bit 
times described above. Again, should this signal not 
appear, the CERA bit of CSRO will be asserted. 

PROGRAMMABLE RESOURCES 
This section defines the control and status registers and 
the memory data structures required to program the 
ILACC. 

User Programmable Registers 
Internal programmable registers are accessed in a two 
step operation. First, the address of the programmable 
register is written into the Register Address Port (RAP). 
Subsequent read or write operations will access the 
register pointed to by the contents of the RAP. The data 
will be read from (or written into) the selected Register 
through the Data Port. 

The CID pin permits external selection of either the 
Data or the Register Address Port as follows: 

CID Port 

0 
1 

Data Port 
Register Address Port 

Cyclic Redundancy Check (CRC) 
The ILACC utilizes the 32-bit CRC function used in the 
Autodin-11 network. Refer to the Ethernet specification 
(Frame Check Sequence Field and Appendix C: CRC 
Implementation) or ISO 8802-3 ANSI/IEEE Std. 802-3 
can be verified using the LOOP (CSR15 bit 2) and 
DTCR (CSR15 bit 3) bits. See Frame Check Sequence 
Field section on page 21 for more detail. The ILACC 
CRC logic is as follows: 

1. TRANSMISSION - LOOP = 0 (CSR15 bit 2) and 
DTCR = 0 (CSR15 bit 3). The ILACC calculates the 
CRC from the first bit following the Start bit to the 
last bit of the data field. The CRC value inverted is 
appended onto the transmission in one unbroken bit 
strea, with the most significant bit transmitted first. 

2. RECEPTION - LOOP= 0 (CSR15 bit 2). The 
ILACC performs a check on the input bit stream 
from the first bit following the start bit to the last bit 
in the frame. The ILACC continually samples the 
state of the CRC checked on framed byte bounda­
ries, and, when the incoming bit stream stops, the 
last sample determines the state of the CRC error. 
Framing error (FRAM) is not reported if there is no 
CRC error. 

3. LOOPBACK- LOOP= 1 (CSR15 bit 2) and 
DTCR = 0 (CSR15 bit 3). The ILACC generates 
and appends the CRC value to the outgoing bit 
stream as in Transmission but does not perform the 
CRC check of the incoming bit stream. 

4. LOOP BACK- LOOP= 1 (CSR15 bit 2) and DTCR 
= 1 (CSR15 bit 3). The ILACC performs the CRC 
check on the incoming bit stream as In Reception 
but does not generate or append the CRC value to 
the outgoing bit steam during transmission. 

REGISTER ADDRESS PORT (C/D = H) 
The high-order 16 bit (i.e., DAL 16-31) are undefined. 
RAP is defined as follows: 

15 6 5 

'------RAP 
~---------~ RES 

Bit Name 

15-06 RES 

05-00 RAP 

10594·010A 

Description 

RESERVED, written and read as 
zero. 

Register Address Port select. Selects 
the Control and Status Register 
location to be accessed. RAP is 
cleared by RESET. 
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CONTROL AND STATUS REGISTERS Addresses 5-58 are available as READ ONLY, 
The Control and Status Registers (CS Rs) are internal to providing the STOP bit is set. These allow the host to 
the ILACC, and accessed on an individual basis by first verify data loaded during initialization and/or monitor 
writing the appropriate CSR address into the RAP. ILACC functions. 

Regardless the state of the STOP bit, READ/WRITE The internal programmable registers are mapped as 
access is permitted to CSRO and CSR3-4. To access follows: 
CSR1-2, the STOP bit in CSRO must be set. 

All CSR data transfers will take place over the lower 2 
bytes (DAL15-0) for all slave operations. DAL31-16 are 
undefined. 

RAP CSR Contents RAP CSR Contents 

00 CSRO CONTROL AND STATUS REGISTER O 25 CSR25 BASE ADDRESS OF RX RING 31-16 
01 CSR1 CONTROL AND STATUS REGISTER 1 26 CSR26 NEXT ADDRESS OF RX RING 15-0 
02 CSR2 CONTROL AND STATUS REGISTER 2 27 CSR27 NEXT ADDRESS OF RX RING 31-16 
03 CSR3 CONTROL AND STATUS REGISTER 3 28 CSR28 CURRENT ADDRESS OF RX RING 15-0 
04 CSR4 CONTROL AND STATUS REGISTER 4 29 CSR29 CURRENT ADDRESS OF RX RING 31-16 
05 CSR5 TRANSMIT RETRY COUNT 30 CSR30 BASE ADDRESS OF TX RING 15-0 
06 CSR6 RX/TX DESCRIPTOR TABLE LENGTH 31 CSR31 BASE ADDRESS OF TX RING 31-16 
07 CSR? RECEIVE COLURUNT PACKET CNT. 32 CSR32 NEXT ADDRESS OF TX RING 15-0 
08 CSR8 LOGICAL ADDRESS FILTER 15-0 33 CSR33 NEXT ADDRESS OF TX RING 31-16 
09 CSR9 LOGICAL ADDRESS FILTER 31-16 34 CSR34 CURRENT ADDRESS OF TX RING 15-0 
10 CSR10 LOGICAL ADDRESS FILTER 47-32 35 CSR35 CURRENT ADDRESS OF TX RING 31-16 
11 CSR11 LOGICAL ADDRESS FILTER 63-48 36 CSR36 RUNT BACKUP BUFFER ADDRESS 15-0 
12 CSR12 PHYSICAL ADDRESS 15-0 37 CSR37 RUNT BACKUP BUFFER ADDRESS 31-16 
13 CSR13 PHYSICAL ADDRESS 31-16 38 CSR38 RETRY BACKUP BUFFER ADDRESS 15-0 
14 CSR14 PHYSICAL ADDRESS 47-32 39 CSR39 RETRY BACKUP BUFFER ADDRESS 31-16 
15 CSR15 MODE REGISTER 40 CSR40 CURRENT RX BYTE COUNT 
16 CSR16 INITIALIZATION BLOCK ADDRESS 15-0 42 CSR42 CURRENT TX BYTE COUNT 
17 CSR17 INITIALIZATION BLOCK ADDRESS 31-16 44 CSR44 NEXT RX/TX BYTE COUNT 
18 CSR18 CURRENT RX BUFFER ADDRESS 15-0 46 CSR46 POLL TIME COUNT 
19 CSR19 CURRENT RX BUFFER ADDRESS 31-16 48 CSR48 HI ADDRESS INIT BLOCK 
20 CSR20 CURRENT TX BUFFER ADDRESS 15-0 50 CSR50 CURRENT RX STATUS 
21 CSR21 CURRENT TX BUFFER ADDRESS 31-16 52 CSR52 CURRENT TX STATUS 
22 CSR22 NEXT RX/TX BUFFER ADDRESS 15-0 54 CSR54 NEXT RX/TX STATUS 
23 CSR23 NEXT RX/TX BUFFER ADDRESS 31-16 56 CSR56 RUNT BACKUP BYTE COUNT 
24 CSR24 BASE ADDRESS OF RX RING 15-0 58 CSR58 RETRY BACKUP BYTE COUNT 

59 CSR59 REVISIN REGISTER 

CONTROL AND STATUS REGISTER 0 (CSRO). RAP= 0 
The ILACC updates CSRO by logical "ORing" the previous and present values. 

15 0 

I I I I I I I I I I I I I I I I I 

~ INIT 
STRT 
STOP 
TDMD 
TXON 
RXON 
INEA 
INTR 
IDON 
TINT 
RINT 
MERR 
MISS 
CERR 
BABL 

'--~~~~~~~~~~~~~~ERR 

10594·012A 
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Bit Name 

15 ERR 

14 BABL 

13 CERR 

12 MISS 

11 MERR 

10 RINT 

09 TINT 

08 IDON 

1·80 

PRELIMINARY 

Description 

ERROR summary is set by the "OR" of BABL, CERR, MISS and MERR. ERR remains set as long as 
any of the error flags are true. ERR is read only; write operations are ignored. 

BABBLE is a transmitter time-out error. It indicates that the transmitter has been on the channel longer 
than the time required to send the maximum length packet. 

BABL indicates excessive length in the transmit buffer. It will be set after 1519 data bytes have been 
transmitted. The chip will continue to transmit until the byte count equals zero. 

When BABL is set, an INTR interrupt will be generated providing INEA = 1 and the mask bit BABLM 
(CSR3 bit 14) is clear. 

BABL is READ/CLEAR ONLY and is set by the chip and cleared by writing a "1" into the bit. Writing a 
"O" has no effect. It is also cleared by RESET or by setting the STOP bit. 

COLLISION ERROR indicates that the collision input to the ILACC (CDT or Cl±} failed to activate within 
40 network bit times after a transmission was completed (the 40 bit times window commences upon 
CRS going inactive). This collision after transmission is a transceiver test feature (SQE Test). 

CERR will not cause an interrupt to be generated (INTR = 0, INTR line unaffected). 

CERR is READ/CLEAR only. It is set by the chip, and cleared by writing a "1" into the bit. Writing a "O" 
has no effect. It is also cleared by RESET or by setting the stop bit. 

MISSED PACKET is set when the receiver loses a packet, because it does not own a receive buffer 
and the FIFO has overflowed, indicating loss of data. 

FIFO overflow is not reported, because there is no receive ring entry in which to write status. 

When MISS.is set, an INTR interrupt will be generated providing INEA = 1, and the mask bit MISSM 
(CSR3 bit 12) is clear. 

MISS is READ/CLEAR ONLY and is set by the chip and cleared by writing a "1" into the bit. Writing a 
"O" has no effect. It is also cleared by RESET or by setting the STOP bit. 

MEMORY ERROR is set when the chip is the Bus Master and has not received a "ready" indication 
(READYL Low) from memory within 512 XCLK counts (i.e., 25.6µs for 10-MHz network data rate) after 
asserting DAS. 

When a Memory Error is detected, the receiver and transmitter are turned off. In addition, the INTR pin 
will be asserted LOW provided the INEA bit =1 and the MERRM bit (CSR3 bit 11) =0. 

MERR is READ/CLEAR ONLY and is set by the chip and cleared by writing a "1" into the bit. Writing a 
"O" has no effect. It is also cleared by RESET or by setting the STOP bit. 

RECEIVER INTERRUPT is set after the ILACC has completed a received packet and toggled the OWN 
bit in the last Receive Descriptor Ring in the chain. 

When RINT is set, the RINTR interrupt will be generated, providing INEA = 1 and the mask bit RINTM 
(CSR3 bit 10) is clear. The interrupt summary bit, INTR, will also be set, but the condition of the 
external INTR line is unaffected by the state of RINT. 

RINT is READ/CLEAR ONLY and set only by the chip. It can be cleared by writing a "1" into the bit, 
(writing a "O" has no effect), by the application of RESET or by setting the STOP bit. 

TRANSMITIER INTERRUPT is set after the ILACC has completed a transmitted packet and toggled 
the OWN bit in the last Transmit Descriptor Ring in the chain. 

When TINT is set, an INTR interrupt will be generated providing INEA = 1 and the mask bit TINTM 
(CSR3 bit 09) is clear. 

TINT is READ/CLEAR ONLY and is set by the chip and cleared by writing a "1" into the bit. Writing a 
"O" has no effect. It is also cleared by RESET or by setting the STOP bit. 

INITIALIZATION DONE indicates that the chip has completed the initialization procedure started by 
setting the INIT bit. When IDON is set, the chip has read the Initialization Block from memory and 
stored the new parameters. 

When IDON is set, an INTR interrupt will be generated, providing INEA = 1 and the mask bit IDONM 
(CSR3 bit 8) is clear. 

IDON is READ/CLEAR ONLY and is set by the chip and cleared by writing a "1" into the bit. Writing a 
"O" has not effect. It is also cleared by RESET or by setting the STOP bit. 
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07 INTR 

06 INEA 

05 RXON 

04 TXON 

03 TDMD 

02 STOP 

01 STRT 

00 INIT 

PRELIMINARY AMO~ 

Description 

INTERRUPT FLAG indicates that one or more of the following interrupt-causing conditions has oc­
curred: BABL, MISS, MERR, RINT, TINT, !DON, LBE or TXSTRT; and its associated mask bit is clear. 
If INEA = 1 and INTR = 1, the INTR output pin will become active when any one or more of the above 
interrupt flags is set, with the exception of RINT. 

INTR is READ ONLY; writing this bit has no effect. INTR is cleared by RESET, by setting the STOP bit, 
or by clearing the relevant interrupt bit(s). 

INTERRUPT ENABLE will cause an external INTR to be generated for any of the following interrupt bits 
set in CSRO (providing the associated mask bit in CSR3 is clear): BABL, MISS, MERR, TINT or IDON, 
as well as LBE and TXSTRT in CSR4 (providing the mask bits in CSR4 are clear). Note that RINT will 
not cause the INTR line to be asserted. If INEA = 1 and INTR = 1 (caused by any interrupt flag except 
RINT), the INTR pin will be low. If INEA = 0, the INTR pin will be high, regardless of the state of the 
Interrupt Flag. 

INEA is READ/WRITE and can be cleared by the host, by RESET or by setting the STOP bit. 

RECEIVER ON indicates that the receiver is enabled. RXON is set when STAT is set, if DRX = 0 in 
the MODE register of the initialization block (and the initialization block has been read by the chip by 
setting the INIT bit). RXON is cleared when IDON is set and DRX = 1 in the MODE register, or if a 
memory error (MERR) has occurred. 

RXON is READ ONLY; writing this bit has no effect. RXON is cleared by RESET or by setting the 
STOP bit. 

TRANSMITIER ON indicates that the transmitter is enabled. TXON is set when STRT is set if DTX = 0 
in the MODE register of the initialization block and the INIT bit has been set. TXON is cleared when 
IDON is set and DTX = 1 in the MODE register, if a memory error (MERR) has occurred, or if transmitter 
underflow occurs (UFLO in transmit descriptor entry). 

TXON is READ ONLY; writing this bit has no effect. TXON is cleared by RESET or by setting the STOP 
bit. 

TRANSMIT DEMAND, when set, causes the chip to access the Transmit Descriptor Ring without 
waiting for the polltime interval to elapse. TDMD need not be set to transmit a packet, ~ merely hastens 
the chip's response to a Transmit Descriptor Ring entry insertion by the host. 

TDMD is WRITE WITH ONE ONLY and cleared by the microcode after it is used. It may read as a "1" 
for a short time after it is written because the microcode may have been busy when TDMD was set. It is 
also cleared by RESET or by setting the STOP bit. Writing a "O" in this bit has no effect. 

STOP disables the chip from all external activity when set and clears the internal logic. The chip 
remains inactive and STOP remains set until the STRT or !NIT bit is set. If STRT, !NIT and STOP are all 
set together, STOP will override the other bits and only STOP will be set. 

STOP is READ/WRITE WITH ONE ONLY and set by RESET. Writing a "O" to this bit has no effect. 
STOP is cleared by setting either INIT or STAT. 

START enables the chip to send and receive packets, perform direct memory access and do buffer 
management. Setting STRT clears the STOP bit. If STRT and !NIT are set together, the !NIT function 
will be executed first. 

STRT is READ/WRITE WITH ONE ONLY. Writing a "O" into this bit has no effect. STRT is cleared by 
RESET or by setting the STOP bit. 

INITIALIZE, when set, causes the chip to begin the initialization procedure and access the Initialization 
Block. Setting !NIT clears the STOP bit. 

If STRT and !NIT are set together, the !NIT function will be executed first. INIT is READ/WRITE WITH 
ONE ONLY. Writing a "O" into this bit has no effect. !NIT is cleared by RESET or by setting the STOP 
bit. The ILACC does not internally clear the !NIT bit on completion of the initialization procedure. 
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CONTROL AND STATUS REGISTER 1 (CSR1). 
RAP:1 
READ/WRITE accessible only when the STOP bit in 
CSRO is set. Unaffected by RESET. 

15 2 1 0 

'----...........---------'' LJ 
L1ADR (1-0)="0" 

~-----IADR[15-02) 

Bit Name Description 

15-00 IADR The low order 16 bits of the address of 
the first word (lowest address) in the 
Initialization Block. Bits 00 and 01 must 
be zero. Used with CSR2 to form the 
base address of the Initialization Block 
in host memory. 

CONTROL AND STATUS REGISTER 3 (CSR3). 
RAP:03 
Accessible regardless of the state of the STOP bit. 
CSR3 is cleared by RESET. 

CSR3 allows redefinition of the Bus Master interface 
and masking of selected interrupts. 

All other bits will be read as zeroes, regardless of data 
during write operations. 

CONTROL AND STATUS REGISTER 2 (CSR2). 
RAP:2 
READ/WRITE accessible only when the STOP bit in 
CSRO is set. CSR2 is unaffected by RESET. 

15 0 

~------- IADR [31-16) 

10594-015A 

Bit Name Description 

15-00 IADR The high order 16 bits of the base 
address for the Initialization Block in 
host memory. Used with CSR1 to form 
the full 32 bit base address of thelnitiali­
zation Block. 

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0 

I II I I I I I I I I I I I I I I 

o~ RES) 
ACON 
BSWP 
EMBA 
DTX2PD 
RES 
IDONM 
TINTM 
RINTM 
MERRM 
MISSM 
RES 
BABLM 
RES 

10594-0168 
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15 RES 

14 BABLM 

13 RES 

12 MISSM 

11 MERRM 

10 RINTM 

09 TINTM 

08 IDONM 

07-05 RES 

04 DTX2PD 

03 EMBA 

02 BSWP 

01 ACON 

00 RES 

PRELIMINARY AMO~ 

Description 

RESERVED, written and read as zero. 

BABBLE MASK. If BABLM is set, the INTR bit and the external INTR will remain inactive, regardless of 
the state of BABL in CSRO. 

RESERVED, written and read as zero. 

MISSED PACKET MASK. If MISSM is set, the INTR bit and the external INTR will remain inactive, 
regardless of the state of MISS in CSRO. 

MEMORY ERROR MASK. If MERRM is set, the INTR bit and the external INTR will remain inactive, 
regardless of the state of MERA in CSRO. 

RECEIVE INTERRUPT MASK. If RINTM is set, the INTR bit and the external RINTR will remain 
inactive, regardless of the state of RINT in CSRO. 

TRANSMIT INTERRUPT MASK. If TINTM is set, the INTR bit and the external INTR will remain 
inactive, regardless of the state of TINT in CSRO. 

INITIALIZATION DONE MASK. If IDONM is set, the INTR bit and the external INTR will remain inactive, 
regardless of the state of IDON in CSRo:. 

RESERVED, written and read as zeroes. 

DISABLE TRANSMIT TWO PART DEFER. When this bit is set, the optional transmit two part deferral 
mechanism is disabled and the deferral time or interpacket gap (IPG) following ILACC transmit activity is 
calculated according to the deferral process in IEEE 802.3, i.e. the I PG following ILACC transmit activity 
will be counted as 96 network bit times, regardless of carrier activity on the network. When DT2PD is 
cleared, the optional transmit two part deferral mechanism is in effect and the IPG following ILACC trans­
mit activity will also be counted in two parts (regardless of the state of DT2PD, the IPG following network 
activity where the ILACC was not transmitting is always counted in two parts). Wheneverthe ILACC counts 
IPG in two parts, the first part of IPG will have a nominal duration of 6.0 microseconds, and the second part 
will have a duration of 3.6 microseconds. When DT2PD=0, carrier activity during the first part of the IPG 
following ILACC transmit activity will cause the IPG counter in the ILACC to be reset. Note that carrier ac­
tivity is always masked out (ignored) for the first 40 network bit times following transmit activity to allow for 
SOE test, and will not reset the ILACC IPG counter. Hence the IPG counter will be reset if carrier activity 
occurs anytime between 4.0 µs to 6.0 µs following ILACC transmit activity. DT2PD is cleared upon RE­
SET. This optional two part deferral mechanism is not currently part of the IEEE 802.3 specification. 

ENABLE MODIFIED BACKOFF ALGORITHM. When this bit is set, an alternative to the IEEE 802.3 
truncated binary exponential backoff algorithm is invoked in the retry logic. This alternate algorithm is 
different from the IEEE 802.3 algorithm only in that the counting of the retry interval period is suspended 
whenever a carrier is present (DI± active or the CRS pin asserted, depending on the value of the 
PORTSEL bit) and resumes when a carrier is not present. EMBA is cleared upon RESET. This modified 
backoff algorithm is not currently a part of the IEEE 802.3 specification. 

BYTE SWAP. BSWP is read only and indicates whether the chip is programmed for systems that consider 
bits 00-07 on the data bus to be the most significant byte. When BSWP = 1, the chip will swap high-order 
bytes for low-order bytes on DMA data transfers between the FIFO and bus memory. Only data from the 
FIFO transfer is swapped; Initialization Block data and Descriptor Ring entries are not swapped. 

Byte swapping and the state of BSWP are controlled by the BACON bits; wr~ing BSWP will have no effect. 

ALE CONTROL. Defines the assertive state of ALE/AS when the chip is the Bus Master. 

ACON = O: ALE (falling edge latches address). 
ACON = 1: AS (rising edge latches address). 

ACON is READ/WRITE and cleared by RESET. 

RESERVED, written and read as zero. 
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CONTROL AND STATUS REGISTER 4 (CSR4). 
RAP:04 

15 14 13 12 11 10 9 8 7 6 5 4 3 2 , 0 

I I Ill 

1

1 1,101n
1
1
1
1
1
1 ~"™ CSR4 controls selected diagnostic functions, micropro­

cessor bus acquisition and DMA signaling. CSR4 can 
be accessed regardless of the state of the STOP bit. 
CSR4 is cleared by RESET. 

TXSTRT 
RES 

'---------- BACON 
RES L---------------DMAPLUS 
RES 

10594-0170 

Bit Name Description 

15 RES RESERVED, written and read as zero. 

14 DMAPLUS DMAPLUS = 1, allows a OMA burst transfer to continue until the internal FIFO is empty or full, or 

13-08 RES 

07-06 BACON 

until preempted. When DMAPLUS = 0, the 16-byte burst mode is selected. Cleared by RESET, 
unaffected by STOP. 

Note that DMAPLUS affects the minimum transmit buffer size, for the first buffer in a chain. The first 
buffer should be a minimum of 100 bytes with DMAPLUS = 0, and increased to 116 bytes minimum 
with DMAPLUS = 1. This guarantees the ILACC can retransmit the packet if a collision occurs within 
the slot time. 

RESERVED and read as zeroes only. 

BUS ACQUISITION CONTROL is used to optimally mate the ILACC with various microprocessor 
and system buses. The BACON bits will override the programming of BSWP (see table below). 

BACON is READ/WRITE and cleared by RESET, but unaffected by the STOP bit in CSRO. 

BACON Bus Configuration BSWP* 

00 32 bit 80X86 0 
01 32 bit 680XO 1 
10 Reserved x 
11 Reserved x 

• NOTE: BSWP is read only. The swapping function is programmed in accordance with the Bus 
Acquisition Control (BACON) bits in CSR4. 

05-04 RES RESERVED, written and read as zeroes only. 

03 TXSTRT TRANSMIT START status bit is set each time the ILACC attempts to begin a transmission (at the 
start of preamble). The INTR bit in CSRO will be set if TXSTRTM is clear, and an INTR interrupt will 
be generated if INEA is set. TXSTRT is cleared by writing a "1" to its bit position, or by activating 
RESET or STOP. Unaffected by writing a "O". 

02 TXSTRTM TRANSMIT START MASK enables or disables the generation of the INTR bit and the external INTR 
interrupt associated with TXSTRT. Cleared by RESET or STOP. 

01 LBE LOOPBACK EXCESSIVE is set when the transmit packet size exceeds the recommended 41-byte 
limit (45 if DTCR = 1 ). In this case, the FIFO will overflow while filling. When LBE is set, STOP and 
INTR are also set. Cleared by writing a "1" or by hardware reset. 

00 LBEM LOOPBACK ERROR MASK enables or disables the generation of the INTR bit and the external INTR 
interrupt associated with LBE. Cleared by RESET or STOP. 
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USER READABLE REGISTERS 

TRANSMIT RETRY COUNT (CSR5). 
Contains the number of retry attempts to transmit the 
current buffer. Written into the transmit descriptor table 
entry when either a successful transmission has been 
completed or the transmission was aborted due to ex­
cessive retries. Read only access when STOP = 1. See 
the description of the transmit descriptor table for further 
details. 

15 4 3 0 

TRC 
~---------~ RES 

10594-0lBB 

RX/TX DESCRIPTOR TABLE LENGTH (CSR6). 
Contains a copy of the ALEN and TLEN bits read from 
user memory during the initialization sequence. Read 
only access when STOP = 1 . 

See the description of the Initialization Block for further 
details. 

1514131211109 8 7 6 5 4 3 2 1 0 

I I I I I II I I I 

I ~ ZEROES I~-- RLEN[3--0] 
- TLEN [3--0] 

t0594-019A 

RECEIVE COLLISION/RUNT PACKET COUNT 
(CSR7) 
The Receive Collision Count indicates the number of 
collisions detected on the network since the last received 
packet. The value is written into the receive descriptor 
table entry when a successful reception has been com­
pleted. The RCC will be reset immediately afterthe OWN 
bit for the descriptor is cleared by the ILACC, or upon a 
host read. Read only access when STOP = 1. See the 
description of the receive descriptor table entries for fur­
ther details. 

The Runt Packet Count indicates the number of runt 
packets (less then 64 bytes) addressed to the node since 

RECEIVED MESSAGE 
DESTINATION ADDRESS 

47 

the last successfully received packet. The value is writ­
ten to the receive descriptor table entry when a suc­
cessful reception has been completed. The RCC will be 
reset immediately after the OWN bit for the descriptor is 
cleared by the ILACC or upon a host read. Read only 
access when STOP = 1. See the description of the 
receive descriptor table entries for more details. 

15 8 7 0 

'-------- RPG 
'---------------- RCC 

10594-020A 

LOGICAL ADDRESS FILTER (CSRS-11) 
READ ONLY access, when the STOP bit is set. 

63 0 

LADRF 

10594·021A 

Bit Name Description 

63-00 LAD RF The 64-bit mask that is used to accept 
incoming Logical Addresses. The 
Logical Address Filter is a read only 
copy of the entry of the same name in 
the Initialization Block. The value is 
updated only when the Initialization 
Block is read (INIT = 1). 

If the least significant address bit of a 
received message is set (PADR bit 00 = 
1 ), then the address is deemed logical, 
and passed through the CRC generator. 
After processing the 48-bit destination 
address, a 32-bit resultant CRC is 
produced and strobed into a register. 
The high order 6 bits of this resultant 
CRC are used to select one of the 64-bit 
positions in the Logical Address Filter 
(see diagram). If the selected filter bit is 
a "1," the address is accepted and the 
packet will be placed in memory. 

32-BIT RESULTANT CRC 

LOGICAL 
ADDRESS FILTER 

63 0 

•MATCH= 1: PACKET ACCEPTED 

•MATCH= O: PACKET REJECTED 

MATCH' 
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LOGICAL ADDRESS FILTER OPERATION 
The first bit of the incoming address must be a "1" for a 
logical address. If the first bit is a "O," it is a physical 
address and is compared against the physical address 
that was loaded through the Initialization Block. 

The Logical Address Filter is used in multicast address­
ing schemes. The acceptance of the incoming frame 
based on the filter value indicates that the message 
may be intended for the node. It is the user's responsi­
bility to determine if the message is actually intended for 
the node by comparing the destination address of the 
stored message with a list of acceptable logical ad­
dresses. 

The Broadcast address, which is all ones, does not go 
through the Logical Address Filter and is always en­
abled. If the Logical Address Filter is loaded with all 
zeroes (and PROM= 0), all incoming logical addresses 
except Broadcast will be rejected. 

The multicast addressing in external loopback is opera­
tional only when DTCR = 1 in the Mode Register. 

PHYSICAL ADDRESS REGISTER (CSR12-14) 
READ ONLY access when the STOP bit is set. 

47 1 0 

L PADR[O]="O" 
'------------ PADR[47-1] 

10594-023A 

Bit Name 

47-00 PADR 

Description 

PHYSICAL ADDRESS is the unique 
48-bit physical address assigned to 
the chip. PADR[O] must be zero. The 
Physical Address value is a read only 
copy of the entry of the same name in 
the Initialization Block. This internal 
copy is updated only when the 
Initialization Block is read (INIT = 1). 

MODE REGISTER (CSR15) 
The MODE Register is a read only copy of the entry of 
the same name in the Initialization Block. This internal 
copy is updated only when the Initialization Block is 
read (INIT = 1) and will be cleared by RESET. 

The MODE Register entry in the Initialization Block 
(located in user memory) permits alteration of the chip's 
operating parameters and provides the programming 
options for the internal SIA and/or general purpose 
intertace port. Normal operation is with the Mode Reg­
ister clear. 

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0 

I I I I I I I I I II II I I I I 

~~fu 
COLL 

'---------- DRTY 
'---------!NTL 

'----------RES 
'----------- PORSEL 
'-----------~rseL 

RES 

'-----------------PROM 

10594-0248 
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Bit Name Description 

15 PROM PROMISCUOUS Mode. When PROM= 1, all incoming packets are accepted. 

14-10 RES RESERVED, written and read as zeroes only. 

09 TSEL TRANSMIT MODE SELECT. TSEL = O: In the idle transmit state, DO+ and DO- are equal, providing 
"zero" differential to operate transformer coupled loads. Delay and output return to zero are con­
trolled internally. TSEL High: In Idle transmit state DO+ is pesitive with respect to DO-. 

08 PORTSEL PORT SELECT allows the chip to select between the IEEE standard Attachment Unit Interface (AUi) 
using the internal SIA, or the general purpose serial interface (GPSI) to drive an independent device. 
When PORTSEL = 1, the general purpose port is selected. During the selection of the internal SIA, 
the GPSI outputs should be left unconnected and inputs should be tied to ground. Cleared by 
RESET, unaffected by STOP.II Internal Loopback is enabled (MODE Register, bits 2 and 6) the 
state of PORTSEL is ignored, and the serial bit stream is looped back prior to the Manchester 
Encoder section of the ILACC. 

07 RES RESERVED, written and read as zero. 

06 INTL INTERNAL LOOP BACK (INTL = 1) selects Internal Loopback and is used with the LOOP bit to 
determine where the loopback is to be done. Internal Loopback allows the chip to receive its own 
transmitted packet. The condition of PORTSEL does not effect the operation of Internal Loopback 
and the data stream is looped back prior to the integral SIA. Since this represents full duplex 
operation, the packet size is limited to 41 bytes if DTCR = 0, or 45 bytes if DTCR = 1. Only packets 
which the node addresses to itself will be accepted. Packets addressed to the node from other 
nodes will not be accepted. 

05 DRTY 

04 COLL 

03 DTCR 

02 LOOP 

01 DTX 

00 DRX 

EXTERNAL LOOPBACK (INTL= 0) permits the ILACC to transmit a packet out to the physical 
medium, either using the internal SIA, or via the general purpose serial interface (determined by 
PORTS EL, CSR15 bit 8). If PORTS EL= 0, the internal SIA will used, and the transmit/receive path 
will be tested to the physical medium (via external transceiver). If PORTSEL = 1, the general 
purpose interface will be exercised. Multicast addressing in External Loopback is valid only when 
DTCR = 1 (user must append 4 byte CRC to packet). Packets addressed to the node from other 
nodes will be accepted. 

INTL is only valid if LOOP = 1; otherwise it is ignored. 

DISABLE RETRY. When DRTY = 1, the chip will attempt only one transmission of a packet. If there 
is a collision on the first transmission attempt, a Retry Error (RTRY) will be reported in the TOTE. 
The RTRY error flag appears in TMD2. 

FORCE COLLISION. This bit allows the collision logic to be tested. The chip must be in internal 
loopback for COLL to be valid. If COLL = 1, a collision willbe forced during the subsequent transmis­
sion attempt. This will result in 16 total transmission attempts with a retry error reported in TMD2. 

DISABLE TRANSMIT CRC. When DTCR = 0, the transmitter will generate and append a CRC to the 
transmitted packet, provided the NCRC bit in TMD1 is cleared. When DTCR = 1, the CRC logic is 
allocated to the receiver and no CRC is generated or sent with the transmitted packet, even if the 
NCRC bit is cleared. 

LOOP BACK allows the chip to operate in full duplex mode for test purposes. When LOOP = 1, 
loopback is enabled. 

The loopback packet size is user selectable (see description of INTL bit). The last 4 bytes will 
contain the CRC. If DTCR = 0, the 4 byte CRC generated and appended at transmit time will be 
stored in user memory after the data field. If DTCR = 1, a user-calculated CRC may be contained in 
the last 4 bytes of the transmit buffer. The receiver will generate a comparison to check against the 
transmitted CRC, which will be loaded into the last 4 bytes of the received buffer. 

DISABLE THE TRANSMITIER causes the chip to not access the Transmitter Descriptor Ring and 
therefore no transmissions are attempted. DTX = 1 will clear the TXON bit in CSRO when initializa­
tion is complete. 

DISABLE THE RECEIVER causes the chip to reject all incoming packets and not access the 
Receive Descriptor Ring. DRX = 1 will clear the RXON bit in CSRO when initialization is complete. 

Am79C900 1-87 



~AMO PRELIMINARY 

INITIALIZATION BLOCK ADDRESS (CSR16·17) 
A read only copy of the start address of the Initialization 
Block located in user memory, as programmed in CSR1 
and CSR2. 

CURRENT RX BUFFER ADDRESS (CSR18·19) 
Contains the current receive buffer address the ILACC 
will use to dump an incoming packet. If the ILACC was 
stopped while receiving a packet, it will be the address 
of the incompleted buffer the ILACC was using. The 
address is 32 bits wide. 

CURRENT TX BUFFER ADDRESS (CSR20·21) 
Contains the address of the transmit buffer the ILACC 
transmitted last. In the event the ILACC was stopped 
while transmitting, it will contain the address of the 
incompleted buffer the ILACC was using. The address 
is 32 bits wide. 

NEXT RX/TX BUFFER ADDRESS (CSR22·23) 
Since the ILACC can only operate in half duplex, this 
register is shared depending on the condition of the 
ILACC at any time (i.e., transmit or receive). When the 
ILACC is transmitting, the register contains the address 
of the transmit buffer the ILACC will attempt to transmit 
next. When the ILACC is receiving, it will contain the 
address of the next receive buffer in which the ILACC 
will dump incoming packet data. In both cases, the 
ILACC will read the value during buffer lookahead while 
it is dealing with the current buffer. The address is 32 
bits wide. 

BASE ADDRESS OF RX RING (CSR24·25) 
Contains the base address of the receive descriptor 
table entries in user memory. The value is a read only 
copy of the value obtained from the Initialization Block 
at initialization time. The address is 32 bits wide. 

NEXT ADDRESS OF RX RING (CSR26-27) 
Contains the address of the next receive descriptor that 
the ILACC will use. The ILACC will calculate this ad­
dress based on the current descriptor address and the 
descriptor entry length. It will poll the next descriptor 
during lookahead to determine if a receive buffer is 
available and its location. The address is 32 bits wide. 

CURRENT ADDRESS OF RX RING (CSR28·29) 
Contains the address of the receive descriptor that the 
ILACC will use for the next incoming packet. If the 
ILACC was stopped during reception, it will contain the 
descriptor address of the incompleted message. The 
ILACC uses the address to examine the descriptor and 
determine if a receive buffer is available, locate it, and 
indicate the condition and length of the received data. 
The address is 32 bits wide. 

BASE ADDRESS OF TX RING (CSR30·31) 
Contains the base address of the transmit descriptor 
table entries in user memory. The value is a read only 
copy of the value obtained from the Initialization Block 
at initialization time. The address is 32 bits wide. 

NEXT ADDRESS OF TX RING (CSR32·33) 
Contains the address of the next transmit descriptor that 
the ILACC will use. The ILACC will calculate this ad­
dress based on the current descriptor address and the 
descriptor entry length. It will poll the next descriptor 
during lookahead to determine if a transmit buffer is 
available and its location. The address is 32 bits wide. 

CURRENT ADDRESS OF TX RING (CSR34·35) 
Contains the address of the transmit descriptor that the 
ILACC will use for the next outgoing packet. If the 
ILACC was stopped during transmission it will contain 
the descriptor address of the incompleted message. 
The ILACC uses the address to examine the descriptor 
to determine if a transmit buffer is available, locate it, 
and indicate the condition of the transmitted data. The 
address is 32 bits wide. 

RUNT BACKUP BUFFER ADDRESS (CSR36·37) 
Contains a copy of the current receive buffer address. In 
the event that the receive packet is identified as a runt, 
the Runt Backup Buffer Address is written back into the 
Current Rx Buffer Address. The address is 32 bits wide. 

RETRY BACKUP BUFFER ADDRESS (CSR38·39) 

CURRENT RX BYTE COUNT (CSR40) 
Contains a copy of the current receive descriptor byte 
count as read from the current receive descriptor. 

CURRENT TX BYTE COUNT (CSR42) 
Contains a copy of the current transmit descriptor byte 
count as read from the current transmit descriptor. 

NEXT RX/TX BYTE COUNT (CSR44) 
Since the ILACC can only operate in half duplex, this 
register is shared depending on the condition of the 
ILACC at any time (i.e., transmit or receive). During 
transmission, it contains the transmit buffer byte count 
as read from the next transmit descriptor entry during 
lookahead. During reception, it contains the buffer byte 
count as read from the next receive descriptor entry 
during lookahead. 

POLL TIME COUNT (CSR46) 
The Poll Time Count is a copy of the internal roll over 
counter which determines the frequency at which the 
ILACC will inspect the transmit descriptor ring entry. 
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HI ADDRESS INIT BLOCK (CSR48) 
Contains a copy of the contents of CSR2 at initialization 
time. 

CURRENT RX STATUS (CSRSO) 
Contains a copy of the current receive descriptor status 
byte as read from the current receive descriptor. 

CURRENT TX STATUS (CSR52) 
Contains a copy of the current transmit descriptor status 
byte as read from the current transmit descriptor. 

NEXT RXfTX STATUS (CSR54) 
Since the ILACC can only operate in half duplex, this 
register is shared depending on the condition of the 
ILACC at any time (i.e., transmit or receive). During 
transmission, it contains the transmit status byte as 
read from the next transmit descriptor entry during 

DESCRIPTOR TABLE CONTENT 

lookahead. During reception, it contains the status byte 
as read from the next receive descriptor entry during 
lookahead. 

RUNT BACKUP BYTE COUNT (CSR56) 
Contains a copy of the current receive buffer byte count. 
In the event that the receive packet is identified as a 
runt, the Runt Backup Byte Count is written back into 
the Current Rx Byte Count. 

RETRY BACKUP BYTE COUNT (CSR58) 
Contains a copy of the current transmit buffer byte 
count. In the event that the transmit packet suffers a 
collision, the Retry Backup Byte Count is written back 
into the Current Tx Byte Count. 

REVISION REGISTER (CSR59) 
Contains a value that identifies the silicon revision of the 
ILACC. 

BASE ADDRESS OF Tx RING BASE ADDRESS OF Rx RING 

CSR31 CSR30 
~ 
31 16 15 0 

Lo 31 

+4 

+8 

+12 

+16 

+20 

+24 

+28 

+32 

TMDO 

TMD1 

TMD2 

TMDO 

TMD1 

TMD2 

TMDO 

0 

} TDTEO 

}TOTE 1 

CSR25 CSR24 
~ 
31 16 15 0 

Lo31 
+4 

+8 

+12 

+16 

+20 

+24 

+28 

+32 

(16 X 2TLEN) -16 TMDO } 

(16 X 2 TLEN) -12 1-----TM_D_1 ___ -l TOTE (2TLEN -1) 
(16 X 2TLEN) -8 ,__ ___ TM_D_2 ___ _. 

(16 X 2 TLEN) -4 '-----------' 
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} RDTEO 

RMDO 

RMD1 

RMD2 
... 

} ROTE 1 

RMDO 

RMD1 

RMD2 

···~ 
RMDO 
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INITIALIZATION 
PROCEDURE 
ILACC initialization includes the reading of the initializa­
tion block in memory to obtain the operating parame­
ters. The initialization block is read when the INIT bit in 
CSRO is set. The INIT bit should be set before or 
concurrent with the STAT bit to insure correct operation. 
On completion of the read operation and after internal 
registers have been updated, the IOON will be set in 
CSRO, and an interrupt generated if INEA is set. 

The Initialization Block is vectored by the contents of 
CSR1 (least significant word of address) and CSR2 
(most significant word of address). The block is resident 
in host memory, and contains the user defined condi­
tions for ILAC operation together with the address and 
length information to allow linkage of the transmit and 
receive descriptor rings. 

IADR+24 

IADR+20 

IADR+16 

IADR+12 
IADR +8 

IADR +4 

IADR 0 

INITIALIZATION BLOCK 

31 

TDRA31-00 

RDRA31-00 

LADRF63-32 

LADRF31--00 
RESERVED l PADR47-32 

PADR31-00 

TLEN} REaj_ RLEN J REaj_ MODE 15--00 

0 

TRANSMIT DESCRIPTOR RING LENGTH (TLEN) 
TLEN defines the number of TOTEs which will be used 
in the ring. TLEN is located at the base location of the 
Initialization Block (IADR + 0) with the Mode Register 
and the ALEN entry. A maximum of 512 transmit de­
scriptor entries is permitted. 

TLEN has a four bit field. The user is free to write any 
4-bit code into this field. Binary values greater than 
9 (e.g., TLEN = 1111b) will be stored as written, and the 
ILACC will expect 512 TOTEs. 

TLEN is expressed as a power of two, as follows: 

TLEN No.ofTDTEs 
0 0 0 0 1 
0 0 0 1 2 
0 0 1 0 4 
0 0 1 1 8 
0 1 0 0 16 
0 1 0 1 32 
0 1 1 0 64 
0 1 1 1 128 
1 0 0 0 256 
1 0 0 1 512 

Note that the field is stored in CSR6 during initialization. For 
details, refer to the definition within the Description of User 
Accessible Resources. 

MODE REGISTER 
The Mode Register defines the transmit/receive opera­
tion of the ILACC. At initialization, this user-defined 
value is stored in CSA15. 

LOGICAL ADDRESS FILTER (LADRF) 
The filter value used for multicast addressing. Stored in 
CSR8-11 during initialization. 

PHYSICAL ADDRESS REGISTER (PADR) 
The individual node address assigned to the ILACC and 
stored in CSR12-14 during initialization. 

TRANSMIT DESCRIPTOR RING ADDRESS (TORA) 
The base address (lowest address) of the user area 
where the transmit descriptor ring is located. This is a 
full 32-bit address and is stored in the ILACC during 
initialization. 

31 
IADR+24 

4 3 0 
TORA31--04 I I 

I~ 

L TORA (3--01 = ·o· 
------TORA (31-04] 

10594-029A 

The least significant 4 bits of the ring base address must 
be zero. 

RECEIVE DESCRIPTOR RING ADDRESS (RORA) 
The base address of the user area where the receive 
descriptor ring is located. This is a full 32-bit address 
and is stored in the ILACC during initialization. 

31 
IAOR+20 

4 3 0 
RORA 31--04 I I 

I~ 

LRORA 13--0] = "O" 
------RORA 31--04] 

1D594-033A 

The least significant four bits of the ring base address 
must be zero. 
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RECEIVE DESCRIPTOR RING LENGTH (RLEN) 
ALEN defines the number of RDTEs which will be used 
in the ring. ALEN is located at the base location of the 
Initialization Block (IADR+O) with the MODE Register 
and the TLEN entry. Maximum of 512 transmit 
descriptor entries are permitted. 

ALEN has a 4-bit field. The user is free to write any 4-bit 
code into this field. Binary values greater than 9 (i.e., 
RLEN = 1111 b) will be stored as written, and the ILACC 
will expect 512 RDTEs. 

ALEN is expressed as a power of two as follows: 

Note that the field is stored in CSR6 during initialization. 
For details, refer to the definition within the Description 
of User Programmable Registers. 

ALEN No. of RDTEs 

0 0 0 0 1 
0 0 0 1 2 
0 0 1 0 4 
0 0 1 1 8 
0 1 0 0 16 
0 1 0 1 32 
0 1 1 0 64 
0 1 1 1 128 
1 0 0 0 256 
1 0 0 1 512 

INITIALIZATION BLOCK LAYOUT 

Programmer's Model 
ILACC 

CSR2 CSR1 

IADR31-16 IADR 15-00 

32-BIT BASE L 31 
ADDR OF INIT BLK. O 

INITIALIZATION BLOCK 

TLENIRE~RLENIREsI MODE 

+4 

+8 

+12 

+16 

.-----+20 

[

+24 

TMD 0 

TMD1 

TMD2 

RMDo 

RMD 1 

RMD2 

PADR31-00 

I PARD47-32 

LADR31-00 

LADR63-32 

RDRA31-00 

TDRA31-00 

TRANSMIT DESCRIPTOR RING ENTRY 

ADR 

STATUS IRESERVED J11 11} BCNT 

ERRORSj TDR j RESERVED 1 TRC 

RECEIVE DESCRIPTOR RING ENTRY 

ADR 

STATUSjRESERVEDj1111j_ BCNT 

RCC I RPC IRESI MCNT 

Am79C900 

0 

32-BIT ADDR 
OFTx BUFFER 

1 OF UPTO 
512Tx DTEs 

32-BIT ADDR 
OF Rx BUFFER 

1 OF UPTO 
512 Rx DTEs 

10594·036A 
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Reinitialization 
The transmitter and receiver section of the ILACC are 
turned on via the initialization block (MODE Register: 
DRX, DTX bits). The state of the transmitter and re­
ceiver can be monitored through CSRO (RXON, TXON 
bits). The ILACC must be reinitialized if the transmitter 
and/or the receiver were not turned on during the origi­
nal initialization, and it is subsequently required to acti­
vate them. Alternatively, the ILACC may require re­
initialization if either section shuts off due to the detec­
tion of an error condition (MERR, UFLO, TX BUFF 
error). Care must be taken when the ILACC is 
reinitialized. 

Priorto reinitialization of the ILACC, the user must set the 
STOP bit in CSRO.The user should also reinitialize the 
descriptor pointers in the software and reinitialize all 
descriptor OWN bits in memory prior to re-enabling the 
transmit and receive functions. This is necessary since 
the ILACC's transmit and receive descriptor pointers are 
~e.l~a?ed. with their respective base addresses upon 
1rnt1allzat1on. The ILACC can then be reinitialized by 
setting the INIT bit in CSRO. 

Buffer Management 
Buffer management is accomplished through message 
descriptors organized as ring structures in memory. 
There are two rings; a receive ring and a transmit ring. 
Each message descriptor entry requires three double 
words (6 words or 12 bytes). 

To simplify the maintenance of pointers for the rings, the 
space allocated for the transmiVreceive descriptor table 
entries is as follows: 

Descriptor Table Entries are 8 words long, located on 
16-byte boundaries (bits 0-3 of pointer address must be 
zero). 

Descriptor Rings 
Each descriptor ring must be organized in a contiguous 
area of memory. At initialization time, the ILACC reads 
the user-defined base address for the transmit and 
receive descriptor rings as well as the number of entries 
contained. Maximum of 512 ring entries is permitted. 

Each ring entry contains the following information: 

1. The address of the actual message data buffer in 
user or host memory 

2. The length of the message buffer 

3. Status information indicating the condition of the 
buffer 

To permit the queuing and de-queuing of message 
buffers, ownership of each buffer is allocated to either 
the ILACC or the host. The OWN bit within the descrip­
tor status information is used for this purpose. "Deadly 
Embrace" conditions are avoided by the ownership 
mechanism. Only the owner is permitted to relinquish 
ownership or to write to any field in the descriptor entry. 
A device that is not the current owner of a descriptor 
entry cannot assume ownership or change any field in 
the entry. 
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RECEIVE MESSAGE DESCRIPTOR 0 (RMDO). 

31 

Bit Name 

PRELIMINARY AMO~ 

0 

'---------- ADR [31-0) 

10594-0488 

Description 

31-00 ADA Address of the buffer pointed to by this descriptor. ADA is written by the host and unchanged by the 
ILACC. The buffer can be located on an arbitrary byte boundary. 

RECEIVE MESSAGE DESCRIPTOR 1 (RMD1). 

31 30 29 28 27 26 25 24 23 

I I I I I I I II 

111 

I 

I 

16 15 12 11 

I IL 
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BCNT 
ONES 
RES 
ENP 
STP 
BUFF 
CRC 
OFLO 
FRAM 
ERR 
OWN 

10594-049A 
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Bit Name 

31 OWN 

30 ERR 

29 FRAM 

28 OFLO 

27 CRC 

26 BUFF 

25 STP 

24 ENP 

23-16 RES 

15-12 ONES 

11-00 BCNT 

PRELIMINARY 

Description 

This bit indicates that the descriptor entry is owned by the host (OWN=O) or by ILACC (OWN=1 ). The 
ILACC clears the OWN b~ after filling the buffer pointed to by the descriptor entry. The host sets the 
OWN bit after emptying the buffer. Once the ILACC or host has relinquished ownership of a buffer, it 
must not change any field in the three words that comprise the descriptor entry. 

ERROR summary is the "OR" of FRAM, OFLO, CRC or BUFF. ERR is set by the ILACC and cleared by 
the host. 

FRAMING ERROR indicates that the incoming packet contained a non-integer multiple of eight bits and 
there was a CRC error. If there was not a CRC error on the incoming packet, then FRAM will not be set 
even ~there was a non-integer multiple of eight bits in the packet. FRAM is not valid in internal 
loopback mode. FRAM is valid only when ENP is set and OFLO is not. FRAM is set by the ILACC and 
cleared by the host. 

OVERFLOW error indicates that the receiver has lost all or part of the incoming packet, due to an 
inability to store the packet in a memory buffer before the internal FIFO overflowed. OFLO is valid only 
when ENP is not set. OFLO is set by the ILACC and cleared by the host. 

CRC indicates that the receiver has detected a CRC error on the incoming packet. CRC is valid only 
when ENP is set and OFLO is not. CRC is set by the ILACC and cleared by the host. 

BUFFER ERROR is set any time the ILACC does not own the next buffer while data chaining a 
received packet. This can occur in either of two ways: 

1. The OWN bit of the next buffer is zero. 

2. FIFO overflow occurred before the ILACC received the next STATUS. 
If a Buffer Error occurs, an Overflow Error may also occur internally in the FIFO, but will not be reported 
in the descriptor status entry unless both BUFF and OFLO errors occur at the same time. BUFF is set 
by the ILACC and cleared by the host. 

START OF PACKET indicates that this is the first buffer used by the ILACC for this packet. It is used for 
data chaining buffers. STP is set by the ILACC and cleared by the host. 

END OF PACKET indicates that this is the last buffer used by the ILACC for this packet. It is used for 
data chaining buffers. If both STP and ENP are set, the packet fits into one buffer and there is no data 
chaining. ENP is set by the ILACC and cleared by the host. 

RESERVED. 

MUST BE ONES. This field is written by the host and unchanged by the ILACC. 

BUFFER BYTE COUNT is the length of the buffer pointed to by this descriptor expressed as the two's 
complement of the length of the buffer. This field is written by the host and unchanged by the ILACC. 
Minimum buffer size is 64 bytes. 

RECEIVE MESSAGE DESCRIPTOR 2 (RMD2) 

1·94 

31 24 23 1615 1211 

.___~ __ _,I ,_I --~---' 

~ ~----- MCNT !._ ___________ ZEROS 

'-------------------RPC 
~----------------------~Rec 

10594-0SOA 

Am79C900 



Bit Name 

31-24 RCC 

23-16 RPC 

PRELIMINARY AMO~ 

Description 

RECEIVE COLLISION COUNT indicates the number of collisions on the network since the last suc­
c&ssfully received packet. The internal value of RCC in CSR? is written to RMD2 {in the last descriptor 
of the chain) prior to the OWN bit being flipped (i.e., after a successful reception). 

The collision count in CSR? is reset immediately after the OWN bit for the descriptor is reset or upon a 
host read. The count does not roll over when more than 255 collisions are detected but will freeze at the 
maximum count. 

RUNT PACKET COUNT indicates the number of runt packets addressed to this node since the last 
successfully received packet. The internal value of RPC in CSR? is written to RMD2 {in the last 
descriptor of the chain) prior to the OWN bit being flipped {i.e., after a successful reception). 

The runt packet counter in CSR? is reset immediately after the OWN bit for the descriptor is reset or 
upon a host read. The count will be frozen at 255 if runt packets in excess of this are detected. 

15-12 ZEROS ZEROS. This field is written by the ILACC. 

11-00 MCNT MESSAGE BYTE COUNT is the length in bytes of the received message expressed as an unsigned 
binary integer. MCNT is valid only when ERR is clear and ENP is set. MCNT is written by the chip and 
cleared by the host. 

TRANSMIT MESSAGE DESCRIPTOR 0 (TMDO). 
31 0 

~------- ADR [31-0) 

10594-0510 

Bit Name Description 

31-00 ADR The 32-bit address of the buffer pointed to by this descriptor. ADR is written by the host and unchanged 
by the ILACC. The buffer can be located on an arbitrary byte boundary. 

TRANSMIT MESSAGE DESCRIPTOR 1 (TMD1). 
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Bit Name 

31 OWN 

30 ERR 

29 NCRC 

28 MORE 

27 ONE 

26 DEF 

25 STP 

24 ENP 

23-16 RES 

15-12 ONES 

11-00 BCNT 

PRELIMINARY 

Description 

This bit indicates that the descriptor entry is owned by the host (OWN = 0) or by the ILACC (OWN = 1 ). 
The host sets the OWN bit after filling the buffer pointed to by this descriptor. The ILACC clears the 
OWN bit after transmitting the contents of the buffer. Both the host and the ILACC must not alter a 
descriptor entry after relinquishing ownership. 

ERROR summary is the "OR" of UFLO, LCOL, LCAR, or ATAY. ERR is set by the ILACC and cleared 
by the host. 

NO CRC dynamically controls the generation of CRC on a packet by packet basis as long as the DTCR 
bit in CSR15 = 0. It is valid in the last descriptor of the packet to be transmitted. When NCRC=1, CRC 
generation is inhibited. When NCRC=O, CRC generation is activated. NCRC is set by the host and 
unchanged by the ILACC. 

MORE indicates that more than one retry was needed to transmit a packet. MORE is set by the ILACC 
and cleared by the host. 

ONE indicates that exactly one retry was needed to transmit a packet. The ONE flag is not valid when 
LCOL is set. ONE is set by the ILACC and cleared by the host. 

DEFERRED indicates that the ILACC had to defer while trying to transmit a packet. This condition 
occurs if the channel is busy when the ILACC is ready to transmit. DEF is set by the ILACC and cleared 
by the host. 

START OF PACKET indicates that this is the first buffer to be used by the ILACC for this packet. It is 
used for data chaining buffers. STP is set by the host and unchanged by the ILACC. The STP bit must 
be set in the first buffer of the packet or the ILACC will skip over this descriptor and poll the next 
descriptor(s) until the OWN and STP bits are set. STP is set by the host and unchanged by the ILACC. 

END OF PACKET indicates that this is the last buffer to be used by the ILACC for this packet. It is used 
for data chaining buffers. If both STP and ENP are set, the packet fits into one buffer and there is no 
data chaining. ENP is set by the host and unchanged by the ILACC. 

RESERVED 

MUST BE ONES. Written by host. 

BUFFER BYTE COUNT is the usable length of the buffer pointed to by this descriptor expressed as the 
two's complement of the buffer byte length. This is the number of bytes from this buffer that will be 
transmitted by the ILACC. This field is written by the host and unchanged by the ILACC. The first buffer 
of a packet must be a minimum of 116 bytes (DMAPLUS = 1) or 100 bytes (DMAPLUS = 0) when data 
chaining, and 64 bytes (DTCR=1) or 60 bytes (DTCR=O) when not data chaining. 

TRANSMIT MESSAGE DESCRIPTOR 2 (TMD2). 
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Bit Name 

31 BUFF 

30 UFLO 

29 RES 

28 LCOL 

27 LCAR 

26 RTRY 

25-16 TOR 

15-04 RES 

03-00 TRC 

PRELIMINARY AMO !rt 
Description 

BUFFER ERROR is set by the ILACC during transmission when the ILACC does not find the ENP flag 
in the current buffer and does not own the next buffer. This can occur if either: 
1. The OWN bit of the next buffer is zero. 
2. FIFO underflow occurred before the ILACC was. able to read the next STATUS byte. BUFF is set by 

the ILACC and cleared by the host. BUFF error will turn off the transmitter (CSRO, TXON • 0). 

If a Buffer Error occurs, an Underflow Error will also occur. BUFF error is not valid when LCOL or RTRY 
error is set during transmit data chaining. BUFF is set by the ILACC and cleared by the host. 

UNDERFLOW ERROR indicates that the transmitter has truncated a message due to data late from 
memory. UFLO indicates that FIFO has emptied before the end of the packet was reached. Upon UFLO 
error, the transmitter is turned off (CSRO, TXON =0). UFLO is set by the ILACC and cleared by the 
host. 

RESERVED bit. The ILACC will write this bit with a "O." 

LATE COLLISION indicates that a collision has occurred after the slot time of the channel has elapsed. 
The ILACC does not retry on late collisions. LCOL is set by the ILACC and cleared by the host. 

LOSS OF CARRIER is set when the carrier is lost during an ILACC-initiated transmission. The loss is 
detected internally if the ILACC's integral SIA isbeing used or via the CRS line becoming deasserted if 
the general purpose serial interface is utilized. The ILACC does not retry upon loss of carrier. It will 
continue to transmit the whole packet until done. LCAR is not valid in Internal Loopback Mode. LCAR is 
set by the ILACC and cleared by the host. 

RETRY ERROR indicates that the transmitter has failed in 16 attempts to successfully transmit a 
message due to repeated collisions on the medium. If DRTY - 1 in the MODE register, RTRV will set 
after 1 failed transmission attempt. RTRY is set by the ILACC and cleared by the host. 

TIME DOMAIN REFLECTOMETRY reflects the state of an internal ILACC counter that counts from the 
start of a transmission to the occurence of a collision or loss of carrier. This value is useful in determin­
ing the approximate distance to a cable fault. The TOR value is written by the ILACC and is valid only if 
the RTRY bit is set. The TOR counter is incremented by the 20 MHz clock at XTAL 1 (for PORTSEL=O) 
or the 10MHz clock at TxC (for PORTSEL=1). 

RESERVED 

TRANSMIT RETRY COUNT indicates the number of transmit retries of the associated packet. The 
maximum count is 15. Written by the ILACC into the last transmit descriptor for the message (ENP -1), 
and valid only when OWN = 0. 

ABSOLUTE MAXIMUM RATINGS OPERATING RANGES 

Storage Temperature: -65 to +150°C Commerclal (C) Devices 

Supply Voltage (AV00, V00) 

referenced to AV55 or V88 : -0.3 to +6 V 

Stresses above those listed under ABSOLUTE MAXIMUM 
RA TINGS may cause permanent device failure. Functionality 
at or above these limits is not implied. Exposure to absolutely 
maximum ratings for extended periods may affect device 

reliability. 

Temperature (TA): 
Supply Voltages (AV00, V00): 

Am79C900 

Oto 70°C 

5V±5% 
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~AMO PRELIMINARY 

DC CHARACTERISTICS 
CAPACITANCE 

Parameter Parameter Typ. Unit 
Symbol Description 

CIN Input Pins 10 pF 

c,o Bidirectional Pins 20 pF 

CouT Output Pins 10 pF 

DC CHARACTERISTICS 

Parameter Description Test Conditions Min. Max. Unit 

VIL Input LOW voltage 0.8 v 

V1H Input HIGH voltage 2.0 v 

VILX XrAL1 Input LOW Voltage V88 = 0.0 V -0.5 0.8 v 
(External Clock Signal) 

VIHX XrALl Input HIGH Voltage V88 = 0.0 V 3.5 V00+0.5 v 
(External Clock Signal) 

VOL Output LOW voltage 10u = 20 mA, IOL2 = 6 mA 0.4 v 
10L3 = 4 mA (Note 1) 

VOH Output HIGH voltage loH = -0.4 mA (Note 2) 2.4 v 

l1x Input leakage current 0 V < V1N < V00 (Note 3) -10 10 µA 

JILX XrALl Input LOW Current V1N = Vss -10 µA 

JIHX XrALl Input HIGH Current V1N = Voo 10 µA 

JIAXD DI± and Cl± Input Current AV88 ~ V1N ~ AV00 -500 500 µA 

lazL Output Leakage Current Vaur = 0 V (Note 4) -10 µA 

laZH Output Leakage Current Vaur = V00 (Note 4) 10 µA 

VAOD AUi Differential Output RL=78'2 630 1100 mV 
Voltage !(DO+) - (D0-)1 

VAODOFF DO± Differential RL=78'2 -40 40 mv 
Idle Output Voltage 

IAODOFF DO± Differential RL = 78'2 -512 512 µA 
Idle Output Current 

VAOCM DO± Common Mode RL = 78'2 AV00-3.0 AV00-1.0 v 
Output Voltage 

VAODO DO± Differential RL = 78 n -25 25 mv 
Output Voltage Imbalance IDO+I - ID0-1 

VATH DI± Differential -35 35 mV 
Input Switching Threshold 

VAoo DI±, Cl± Differential -275 -175 mv 
Input Squelch Threshold 

VAIDV DI± and Cl±, Differential Mode -2.5 2.5 v 
Input Voltage Range 

VAICM DI± and Cl± 11N = 0 mA AV00-3.0 AV00-1.0 v 
Input Common Mode 
Open Circuit Voltage (Bias) 
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PRELIMINARY AMO~ 

DC CHARACTERISTICS (Continued} 

Parameter Description Test Conditions Min. Max. Unit 

VAODP DO± Undershoot Voltage AUi load= -100 mV 
at zero differential 27µH±1%and 
on transmit return to 73 nor 83 n ± 1 % 
zero (end of message) (See IEEE 802.3) 

loo Power Supply Current fxTAL = 20 MHz 150 mA 
f0cLK = 16.67 MHz 

Notes: 
1. IOL1 =20mA:READYL _ _ __ ----- __ _ _ 

10 L2 = 6 mA: BE3/DAL[1], BE2/DAL[O], RN/, ALE/AS, DAS, BGACKIMASTER, HOLD/BUSREQ, BEO/SIZO, BE1/SIZ1 
IOL3 = 4 mA: DAL(31 :2], DALI, DALO, INTR, RINTR, XCLK, TxD, RTS. 

2. V 0H does not apply to open-drain output pins. 

3. 11x applies to pins: HLDA/BUSACK, CID, CS, BCLK, and RESET. 

4. 10zH and lazL apply to pins: DAS, DALO, DALI, BGACKIMASTER, HOLDlBUSREQ, TXC, RXC, RXD.TXD, RTS, XCLK, 

BE0-1/SIZ0-1, BE2/DALO, BE3/DAL1, DAL2-31, RiW, RINTR, INTR, READYL, ALE/AS. 

SWITCHING TEST LOADS 

1.5V 1.5 v 

100pFJ 
10594-0SSA 

Normal and Three-State Outputs Open Drain Outputs 

DO+: ~ ~ : i '6n :~,~-
10594-057A 

AUi DO Switching Test Circuit 
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AC TIMING PARAMETERS 
CLOCK SIGNALS 

Clock and Reset 

# Parameter Description 

1 tacLK BCLK period: 

2 tacLKL BCLK LOW pulse width 

3 tacLKH BCLK HIGH pulse width 

4 lscLKR BCLK Rise Time 

5 lscLKF BCLK Fall Time 

6 tRST RESET Pulse Width 

PRELIMINARY 

Test Conditions Min. 

60 

0.47*tscLK 

0.47*1scLK 

(Note 3) (Note 11) 

(Note 3) (Note 11) 

9*tscLK 

Internal SIA Configuration Clock Parameters (driven by external clock source) 

# Parameter Description Test Conditions Min. 

9 lx1 XT AL 1 period (Note 2) 49.995 

11 fx1H XTAL 1 HIGH pulse width 20 

12 lx1L XTAL 1 LOW pulse width 20 

13 lx1R XTAL1 Rise Time (Note 3) 

14 lx1F XTAL1 FallTime (Note 3) 

General Purpose Serial Interface (GPSI) Configuration Clock Parameters 

# Parameter Description Test Conditions Min. 

17 hxc TxC period 99 

18 hxcL TxC low pulse width 45 

19 hxcH TxC high pulse width 45 

20 hxcR TxC rise time (Note 3) 

21 hxcF TxC fall time (Note 3) 

22 IRxC RxC period 85 

23 IRxCH RxC HIGH pulse width 38 

24 tRxCL RxC LOW pulse width 38 

25 tRxCR RxC rise time (Note 3) 

26 IRxCF RxC fall time (Note 3) 

Bus Slave 

# Parameter Description Test Conditions Min. 

30 ho DAS LOW and cs.J.. setup 10 
to BCLKi 

31 h1 Data in valid hold time from 0 
READYL.J.. 

32 !32 RIW setup time to DAS.J.. 5 

33 ha CS hold time from DASi (Note 12) 0 

34 !34 CID setup time to DAS..!.. 5 

35 las CID hold time from DAS..!.. 15 

36 t36 RIW hold lime from DAS.J.. 15 

1-100 Am79C900 

Max. Unit 

250 ns 

0.53*tscLK ns 

0.53*tscLK ns 

3 ns 

3 ns 

ns 

Max. Unit 

50.005 ns 

ns 

ns 

5 ns 

5 ns 

Max. Unit 

101 ns 

ns 

ns 

5 ns 

5 ns 

117 ns 

ns 

ns 

5 ns 

5 ns 

Max. Unit 

ns 

ns 

ns 

ns 

ns 

ns 

ns 



PRELIMINARY AMO~ 
AC TIMING PARAMETERS 
Bus Slave (Continued) 

# Parameter Description Test Conditions Min. Max. Unit 

37 '31 DASI delay to DALO! 45 ns 

38 t3B DASJ. delay to DALOJ. 45 ns 

39 '39 DASI delay to DALii 40 ns 

40 t4o DASJ. delay to DALIJ. 45 ns 

41 t41 DASI delay to READYL I 35 ns 
(de-assertion) 

42 \42 DASJ. delay to READYU (Note 1) 5*tscLK ns 

43 t43 DASJ. with CS LOW delay tscLK-20 ns 
to Data In valid 

44 t44 Data Out valid setup to READYLJ. 15 ns 

45 t45 Data In valid hold time from DASI 0 ns 

46 \4s Data Out valid hold time from DASI 16 ns 

47 t47 BCLKI delay to READYU 5 30 ns 

48 4s DASI hold time from READYU (Note 6) 0 ns 

49 t49 CS LOW AND DASJ. setup 
to BCLKI 

10 ns 

50 tso BCLKI delay to Data In Valid tsLcK-20 ns 

51 ts1 BCLKI delay to Data Out Valid 60 ns 

52 ts2 Data In valid hold time from BCLKI 20 ns 

53 t53 DASI to Data Out High Impedance 40 ns 

Bus Acquisition, Relinquish, and Preemption 

# Parameter Description Test Conditions Min. Max. Unit 

54 \54 HLDA I BUSACKJ. setup to (Note 9) 5 ns 
BCLKJ. 

55 \55 BCLKJ. after BUSACK LOW delay tscLK+35 ns 
to BUSREOI (de-assertion) 

56 \5s HLDA/BUSACK LOW hold time (Note 9) 15 ns 
from BCLKJ. 

57 ts1 BGACKI setup to BCLKJ. (Note 10) 5 ns 

58 Isa BUSACK LOW Pulse Width (Note 9) tscLK+30 ns 

59 ts9 BCLKJ. delay to HOLD! 35 ns 

60 tso BCLKldelay to HOLD/BUSREOJ. 40 ns 

61 ls1 HLDA I setup to BCLKJ. (Note 10) 15 ns 
(preemption) 

62 ts2 BCLKJ. delay to BGACKI 35 ns 

63 ts3 BCLKJ. (S1) delay to HOLD! (Note 8) 8.5*tacLK ns 
(preemption) +40 

64 t64 BUSACK LOW hold time from (Note 6) 0 ns 
BUSREOI (Note 9) 

65 lss BCLKI delay to BGACKJ. 40 ns 
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~AMO PRELIMINARY 

Bus Acquisition, Relinquish, and Preemption (Continued) 

# Parameter Description Test Conditions Min. Max. Unit 

66 166 HOLDi or HLDA i delay to MASTERi 30 ns 

67 ls1 HOLD LOW and HLDAJ, delay 40 ns 
to MASTER-I, 

68 Isa BCLKi delay to memory control, 40 ns 
DAL[31 :OJ outputs high impedance 
(Bus Relinquish) 

72 b BCLKJ, delay to ALE, AS, DAS, 0 ns 
BEO, BE1, SIZO, SIZ1 driven 

AC TIMING PARAMETERS 

Bus Master 

# Parameter Description Test Conditions Min. Max. Unit 

73 b BCLKi delay to ALE/AS valid 30 ns 

74 t,. BCLKi delay to address valid (Note 6) 15 42 ns 

75 hs DASi delay to address driven lecLKL-5 ns 

76 hs BCLKi delay to R/W Valid 30 ns 

77 In Data in valid setup to DASi (Note 4) 35 ns 

78 ha Data in valid hold from DASi (Note 4) 0 ns 

79 !,g BCLKJ to DAL(31 :O] (Address) 30 ns 
high impedance 

80 lao Address out valid hold from lscLKH ns 
ALEJ, or ASi 

81 la1 BCLKJ, delay to DAS (Note 6) 0 35 ns 

83 la3 BCLKJ, delay to DASJ, (Note 6) 0 35 ns 

84 !94 READYL valid setup to BCLKi (Note 5) 3 ns 

85 las DASJ, delay to READYU (0 wait states) 1.5*1ecLK ns 
(Note 5) (Note 7) -35 

86 las READYL valid hold from BCLKi (Note 5) 5 ns 

87 la1 BCLKJ, delay to DALOJ, (Note,6) 0 30 ns 

88 loo READYL pulse width (Note 5) 2*1ecLK ns 

89 lag BCLKi delay to DAUJ, (Note 6) 0 35 ns 

90 !90 BCLKT delay to Data Out valid 40 ns 

91 !91 Data Out valid hold from DASi lecLKL-20 ns 

92 !92 DALOi hold time from DASi lecLKL-5 ns 

93 !93 BCLKi delay to DALOi (Note 6) 0 40 ns 

94 !94 BCLKJ, delay to DALii (Note 6) 0 35 ns 

95 !95 Address Out valid setup to 22 ns 
ALEJ, or ASi 

96 !gs Data Out valid setup to DASi (Note 6) 2*tecLK ns 
-40 

97 !97 Data In valid setup to BCLKJ, (Note 4) 0 ns 

98 tga Data In valid hold after BCLKJ, (Note 4) 28 ns 
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PRELIMINARY AMO~ 

AC TIMING PARAMETERS 

Serial Timing 

# Parameter Description Test Conditions Min. Max. Unit 

104 tooTR DO± Rise Time (10% to 90%) 2.5 5.0 ns 

105 toorF DO± Fall Time (90%to 10%) 2.5 5.0 ns 

106 too RM DO± Rise and Fall Time mismatch 1.0 ns 

107 too ETD DO± End of Transmission 200 375 ns 

108 tPWRDI DI± pulse width to reject inpul<VASO 15 ns 

109 tpwoo1 DI± pulse width to turn on inpul<VASO 45 ns 
internal DI carrier sense 

110 tPWMDI DI± pulse width to maintain inpul<VASO 45 136 ns 
internal DI carrier sense on 

111 tPWKDI DI± pulse width to turn inpul<VASO 165 ns 
internal DI carrier sense off 

112 tPWRCI Cl± pulse width to reject inpul<VASO 18 ns 

112 tpwoc1 Cl± pulse width to turn on inpul<VASO 26 ns 
internal SOE sense 

114 tPWMCI Cl± pulse width to maintain inpul<VASO 26 90 ns 
internal SOE sense on 

115 tPWKCI Cl± pulse width to turn input<VASO 160 ns 
internal SOE sense off 

116 tPTxCR TxCi delay to RTSi 70 ns 

117 tmsHT ATS hold time from TxCi 5 ns 

118 tPTxCT TxCi delay to TxD change 70 ns 

119 hxOHT TxD hold time from TxCi 5 ns 

120 tRxOR RxD rise time (Note 3) 8 ns 

121 tRxOF RxD fall time (Note 3) 8 ns 

122 IRxDHT RxD hold time (RxCi to RxD change) 12 ns 

123 tRxDST RxD setup time (RxD stable to RxCi) 20 ns 

124 tcRSL CRS low time (Note 6) hxc+20 ns 

125 tcoTH CDT high time (Note 6) hxc+30 ns 

126 tpcOTR CDTi delay to RTS de-asserted (Note 12) 32*hxc 99*hxc ns 

127 tPRxCC CRS hold time from RXCi (Note 6) 0 ns 

Notes: 
1. CSRO, 3 ,4, and the RAP register can be accessed within 5 BCLK periods. All other CSRs take 15 BCLK periods max. 
2. IEEE 802.3 requirement. 

3. Not tested. 

4. Asynchronous parameters 77 and 78 must be met or synchronous parameters 97 and 98 must be met. 
5. Asynchronous parameters 85 and 88 must be met or synchronous parameters 84 and 86 must be met. 
6. Parameter minimum guaranteed by design-not tested. 

7. Parameter shown for O wait states. For n wait states, max delay is (1.5+n)*t6cLK·35 (ns) 

8. Shown for O wait states. For n wait states, max delay is (8.5+2n)*t6cLK+40 (ns) 
9. Asynchronous parameters 58 and 64 must be met or synchronous parameters 54 and 56 must be met. 

10. This parameter needs to be met only to produce guaranteed synchronous timing. 

11. For BCLK frequencies below 1 OM Hz, the rise and fall times max value is 1 o ns. 

12.Guaranteed by design-not tested. 
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1-104 

BCLK 

CS (Note A'J 

CID 

R/W(Write) 

R/W(Read) 

DJIS (Note B) 

""IDl[tl 
(Read) 

© ® 

10594-0SBA 

BCLK and RESET Timing 

LJJILI 
(Write) '-'>-----\\-4-----+----1-J 

i--.i--<• 
"IDli:o (Write) ~--------+--+---H-4-----+----1----1---"'­

LJJILI (Read) 

Notes: 
A. CS May be tied to Vss 
B. Timing refers to CS and DAS LOW 
C. DAL[31 :16] are active but undefined during 16-bit slave transfers 

Bus Slave Timing (BACON = 00 or 01) 
32-bit 80X86 and 680XO 

Am79C900 

10594-059A 



PRELIMINARY 

BUS INTERFACE TIMING DIAGRAMS 

BCLK 

BACON·OO HC0A 

BACON-01 BUSACK 

DAL (31:0] 

@ 
Ms?l Host Bus//controY/)----

Bus Acquisiton and Relinquish Timing 

BCLK 

BACON=OO HLDA 

AMO~ 

10594-000A 

S9 

--00~ 
Note: 10594-051A 
A. HCDA is sampled on the falling edge of the S1 state of BCLK 

Bus Pre-emption Timing (80X86 Mode Only) 
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BUS INTERFACE TIMING DIAGRAMS 

BCLK 

DAL[31 :01------t---t--1 
-,c.....::;:;..::.~ric;._~~--. ....... _,.11 

READYL OD 
(NoteA) - - - -

74 

BEO, BE1------~~f<I 
-ra:u..=-~~~~~~~~~-'~~~~~~~~~~~-4 

Notes: 

A: Timing diagram shows READYL for O wait states. For n wa~ states, 
min= (n + 0.5) • tBCLK • 5 (ns) 
max = (n + 1.5) • tBCLK • 35 (ns) 

B: If READY[ is not returned hiQh prior to sampling in next cycle, a O wait state cycle will occur 

Bus Master Write Timing (80X86, BACON = 00) 

1-106 Am79C900 
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PRELIMINARY AMolt 

BUS INTERFACE TIMING DIAGRAMS 

f""1stDMA f"" Tw f"" 2, ... Nth OMA 

BCLK 

RmA----.. 

READYL OD OD 
(Note A) - - - - - - - - - -

BEO, BE1------""4~ 
Q.>,;UJC'-----------71'=------------· 

Notes: 

A: Timing diagram shows READYL for O wait states. For n wait states, 
min = (n + 0.5) • t BCLK - 5 (ns) 
max= (n + 1.5) • tBCLK - 35 (ns) 

B: If~ is not returned hioh orior to samolino in next cvcle. a O wait state cvcle will occur 

Bus Master Read Timing (80X86, BACON = 00) 

Am79C900 

10594-062A 
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BUS INTERFACE TIMING DIAGRAMS 

f 1st OMA f Tw f 2, ... Nth OMA 

BCLK 

DAL[31:~-----+-.­
JC-~~~,.;:,..,~~~l"""T-r" ~~~-' 

READYL OD 
(NoteB) -

SIZO, s1z·------H+K<I 

74 

Data Out 

"""'...u;c._ _________ _,-,.;_ __________ • 

Notes: 

A: Timing diagram shows 'FitAl5YC for O wait states. For n wait states, 
min= (n + 0.5) * tBCLK - 5 (ns) 
max= (n + 1.5) * tBCLK - 35 (ns) 

B: If REAi5YC is not returned high prior to sampling in next cycle, a O wait state cycle will occur 

Bus Master Write Timing (680XO, BACON= 01) 

1-108 Am79C900 
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PRELIMINARY 

BUS INTERFACE TIMING DIAGRAMS 

f 1st OMA 

BCLK 

BQID!;CR ----. 

READYL OD 

f Tw f 2,. .. Nth OMA 

(Note A) - - - - - - - - - - - - - - - - - - - - -"'+-"--__.-r+ ......... -

Notes: 

A: Timing diagram shows READYL. for 0 wait states. For n wait states, 
min= (n + 0.5) * tBCLK - 5 (ns) 
max= (n + 1.5) * tBCLK - 35 (ns) 

B: If READYL is not returned hiQh prior to samplinQ in next cycle, a 0 wait state cycle will occur 

Bus Master Read Timing (680XO, BACON = 01) 

Am79C900 

AMO~ 

D 

10594·064 
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~AMO PRELIMINARY 

SERIAL INTERFACE TIMING DIAGRAMS 

DI± 

IRENA 

IVCO_ENABLE 

IVCO 

IRCLK 

BitCell 1 

(Note A) 

BCC 

BitCell2 BitCell3 

0 

BCB BCC BCB 

BitCell4 BitCell5 

0 0 

BCB BCC BCB 

IRXD (NoteB)™~-----~~ 
1115N.-

Notes: 
A. Min. width> 45 ns 
B. IRXD first decoded bit is not defined until bit time 5 
C. First Valid Data 

Bit Cell (n-1) 
1 

DI± I 
BCC 

IRENA 

IVCO 

IRCLK 

IRXD 

Internal SIA Serial Receive Timing 
Start of Reception & Clock Acquisition 

Bit Cell (n) ; 8 0 

\ 
BCB BCC BCB 

(Note A) 

._ ______ _, bit (n-1) 

Notes: 

A. IRENA deasserts in less than 3 bit times atter last DI± rising edge 
B. Start of next packet reception (2 bit times) 

1-110 

Internal SIA Serial Receive Timing 
End of Reception(Last Bit = 0) 

Am79C900 

I._• ----tu::\ 
(Note B) -J\.__ 

1115N411A 



PRELIMINARY 

SERIAL INTERFACE TIMING DIAGRAMS 

Bit Cell (n-1) 
0 

Bit Cell (n) 
1 

AMO~ 

DI± \~-~~-· -01----~~--
BCC BCB BCC 

IRENA 

IVCO 

IRCLK 

IRXD ,__ ______ _. bit (n) 

bit (n-1) 

Note: 

A. IRENA deasserts in less than 3 bit times after last DI± rising edge 

Internal SIA Serial Timing 
End of Reception (Last Bit= 1) 

XTAL1~ 

ITCLK~ 

ITENA __/ I \t 

ITXD l1U I 0 .J 
DO+~ 
DO-~ 

DO±~ 

I, I, 

Internal SIA Transmit Timing 
Start of Packet 

DO± 

14------SOBitTimes----., 

AUi Port DO ETD Waveform 

Am79C900 

UL 

10594-068A 

10594-069A 

ov 

10594-070A 
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SERIAL INTERFACE TIMING DIAGRAMS 

TxC 

TxD 

RTS 

CRS 'i!omzomWzzzzm 
• During transmit, CRS input must be asserted (HIGH) and remain active HIGH 

after RTS goes inactive (LOW). If CRS is deasserted before RTS is 
deasserted, LCAR will be reported in TMD2 after the transmission 
is completed by the ILACC. 

RxC 

RxD 

CRS 

1-112 

Transmit Timing General 
Purpose Serial Interface Port 

Receive Timing 
General Purpose Serial Interface Port 

Transmit Timing During Collislon 
General Purpose Serial Interface Port 

Am79C900 

105111-1/TIA 

105114-llT2A 
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~ 
Am79C940-16/25, Am79C945-16 Advanced 

Micro 
Devices Media Access Controller for Ethernet (MACE) 

DISTINCTIVE CHARACTERISTICS 
• Am79C940 Integrated with 10BASE-T 

transceiver and AUi pon 

• Am79C945 optimized for use with external 
transceivers using AUi 

• Suppons IEEE 802.3/ANSI 8802-3 and Ethernet 
standards 

• Low power, CMOS design with sleep mode 
allows reduced power consumption for critical 
battery powered appllcatlons 

• 84-pln PLCC Package 

• Modular architecture allows easy tuning to 
specific appllcatlons 

• High speed, 16-blt synchronous host system 
Interface with 2 or 3 cycles/transfer 

• lndlvldual 128 byte transmit and receive FIFOs 
provide Increase of system latency and 
suppon the following features: 
- Automatic retransmission with no FIFO reload 
- Automatic receive stripping and transmit padding 

(individually programmable) 
- Automatic runt packet rejection 
- Automatic deletion of collision frames 

• Direct slave access to all on board 
configuration/status registers and 
transmit/receive FIFOs 

• Direct FIFO read/write access for simple 
Interface to OMA controllers or 1/0 processors 

GENERAL DESCRIPTION 
The Media Access Controller for Ethernet (MACE) is an 
84-pin CMOS VLSI device designed to provide flexibility 
in customized LAN design. The MACE is specifically 
designed to address applications where multiple 1/0 
peripherals are present, and a centralized or system 
specific OMA is required. The high speed, 16-bit 
synchronous system interface is optimized for an 
external OMA or 1/0 processor system, and is similar to 
many existing peripheral devices, such as SCSI and 
serial link controllers. 

The MACE is a slave register based peripheral. All 
transfers to and from the system are performed using 
simple memory or 1/0 read and write commands. In 
conjunction with a user defined OMA engine, the MACE 
provides an IEEE 802.3 interface tailored to a specific 
application. Its superior modular architecture and versa­
tile system interface allow the MACE to be configured as 

• Arbitrary byte alignment and llttle/blg endlan 
memory Interface supponed 

• Internal/external loopback capabilities 

• External Address Detection Interface (EADI™) 
for external hardware address filtering In 
bridge/router appllcatlons 

• JTAG Boundary Scan (IEEE 1149.1) test 
access pon Interface for board level 
production test 

• Integrated Manchester Encoder/Decoder; no 
requirement for external Serial Interface 
Adaptor (SIA) 

• Digital Attachment Interface (DAI™) allows 
by-passing of differential Attachment Unit 
Interface (AUi) 

• Supports the following types of network 
Interface: 
- AUi to external 1 OBASE2, 1 OBASE5, 1 OBASE-T 

or 1 OBASE-F MAU 
- DAI to external 1 OBASE-T or 1 OBASE-F MAU 
- GPSI to external encoding/decoding scheme 
- Internal 1 OBASE-Ttransceiver (Am79C940 only) 

with automatic selection of 1 OBASE-Tor AUi port 
• Speed grades available: 

- Am79C940 with 16 and 25 MHz system clock 
- Am79C945 with 16 MHz system clock 

a stand-alone device or as a connectivity cell incorpo­
rated into a larger, integrated system. 

Two versions of the MACE are available. The standard 
version, the Am79C940, provides a complete Ethernet 
node solution with an integrated 1 OBASE-T transceiver, 
and supports 16 MHz and 25 MHz system clocks. The 
condensed version of the MACE, the Am79C945, is 
similar to the standard version but without the integrated 
10BASE-Ttransceiver, and supports a 16 MHz system 
clock. Both the Am79C940 and the Am79C945 embody 
the Media Access Control (MAC) and Physical Layer 
Signaling (PLS) sub-layers of the IEEE 802.3 standard, 
and provide an IEEE defined Attachment Unit Interface 
(AUi) for coupling to an external Medium Attachment 
Unit (MAU). The MACE is compliant with 10BASE2, 
10BASE5, 10BASE-T, and 10BASE-F transceivers. 

Publlcallon<I 111235 Rev. A Amendment!O Thi& doalmont contains Information on a product under development at Advanced Mien> [leyjcos. Inc. Tha infor-
mation I& Intended to help you to evaluata this produd. AMO '8S81Ves the right to change or dl&contlnua work on 

'-""lu;..;..u•;..;;Oat.;;;;•;..;..: .;;;;Januory=""'1"'-'1192"-----.....1 this proposed product wthout notice. 1-113 



~AMD ADVANCE INFORMATION 

Both versions of the MACE have additional features that 
enhance over-all system design. The individual 
128 byte transmit and receive FIFOs optimize system 
overhead, providing substantial latency during packet 
transmission and reception, and minimizing intervention 
during normal network error recovery. The integrated 
Manchester encoder/decoder eliminates the need for 
an external Serial Interface Adapter (SIA) in the node 
system. If support for an external encoding/decoding 
scheme is desired, the General Purpose Serial Interface 

RELATED PRODUCTS 

Part No. Description 

(GPSI) allows direct access to/from the MAC. In 
addition, the Digital Attachment Interface (DAI), which is 
a simplified electrical attachment specification, allows 
implementation of MAUs that do not require DC isolation 
between the MAU and DTE. The DAI can also be used 
to indicate transmit, receive, or collision status by 
connecting LEDs to the port. The MACE also provides 
an External Address Detection Interface (EADI) to allow 
external hardware address filtering in internetworking 
applications. 

Am79C98 Twisted Pair Ethernet Transceiver_{_TP~ 
Am79C100 Enhanced Twisted Pair Ethernet Transceiver_iTPEX Plus) 
Am7996 IEEE 802.3/Ethernet/Cheapemet Transceiver 
Am7997 IEEE 802.3 10BASE215 Compliant Tap Transceiver 
Am79C980 Integrated Multiport Repeater (IMR) 

BLOCK DIAGRAM 

DBUS 15-0 

ADD 4-0 

RtW 
~ 

ms 
Imi 
EOF 

RD'fRm 
~ 

1-114 

BUS 
INTERFACE 

UNIT 

RCVFIFO 

XMTFIFO 

FIFO 
CONTROL 

COMMAND 
&STATUS 

REGISTERS 

TOI TOO 

TCLK TMS 

802.3 
MAC 

CORE 

XTAL1/XTAL2 XCLK 

EADI 
PORT 

CONTROL 

10BASE-T 
MAU 

Am79C940-16/25, Am79C945-16 

DO± 
DI± 

Cl± }'"' 
~j TXDAT± 

Mi'l/TXEN DAI 

RXDAT 

RXCRS 

CLSN 

STDCLK 

::~CK }EADI 
SF/BO 

EAMiR 

------------------· 

TXD± } ~ 10BASE-T 

RXPO[ 

Am79C940 only 

16235A-001B 



ADVANCE INFORMATION 

CONNECTION DIAGRAM 

SRDCLK 
'EAMiR 

SAD 
SF/BO 
~ 
SITEl5 
DVDD 
mm 

iC 
DB USO 

DVSS 
DBUS1 
DBUS2 
DBUS3 
DBUS4 

DVSS 
DBUS5 
DBUS6 
OBUS7 
DB USS 
DBUS9 32 

Am79C940 
MACE 

33 34 35 36 37 38 39 40 414243 44 45 46 47 48 49 50 51 5253 

XTAL2 
AVSS 
XTAL1 
AVCC 
TXD+ 
TXP+ 
TXD­
TXP­
AVSS 
RXD+ 
RXD­
OVDD 
TOI 
OVSS 
TCLK 
TMS 
TOO 
LNKST 
RXPQ[ 
cs 
RiW 

16235A-002A 

AMO~ 

WARNING: The pin-out is subject to change prior to product release. AMO reserves the right to change without notice. 
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CONNECTION DIAGRAM 

SRDCLK 
EAM/R 

SRO 
SF/BD 
RESET 
SLEEP 
DVDD 

TN'i'R 
TC 

DBUSO 
DVSS 

DBUS1 
DBUS2 
DBUS3 
DBUS4 

DVSS 

15 
16 
17 
18 

71 
70 
69 
68 
67 

Am79C945 
66 
65 

MACE 64 
63 
62 
61 
60 

DBUSS 58 
DBUS6 57 
DBUS7 56 
DBUSS 55 
DBUS9 32 

33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 5253 

XTAL2 
AVSS 
XTAL1 
AVCC 
NC 
NC 
NC 
NC 
AVSS 
NC 
NC 
DVDD 
TOI 
DVSS 
TCLK 
TMS 
TOO 
NC 
NC 
cs 
RiW 

16235A-003A 

WARNING: The pin-out is subject to change prior to product release. AMO reserves the right to change without notice. 
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ORDERING INFORMATION 
Standard Products 

ADVANCE INFORMATION AMO~ 

AMO standard products are available in several packages and operating ranges. The ordering number (Valid 
Combination) is formed by a combination of: 

J c 
T 

DEVICE NUMBER/DESCRIPTION 
Am79C940 
Am79C945 
Media Access Controller for Ethernet (MACE) 

Valid Combinations 

AM79C940-16 
AM79C940-25 JC 
AM79C945-16 

OPTIONAL PROCESSING 
Blank • Standard Processing 

TEMPERATURE RANGE 
C - Commercial (Oto +70°C) 

PACKAGE TYPE 
J • 84-Pin Plastic Leaded Chip 

Carrier (PL 084) 

SPEED OPTION 
-16 x 16 MHz 
-25 -25 MHz 

Valid Combinations 

The Valid Combinations table lists configura­
tions planned to be supported in volume for 
this device. Consult the local AMO sales of­
fice to confirm availability of specific valid 
combinations, to check on newly released 
combinations, and to obtain additional data 
on AMO's standard military grade products. 

Am79C94o-16/25, Am79C945-16 1-117 
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PIN SUMMARY 

Pin Name Pin Function Type 

Attachment Unit Interface (AUi) 

DO+/DO- Data Out 0 

Dl+/DI- Data In I 

Cl+/CI- Control In I 

Dlgltal Attachment Interface (DAI) 

TXDAT+ Transmit Data + 0 
TXDAT- Transmit Data - 0 
TXENfTXEN Transmit Enable 0 
RXDAT Receive Data I 

RXCRS Receive Carrier Sense 110 
DXCVR Disable Transceiver 0 

General Purpose S8rlal Interlace (GPSI) Extension 

STDCLK Serial Transmit Data Clock 0 
CLSN Collision 1/0 

External Address Detection Interlace (EADI) 

SF/BD Start Frame/Byte Delimiter 0 
SAD Serial Receive Data 0 
EAM/R External Address Match/Reject I 

SRDCLK SRDClock 0 

System Interlace 

DBUS1s.o Data Bus 1/0 

ADD4-0 Address I 

RiW Read/Write I 

RDTREQ Receive Data Transfer Request 0 
TDTREQ Transmit Data Transfer Request 0 
DTV Data Transfer Valid 0 
FDS FIFO Data Strobe I 

EOF End Of Frame 1/0 
BEO Byte Enable O I 

BE1 Byte Enable 1 I 

cs Chip Select I 

INTR Interrupt 0 
RESET Reset I 

SCLK System Clock I 

TC Timing Control I 

IEEE 1149.1 Test Access Pon (TAP) Interlace 

TCLK Test Clock I 

TMS Test Mode Select I 

TOI Test Data Input I 

TOO Test Data Out 0 

1-118 Am79C94o.16/25, Am79C945·16 
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PIN SUMMARY (Continued) 

Pin Name Pin Function Type 

General Interface 

XTAL1 Crystal Input I 

XTAL2 Crystal Output 0 
XCLK Crystal Clock 0 
SLEEP Sleep Mode I 

DVoo Digital Power (4 pins) p 

DVss Digital Ground (6 pins) p 

AVoo Analog Power (3 pins) p 

AVss Analog Ground (3 pins) p 

Twisted Pair Transceiver Interface (10BASE-n Am79C940 only 

TXD+fTXD- Transmit Data 0 
TXP+fTXP- Transmit Pre-Distortion 0 

RXD+/RXD- Receive Data I 

LNKST Link Status 0 
RXPOL Receive Polarity 0 

Am79C940-16/25, Am79C945·16 1-119 
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Am7992B 
Serial Interface Adapter (SIA) 

DISTINCTIVE CHARACTERISTICS 
• Compatible with IEEE 802.3/Ethernet/ 

Cheapernet specifications 
• Crystal/TTL oscillator controlled Manchester 

Encoder 

• Manchester Decoder acquires clock and data 
within four bit times with an accuracy of ±3 ns 

• Guaranteed carrier and collision detection 
squelch threshold llmlts 
- Carrier/collision detected for inputs greater 

than-275 mv 
- No carrier/collision for inputs less than -175 mV 

GENERAL DESCRIPTION 
The Am7992B Serial Interface Adapter (SIA) is a 
Manchester Encoder/Decoder compatible with IEEE 
802.3, Cheapernet and Ethernet specifications. In an 
IEEE 802.3/Ethemet application, the Am7992B inter­
faces the Am7990 Local Area Network Controller for 
Ethernet (LANCE) to the Ethernet transceiver cable, ac-

BLOCK DIAGRAM 

~ 
Advanced 

Micro 
Devices 

• Input slg nal conditioning rejects transient noise 
- Transients < 10 ns for collision detector inputs 
- Transients < 20 ns for carrier detector inputs 

• Receiver decodes Manchester data with worst 
case ±19 ns of clock jitter (at 10 MHz) 

• TTL compatible host Interface 

• Transmit accuracy +0.01% 
(without adjustments) 

quires clock and data within four bit times, and decodes 
Manchester data with worst case ±19 ns phase jitter at 
10 MHz. SIA provides both guaranteed signal threshold 
limits and transient noise suppression circuitry in both 
data and collision paths to minimize false start 
conditions. 

Receive Data (RX) "4----1"".M"'."a-n-ch_e_s-te-r ;.1--__ _!"'"""".D:'."'a-ta-,.______ Receive+ 

Controller 
Interface 

1-120 

Receive Clock (RCLK) -----1-....:D:.:e::;co::d:e::.r _J Receiver 

Carrier Present (RENA) .,._ __ __. Carrier 
Detect 

Noise 
Reject 
Filter 

...--..-+--- Receive -

I I RNeojiectse 1: Collision + 
Collision (CLSN) .,.•i------1 ~~::t .. •----.. __ __. .. i------

- • Filter Collision -

Transmit Data (TX) _____ __..., Manchester Transmit + 

Transmit Enable (TENA) ------.... -E .. n_cod_e_r __.----------<.- Transmit­

Transmit Clock (TCLK) ----------

XTAL1 ---.. 

20MHz 0 Crystal 
osc 

XTAL2'----"" 

03378H-001A 

Transceiver 
Interface 

I Pullllcatlont 03378 Rev. H AmondmentAI I 
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RELATED PRODUCTS 

Pan No. Description 

Am7990 Local Area Network Controller for Ethernet (LANCE) 

Am7996 IEEE 802.3/Ethernet/Cheapemet/Transceiver 

Am79C900 Integrated Local Area Communications Controller (ILACC) 

CONNECTION DIAGRAMS 

DIP PLCC 

Collision+ + i: + 
CLSN c GI 

< z .Q 0 -~ 
.!!l :!! GI 

RX Collision- z en !& w ~ ..J 0 8 8 
RENA Receive+ a: 0 z a: 

RCLK Receive-

TSEL TEST RCLK 25 Receive-

GND1 Vcc1 NC 24 TEST 

GND2 Vcc2 TSEL 23 Vcc1 
X1 PF GND1 22 NC 
X2 RF 

GND2 21 Vcc2 
TX GND3 

X1 PF 20 
TCLK Transmit+ 

Transmit- X2 19 RF 
TENA 

17 18 

~ lo: < 0 ' + Ci "" .... ..J z z E 
~ w E z 

"' "' C!l I- c c 

~ ~ 

03378H-002A 03378H-003A 

Note: 
Pin 1 is marked for orientation. 
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ORDERING INFORMATION 
Standard Products 
AMO standard products are available in several packages and operating ranges. The order number (Valid Combination) is 
formed by a combination of: 

1-122 
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DEVICE NUMBER/DESCRIPTION 
Am7992B 
Serial Interface Adapter 

Valid Combinations 

AM7992B l DC, DCB, JC, 
JCTR,PC 

Am7992B 

OPTIONAL PROCESSING 
Blank = Standard processing 

B = Burn-in 

TEMPERATURE RANGE 
C = Commercial (Oto +70°C) 

PACKAGE TYPE 
D = 24-Pin (Slim) Ceramic DIP (CD3024) 
J = 28-Pin PLCC (PL 028) 
P = 24-Pin (Slim) Plastic DIP (PD3024) 

SPEED OPTION 
Not Applicable 

Valid Combinations 
Valid Combinations list configurations planned to be 
supported in volume for this device. Consult the lo­
cal AMO sales office to confirm availability of specific 
valid combinations or to check on newly released 
combinations, and to obtain additional data on 
AMD's standard military grade products. 



PIN DESCRIPTION 
CLSN 
COlllslon (Output, TTL Active HIGH) 

Signals at the Collision± terminals meeting threshold 
and pulse width requirements will produce a logic HIGH 
at CLSN output. When no signal is present at Collision±, 
CLSN output will be LOW. 

RX 
Receive Data (Output) 

A MOS/TTL output, recovered data. When there is no 
signal at Receive± and TEST is HIGH, RX is HIGH. RX is 
actuated with RCLK and remains active until RENA is 
deasserted at the end of message. During reception, RX 
is synchronous with RCLK and changes after the rising 
edge of RCLK. When 'i'ESi' is LOW, RX is enabled. 

RENA 
Receive Enable (Output, TTL Active HIGH) 

When there is no signal at Receive± RENA is LOW. Sig­
nals meeting threshold and pulse width "on" require­
ments will produce a logic HIGH at RENA. When RENA 
is HIGH, Receive± signals meeting threshold and pulse 
width "off" requirements will produce a LOW at RENA. 

RCLK 
Receive Clock (Output) 

A MOS/TTL output, recovered clock. When there is no 
signal at Receive± and 'i'ESi' is HIGH, RCLK is LOW. 
RCLK is activated 1 /4 bit time after the second negative 
Manchester preamble clock transition at Receive&s and 
remains active until end of message. When T Tis 
LOW, RCLK is enabled and meets minimum pulse width 
specifications. 

TX 
Transmit (Input) 

TIL-compatible input. When TENA is HIGH, signals at 
TX meeting setup and hold time to TCLK will be en­
coded as normal Manchester at Transmit+ and 
Transmit-. 

TX HIGH: 

TX LOW: 

TENA 

Transmit+ is negative with respect to 
Transmit- for first half of data bit cell. 

Transmit+ is positive with respect to 
Transmit- for first half of data bit cell. 

Transmit Enable (Input) 

TIL-compatible input. Active HIGH data encoder en­
able. Signals meeting setup and hold time to TCLK will 
allow encoding of Manchester data from TX to Trans­
mit+ and Transmit-. 

AMO ;t1 

TCLK 
Transmit Clock (OUtput) 

MOS/TIL output. TCLK provides symmetrical HIGH 
and LOW clock signals at data rate for reference timing 
of data to be encoded. It also provides clock signals for 
the controller chip (Am7990 - LANCE) and an internal 
timing reference for receive path voltage controlled 
oscillators. 

Transmit+, Transmit­
Transmit (Outputs) 

A differential line output. This line pair is intended to op­
erate into terminated transmission lines. For signals 
meeting setup and hold time to TCLK at TENA and TX, 
Manchester clock and data are outputted at Transmit+ I 
Transmit-. When operating into a 78 n terminated 
transmission line, signaling meets the required output 
levels and skew for both Ethernet and IEEE 802.3 drop 
cables. 

Receive+, Receive-­
Receiver (Inputs) 

A differential input. A pair of internally biased line receiv­
ers consisting of a carrier detect receiver with offset 
threshold and noise filtering to detect the line activity, 
and a data recovery receiver with no offset for 
Manchester data decoding. 

Collision+, Collision-
coms1on (Inputs) 

A differential input. An internally biased line receiver in­
put with offset threshold and noise filtering. Signals at 
Collision± have no effect on data-path functions. 

TSEL 
Transmit Mode Select (Output, Open COiiector; 
Input, Sense Ampllfler) 

TSEL LOW: Idle transmit state Transmit+ is positive 
with respect to Transmit-. 

TSEL HIGH: Idle transmit state Transmit+ and 
Transmit- are equal, providing "zero" 
differential to operate transformer cou-
pled loads. · 

When connected with an RC network, TSEL is held 
LOW during transmission. At the end of transmission 
the open collector output is disabled, allowing TSEL to 
rise and provide a smooth transmission from logic HIGH 
to "zero" differential idle. Delay and output return to zero 
are externally controlled by the RC network at TSEL and 
Transmit± load inductance. 
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X1, >Ca 
Biased Crystal Oscillator (Input) 

X1 is the input and Xz is the bypass port. When con­
nected for crystal operation, the system clock which ap­
pears at TCLK is haH the frequency of the crystal 
oscillator. X1 may be driven from an external source of 
two times the data rate. 

RF 
Frequency Setting Voltage Controlled Oscillator 
(Yeo) Loop Fiiter (Output) 

This loop filter output is a reference voltage for the re­
ceive path phase detector. It also is a reference for tim­
ing noise immunity circuits in the collision and receive 
enable path. Nominal reference Vco gain is 1.25 TCLK 
frequency MHz/V. 

PF 
Receive Path Yeo Phase-Lock Loop Fiiter (Input) 

This loop filter input is the control for receive path loop 
damping. Frequency of the receive Vco is internally lim­
ited to transmit frequency ±12%. Nominal receive Vco 
gain is 0.25 reference Vco gain MHz/V. 

TEST 
Test Control (Input) 

A static input that is connected to Vee for Am7992B/ 
Am7990 operation and to Ground for testing of Re­
ceive± path threshold and RCLK output high parame­
ters. When 'i'ESf is grounded, RX is enabled and RCLK 
is enabled except during Clock acquisition when RCLK 
is HIGH. 

GND1 
High Current Ground 

GNDz 
Logic Ground 

GND3 
VoHage Controlled Oscillator Ground 

VCC1 
High Current and Logic Supply 

VCCz 
Voltage Controlled Oscillator Supply 
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FUNCTIONAL DESCRIPTION 
The Am7992B Serial Interface Adapter (SIA) has three 
basic functions. It is a Manchester Encoder/line driver in 
the transmit path, a Manchester Decoder with noise fil­
tering and quick lock-on characteristics in th~ recei~e 
path, and a signal detecvconverter (1 O MHz d1ffere~t1al 
to TIL) in the collision path. In addition, the SIA provides 
the interface between the TIL logic environment of the 
Local Area Network Controller for Ethernet (LANCE) 
and the differential signaling environment in the trans­
ceiver cable. 

Transmit Path 
The transmit section encodes separate clock and NAZ 
data input signals meeting the set-up and hold time to 
TCLK at TENA and TX, into a standard Manchester II 
serial bit stream. The transmit outputs (Transmit+ 
/Transmit-) are designed to operate into terminated 
transmission lines. When operating into a 78 n termi­
nated transmission line, signaling meets the required 
output levels and skew for IEEE 802.3/Ethernev 
Cheapernet. 

TX 

TENA 

Manchester 
Encoder 

TCLK-----

c:::::J osc 

Figure 1. Transmit Section 

TSEL 
Pins 

DO± 

03378H-004A 

03378H-005A 

A. TSELLOW 

AMO~ 

Transmitter Timing and Operation 
A 20 MHz fundamental mode crystal oscillator provides 
the basic timing reference in the SIA. It is divided by two 
to create the Transmit Clock reference (TCLK). Both 
20 MHz and 1 O MHz clocks are fed into the Manchester 
Encoder to generate the transitions in the encoded data 
stream. The 1 O MHz clock, TCLK, is used by the SIA to 
internally synchronize Transmit (TX) data and Transmit 
Enable (TENA). TCLK is also used as a stable bit rate 
clock by the receive section of the SIA and by other de­
vices in the system (the Am7990 LANCE uses TCLK to 
drive its internal state machine). The oscillator may use 
an external .005% crystal or an external TIL-level input 
as a reference which will achieve a transmit accuracy of 
.01% (no external adjustments are required). 

Transmission is enabled when TENA is activated. As 
long as TENA remains HIGH, signals at TX will be en­
coded as Manchester and will appear at Transmit+ and 
Transmit-. When TENA goes LOW, the differential 
transmit outputs go to one of two idle states: 

TSEL HIGH: The idle state of Transmit± yields 
"zero" differential to operate transformer-coupled 
loads (see Figure 2, Transmitter Timing - End of 
Transmission waveform diagram and Typical Per­
formance Curve diagram). 

TSEL LOW: In this idle state, Transmit+ is positive 
to Transmit- (logical HIGH) (see Figures and dia­
grams as referenced above). 

The End of Transmission - Return to Zero is determined 
by the external RX network at TSEL and by the load at 
Transmit±. 

Vee 

c, 680pF 
R1 510 

C2 20pF 
R2 3K 

TSEL 
Pin 5 

03378H-006A 

B. TSEL HIGH 

Figure 2. Transmit Mode Select (TSEL) Connection 
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[>--C>x1 
ALS Driver or 
Equivalent 

03378H--007A 

Figure 3. TTL Clock Driver Circuit for X1 

SIA Oscillator 

SpecNlcatlon for External Crystal 

When using a crystal to drive the Am7992B oscillator, 
the following crystal specification should be used to en­
sure a transmit accuracy of 0.01%: 

Resonant Frequency Error with CL = 50 pF 

Min. 

-50 

Limit 

Nom. Max. Units 

0 +50 PPM 

Change in Resonant Frequency Temperature with CL= 50 pF -40 +40 PPM 

Parallel Resonant Frequency with CL= 50 pF 

Motional Crystal Capacitance, C1 

Some crystal manufacturers have generated crystals to 
this specification. One such manufacturer is Reeves­
Hoffman. Their ordering part number tor this crystal is 
RH#04-20423-312. Another manufacturer is Epson -
Part #MA 506-200M-50 pF which is a surface-mounted 
crystal. 

SpecNlcatlon for External TTL Level 
When driving the oscillator from an external clock 
source, X2 must be left floating (unconnected). An exter­
nal clock having the following characteristics must be 
used to ensure less than +0.5 ns jitter at Transmit+ (see 
the X1 Driven from External Source waveform diagram 
and the TTL Clock Driver Circuit for X1, Figure 3): 

Clock Frequency: 20 MHz ±0.01% 

Rise/Fall Time (tRltF): < 4 ns, monotonic 

X1 HIGH/LOW Time (tH1aHltLow): > 20 ns 

X1 Falling Edge to Falling Edge Jitter: 
< ±0.2 ns at 1.5 V input 

20 MHz 

0.022 pF 

Receiver Path 
The principle functions of the Receiver are to signal the 
LANCE that there is information on the receive pair, and 
separate the incoming Manchester-encoded data 
stream into clock and NAZ data. 

The Receiver section (see Figures 4 ahd 5) consists of 
two parallel paths. The receive data path is a zero 
threshold, wide bandwidth line receiver. The carrier path 
is an offset threshold bandpass detecting line receiver. 
Both receivers share common bias networks to allow 
operation over an input common mode range, of o to 
5.5volts. 
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RX Manchester Data 

RCLK Decoder Receiver 

DI± 

Carrier Noise 
RENA Detect Reject 

Filter 

03378H-008A 
Figure 4. Receiver 

RX Q D 
40.0 MHz 

Vco 
Phase 

Detector 
+ 

RCLK -----1 
Clock 
Gating 

RENA ----------------t Noise 
Reject 
Filter 

03378H-009A 

Figure 5. Receiver Section Detail 

Input Signal Conditioning 
The Carrier Receiver detects the presence of an incom­
ing data packet by discerning and rejecting noise from 
expected Manchester data. It also controls the stop and 
start of the phase-lock loop during clock acquisition. In 
the Am7992B, clock acquisition requires a valid 
Manchester bit pattern of 1010 to lock on the incoming 
message (see Receive Timing - Start of Reception 
Clock Acquisition waveform diagram). 

Transient noise pulses less than 20 ns wide are rejected 
by the Carrier Receiver as noise and DC inputs more 
positive than -175 mV are also suppressed. Carrier is 
detected for input signal wider than 45 ns with amplitude 
more negative than -275 mV. When input amplitude 
and pulse width conditions are met at Receive±, RENA 
is asserted and a clock acquisition cycle is initiated. 

Clock Acquisition 
When there is no activity at Receive± (receiver is idle), 
the receive oscillator is phase locked to TCLK. The first 
negative clock transition (first valid Manchester "O") af­
ter RENA is asserted interrupts the receive oscillator 
and presents the INTRCLK (internal clock) to the HIGH 
state. The oscillator is then restarted at the second 
Manchester "O" (bit time 4) and is phase locked to it. As a 
result, the SIA acquires the clock from the incoming 
Manchester bit stream in four bit times with "101 O" 

Manchester bit pattern. The 10 MHz INTRCLK and 
INTPLLCLK are derived from the internal oscillator 
which runs at 4 times the data rate (40.0 MHz). The 
three clocks generated internally are utilized in the fol­
lowing manner: 

INTRCLK: After clock acquisition, INTRCLK 
strobes the incoming data at 1/4 bit time. Receive 
data path sets the input to the data decode register 
(Figure 5). 

INTPLLCLK: At clock acquisition, INTPLLCLK is 
phase locked to the incoming Manchester clock 
transition at Bit Cell Center (BCC). The transition at 
BCC is compared to INTPLLCLK and phase cor­
rection is applied to maintain INTRCLK at 1/4 bit 
time in the Manchester cell. 

INTCARR: From start to end of a message, 
INTCARR is active and estab!ishes RENA Turn-off 
synchronously with RCLK rising edge. Internal car­
rier goes active when there is a negative transition 
that is more negative than -275 rnV and has a 
pulse width greater or equal to 45 ns. Internal car­
rier goes inactive typically 155 ns after the last posi­
tive transition at Receive±. 

When TEST is strapped LOW, RCLK and RX are en­
abled 1/4 bit time after clock acquisition in bit cell 5. RX 
is at HIGH state when the receiver is idle and TEST is 
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strapped HIGH (no RLCK). RX, however, is undefined 
when clock is acquired and may remain HIGH or change 
to LOW state whenever RCLK is enabled. At 1/4 bit time 
of clock transition in bit cell 5, RCLK makes its first exter­
nal transition. It also strobes the incoming fifth bit 
Manchester "1 ." RX may make a transition after the 
RCLK rising edge in bit cell 5, but its state is still unde­
fined. The Manchester "1" at bit 5 is clocked to RX output 
at 1 /4 bit time in bit cell 6. 

PLL Tracking 
After clock acquisition, the INTPLLCLK is compared to 
the incoming transitions at BCC and the resulting phase 
error is applied to a correction circuit. This circuit en­
sures that INTPLLCLK remains locked on the received 
signal. Individual bit cell phase corrections of the Vco 
are limited to 10% of the phase difference between BCC 
and INTPLLCLK. Hence, input data jitter is reduced in 
RCLK by 10 to 1. 

Carrier Tracking and End of Message 
The carrier receiver monitors Receive± input after 
RENA is asserted for an end of message. INTCARR 
deasserts typically 155 ns to 165 ns after the incoming 
message transitions positive. This initiates the end of re­
ception cycle. INTCARR is strobed at 3/4 bit time by the 
falling edge of INTRCLK. The time delay from the last 
rising edge of the message to INTCARR deassert al­
lows the last bit to be strobed by RCLK and transferred 
by the LANCE without an extra bit at the end of mes­
sage. When RENA deasserts (see Receive Timing­
End of Reception waveform diagrams), a RENA hold off 
timer inhibits RENA assertion for at least 120 ns . 

Notes: 

R1 
20 pF 

20MHzc:J 
Parallel 
Mode. 
Crystal 
50 pF 
0.005% Accuracy 

Vee • 
CLSN 

2 RX 

3 RENA 

4 RCLK 

5 TSEL 

6 GND1 

7 GND2 

8 X1 

9 X2 

10 TX 

11 TCLK 

12 TENA 

Data Decoding 
The data receiver is a comparator with clocked output to 
minimize noise sensitivity to the Receive± inputs. Input 
error (VIAD) is less than ±35 mV to minimize sensitivity 
to input rise and fall time. RCLK strobes the data re­
ceiver output at 1 /4 bit time to determine the value of the 
Manchester bit and clocks the data out at RX on the fol­
lowing RCLK. The data receiver also generates the sig­
nal used for phase detector comparison to the internal 
Am7992B Vco. 

Differential 1/0 Terminations 
The differential input for the Manchester data (Re­
ceive±) is externally terminated by two 40.2 ohm ±1% 
resistors and one optional common-mode bypass ca­
pacitor. The differential input impedance, Z10F and the 
common-mode input, Z1cM. are specified so that the 
Ethernet specification for cable termination impedance 
is met using standard 1 % resistor terminators. The Colli­
sion± differential inputs are terminated in exactly the 
same way as the receive inputs (see Figure 6). 

Collision Detection 
A transceiver detects collisions on the network and gen­
erates a 10 MHz signal at the Collision± inputs. This col­
lision signal passes through an input stage which 
detects signal levels and pulse duration. When the sig­
nal is detected by the Am7992B it sets the CLSN line 
HIGH. This condition continues for approximately 160 
ns after the last LOW-to-HIGH transition on Collision±. 

Collision+ 24 

Collision-- 23 

Receive+ 22 

Receive- 21 

TEST 20 

Vcc1 19 

Vcc2 18 

PF 17 

RF 16 

GND3 15 

Transmit+ 14 

Transmit- 13 

1. Connect R1, R2, C1, C2 for O differential nontransmit. Connect to ground for logic 1 differential nontransmit. 
2. Pin 20 shown for normal device operation. 
3. The inclusion of C4 and Cs is necessary to reduce the common-mode loading on certain transceivers which are direct 

coupled. 
4. C2 reduces the amount of noise from the power supply and crosstalk from RCLK that can be coupled from TSEL through to 

the transmit± outputs. 

Figure 6. External Component Diagram 
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Jitter Tolerance Definition and Test 
The Receive Timing-Start of Reception Clock Acquisi­
tion waveform diagram shows the internal timing rela­
tionships implemented for decoding Manchester data in 
the Am79928. The Am7992B utilizes a clock capture 
circuit to align its internal data strobe with an incoming 
bit stream. The clock acquisition circuitry requires four 
valid bits with the values 1010. Clock is phase locked to 
the negative transition at BCC of the second "O" in the 
pattern. 

Since data is strobed at 1 /4 bit time, Manchester transi­
tions which shift from their nominal placement through 
1/4 bit time will result in improperly decoded data. For 
IEEE 802.3/Ethemet, this results in the loss of a mes­
sage. With this as the criteria for an error, a definition of 
"Jitter Handling" is: 

That peak deviation from nominal input transi­
tion approaching or crossing 1 /4 bit cell posi­
tion for which the Am7992B will properly 
decode data. 

Four events of signal are needed to adequately test the 
ability of the Am7992B to properly decode data trom the 
Manchester bit stream. For each of the four events two 
time points within a received message are tested; (See 
Input Jitter Timing Waveforms): 

1. Jitter tolerance at clock acquisition, the measure of 
clock capture, (case 1--4). 

2. Jitter tolerance within a message after the ana­
logue PLL has reduced clock acquisition error to a 
minimum, (case 5-8). 

The four events to test are shown the Input Jitter Timing 
Waveform diagram. They are: 

1. BCC jitter for a 01 bit pattern 

2. BCC jitter for a 10 bit pattern 

3. BCB jitter for an 11 bit pattern 

4. BCB jitter for an XO bit pattern 

AMO~ 
The test signals utilized to jitter the input data are artifi­
cial in that they may not be realizable on networks (ex­
amples are cases 2, 3 and 4 at clock acquisition). 
However, each pattern relates to setup and hold time 
measurements for the data decode register (Figure 5). 
Receive+ and Receive- are driven with the inputs 
shown to produce the zero crossing distortion at the dif­
ferential inputs for the applicable test. Case 4 and 8 re­
quire only a single zero to implement when tested at the 
end of message. 

Levels used to test jitter are within the common-mode 
and differential-mode range of the receive inputs and 
also are available from automatic test equipment. It is 
assumed that the incoming message is asynchronous 
with the local TCLK frequency for the Am7992B. This 
ensures that proper clock acquisition has been estab­
lished with random phase and frequency error in incom­
ing message. An additional condition placed on. the jitter 
tolerance test is that it must meet all test requirements 
within 1 O ms after power is applied. This forces the 
Am7992B crystal oscillator to start and lock the ana­
logue PLL to within acceptable limits for receiving from a 
cold start. 

Case 1 of the test corresponds to the expected 
Manchester data at clock acquisition and average val­
ues for clock leading jitter tolerance are 21.5 ns. For 
cases 5 through 8, average values are 24.4 ns. Cases 5 
through 8 are jittered at bit times 55 or 56 as applicable. 
The Am7992B, then, has on average 0.6 ns static phase 
error for the noise-free case. 
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APPLICATION 

MAU 

DTE C~~:e r-s·-~ --------~TAP 
~!~!!~!.. ________________ __£ ________ , I I I T~~[;~~er 

I --- I I I Local Local Am7990 Am7992B ...,.1 _...-"'II I 
I CPU Memory LANCE SIA I I 
I I I 
I I I I Power 
I Local Bus I L_.J Supply L-------------------------------.J 
AUi - Attachment Unit Interface 
DTE - Data Terminal Equipment 
MAU - Medium Attachment Unit 

L----------J I 

DTE 
~~~~~~! __________________ , _______________ , 

I I 
Am7996 

"Lr 

ETHERNET 
COAX 

I Local Local Am7990 Am7992B I 
I CPU Memory LANCE SIA Transceiver I-+----- RG58 

BNC"T" 
I I I.._ ___ .. ____ .. 

I 
I ~-~----~~-------~ I 
I 
I 

Local Bus Power 
Supply 

L----------------------------------------

Figure 7. Typical ETHERNET Node 
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ABSOLUTE MAXIMUM RATINGS 
Storage Temperature 

Ambient Temperature with 
Power Applied 

Supply Voltage Continuous 

DC Voltage Applied to Outputs 

DC Input Voltage (Logic Inputs) 

DC Input Voltage 
( Receive±/Collision±) 

Transmit± Output Current 

DC Output Current, Into Outputs 

DC Input Current (Logic Inputs) 

Transmit± Applied Voltage 

-65°C to + 150°C 

Oto +70°C 

+7.0V 

-0.5 V to Vee Max. 

+5.5 v 

-6to +16 v 
-50to +25 mA 

100 mA 

±30 mA 

o to +16 v 
Stresses above those listed under Absolute Maximum Rat­
ings may cause permanent device failure. Functionality at or 
above these limits is not implied. Exposure to Absolute Maxi­
mum Ratings for extended periods may affect device reliabil­
ity. Programming conditions may differ. 

OPERATING RANGES 
Commercial (C) Devices 

Temperature (Tc) 

Supply Voltage (Vee) 

AMO~ 

0°c to +70°C 

+5.0 V±5% 

Operating ranges define those limits between which the func­
tionality of the device is guaranteed. 
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DC CHARACTERISTICS over operating ranges unless otherwise specified 
Parameter COM'L 
Symbol Parameter Description Test Conditions Min. Max. Unit 

VOH Output HIGH Voltage RX, IOH = -1.0 mA, Vee= Min. 2.4 v 
RENA,CLSN,TCLK,RCLK 

VOL Output LOW Voltage IOL = 16 mA, Vee= Min. 0.5 
RCLK,TSEL,TCLK,RENA,RX,CLSN IOL = 1 mA, Vee= Min. 0.4 v 

Voo Differential Output LTX+ > TX- for Vo 550 770 mV 
Voltage [TX+ < TX- for Vo RL=780 -550 -770 
(Transmit+) - (Transmit-) 

VooOFF Transmit Differential Output Idle Voltage Vee= Min., AL= 78 0, (Note 1) -20 20 mv 

IODOFF Transmit Differential Output Idle Current TSEL=HIGH (Note 2) -0.5 0.5 mA 

VcMT Transmit Output Common-Mode Voltage 0 5 v 

Vooi Transmit Differential Output Voltage 
RL=780, 
Vee= Min. 

Imbalance llVol - IVoll (Note 1) 20 mV 

V1H Input HIGH Voltage TX, TENA 2.0 v 

hH Input HIGH Current TX, TENA, TEST Vee= Max., V1N = 2.7 V +50 µA 

V1L Input LOW Current TX, TENA 0.8 v 

hL Input LOW Current TX, TENA, TEST Vee= Max., V1N = 0.4 v -400 µA 

Ceramic 
VIRD Differential Input Threshold VcM = OV Package -35 +35 mV 

(Receive Data) (Note 4) Plastic 
Package -65 +65 

VIRVD Differential Mode Input Voltage Range 
(Receive ±!Collision ±) (Note3) -1.5 +1.5 v 

VIRVC Receive ±and Collision± Common 
Mode Voltage (Note2) 0 5.5 v 

V1oc Differential Input Threshold to 
Detect Carrier VcM = O V (Note 4) -175 -275 mv 

Ice Power Supply Current Vee= Max. (Note 5) 180 mA 

Vis Input Breakdown Voltage (TX, TENA, 
TEST) h = 1 mA, Vee = Max. 5.5 v 

Vic Input Clamp Voltage l1N = -18 mA, Vee= Min. -1.2 v 

VooP Undershoot Voltage on Transmit 
Return to Zero (End of Message) (Note 3) -100 mv 

lsc Short Circuit Current 
RCLK,RX,TCLK,CLSN,RENA Vee = Max. (Note 6) -40 -150 mA 

R1DF Differential Input Resistance Vee = 0 to Max. (Note 3) 6 kO 

R1cM Common Mode Input Resistance Vee = 0 to Max. (Note 3) 1.5 kO 

V1cM Receive and Collision Input Bias 
Voltage hN = 0, Vee= Max. 1.5 4.2 v 

hLD Receive and Collision Input LOW 
Current VIN= -1 V, Vee= Max. -1.64 mA 

hHD Receive and Collision Input HIGH 
Current V1N = 6 V, Vee= Min. +1.10 mA 
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DC CHARACTERISTICS (Continued) 
Parameter COM'L 
Symbol Parameter Description Test Conditions Min. Max. Unit 

hHZ Receive and Collision Input HIGH 
Current Power Off Vee = 0, V1N = +6 v 1.86 mA 

hHX Oscillator (X1) Input HIGH Current V1N = 2.4 V, Vee= Max. +800 µA 

hLX Oscillator (X1) Input LOW Current V1N = 0.4 V, Vee= Max. -1.2 mA 

V1HX Oscillator (X1) Input HIGH Voltage (Note 3) 2.0 v 
VILX Oscillator (X1) Input LOW Voltage (Note 3) 0.8 v 

Notes: 
See notes following Switching Characteristics table. 
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SWITCHING CHARACTERISTICS over operating ranges unless otherwise specified 

No. Parameters Description Test Conditions Min. Max. Unit 

Receiver Specification 

1 tRCT RCLK Cycle Time 85 118 ns 

2 tRCH RCLK HIGH Time 38 ns 

3 tRCL RCLK LOW Time 38 ns 

4 tRCR RCLK Rise Time 8 ns 

5 tRCF RCLK Fall Time 8 ns 

6 tRDR RX Rise Time 
(Note 8) 

8 ns 

7 tRDF RX Fall Time 8 ns 

8 tRDH · RX Hold Time (RCLK i to RX Change) 5 ns 

9 tRDS RX Prop Delay (RCLK i to RX Stable) 25 ns 

10 tOPH RENA Tum-On Delay (V1oc Max. on 
Receive ±to RENAH) 80 ns 

11 tOPO RENA Turn-On Delay (V1oc Min. on 
Receive ±to RENAL) (Note 9) 300 ns 

12 to PL RENA LOW Time (Note 1 O) 120 ns 

13 tRPWR Receive ± Input Pulse Width to Reject 
(Input < V1oc Max.) 20 ns 

14 IRPWO Receive ± Input Pulse Width toTurn-On 
(Note 4) 

(Input> V1oc Max.) 45 ns 

15 IRLT Decoder Acquisition Time 450 ns 

16 tREDH RENA Hold Time (RCLK i to RENAL) 40 80 ns 

17 tRPWN Receive ± Input Pulse Width to 
Not Turn-Off INTCARR 165 ns 

Collision Specification 

18 tcPWR Collision± Input Pulse Width to Not 
Turn-On CLSN (Input< V1oc Min.) 10 ns 

19 tCPWO Collision± Input Pulse Width to Turn-On 
CLSN (Input > V1oc Max.) 26 ns 

20 tCPWE Collision± Input Pulse Width to Turn-Off 
(Note 4) 

CLSN (Input> V1oc Max.) 160 ns 

21 ICPWN Collision± Input Pulse Width to Not 
Turn-Off CLSN (Input< V1oc Max.) 80 ns 

22 le PH CLSN Turn-On Delay (V1oc Max. on 
Collision ±to CLSNH) 50 ns 

23 ICPO CLSN Turn-On Delay (V1oc Min. on 
Collision ±to CLSNL) 160 ns 
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SWITCHING CHARACTERISTICS (Continued) 

No. Parameters Description Test Conditions Min. Max. 
Transm ltter Specification 

24 ITCL TCLK LOW Time (Note11) 45 

25 ITCH TCLK HIGH Time 45 

26 ITCR TCLK Rise Time 8 

27 ITCF TCLK Rise Time 8 

28 tros, ITES TX and TENA Setup Time to TCLK 5 

29 ITDH, tTEH TX and TENA Hold Time to TCLK (Note 1) 5 

30 ITocE Transmit ± Output, (Bit Cell Center to Edge 49.5 50.5 

31 too TCLK HIGH to Transmit± Output 100 

32 IToR Transmit± Output Rise Time 4 
20%-80% 

33 tTOF Transmit± Output Fall Time 4 

34 tXTCH X1 to TCLK Propagation Delay for HIGH 5 18 

35 txrcL X1 to TCLK Propagation Delay for LOW 
(Notes 7 & 12) 

5 18 

36 tEJ1 Clock Acquisition Jitter Tolerance Vee= 5.0 V (Note 1) 16 21.5 

37 tEJS1 Jitter Tolerance After 50 Bit Times Vee= 5.0 V (Note 1) 19 24.4 

*Min.= 4.5 V, Max.= 5.5 V, Tosc = 50 ns; in production test, all differential input test conditions are done single-ended, 
non-VtRO levels are forces on OUT for waveform swing (levels chosen are due to tester limitations) and a distortion-free 
preamble is applied to Receive± inputs. 

Notes: 

1. Tested but to values in excess of limits. Test accuracy not sufficient to allow screening guardbands. 
2. Correlated to other tested parameter: loo OFF = Voo OFFIRL 
3. Not tested. 
4. Test done by monitoring output functionally. 
5. Receive, Collision and Transmit functions are inactive: X1 driven by 20 MHz. 

Unit 

ns 

ns 

ns 

ns 

ns 

ns 

ns 

ns 

ns 

ns 

ns 

ns 

ns 

ns 

6. Not more than one output should be shorted at a time. Duration of the short circuit test should not exceed one second. 
7. TCLK changes state on X1 rising edge, but initial state of TCLK is not defined. When TENA is High, TX data is 

Manchester encoded on the falling edge of X1 after the rising edge of TCLK. 
8. Assumes 50 pF capacitance loading on RCLK and RX. 
9. Test is done only for last BIT= 1, which is worst case. 

10. Test done from 0.8 volts of falling to 2.0 volts of rising edge. 
11. Test correlated to TrcH. 
12. Measured from 50% point of X 1 driving the input in production test. 
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KEY TO SWITCHING WAVEFORMS 

WAVEFORM 

\\\\\ 

mo 

1-136 

INPUTS 

Must be 
Steady 

May 
Change 
from Hto L 

May 
Change 
from Lto H 

Don't Care, 
Any Change 
Permitted 

Does Not 
Apply 

Am7992B 

OUTPUTS 

Will be 
Steady 

Will be 
Changing 
from Hto L 

Will be 
Changing 
from L to H 

Changing, 
State 
Unknown 

Center 
Line is High­
Impedance 
"Off" State 
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SWITCHING WAVEFORMS 

Receiw± 
(Measured 

Differentially) 

INTCARR 

RENA 

VcoEnable 

Vco 

INTRCLK 

RCK Enable 

RCLK 

RX 

INTPLLCLK 

Notes: 

I 
I Bit Cell 1 Bit Cell 2 
I 1 o 
I 

(Note A) (Note E)I 
I 

BCB 

A. Minimum Width > 45 ns 

B. RCLK = INTRCLK when ~LOW 

C. RX undefined until bit time 5 (1st decoded bn) 

Bit Cell 3 Bit Cell 4 
1 0 

I 
I 

BCB BCC BCB 

D. Oscillator Interrupt may occur at 2nd INTRCLK after Bit 2 Clock Transnion 

E. Timing Diagram does not include Internal Propagation Delays 

F. First valid data at RX (Bn 5) 

BitCell 5 
1 

Receive Timing - Start of Reception Clock Acquisition 

Am7992B 

AMD;t1 

BCB 

(Note F) 

03378H-012A 
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SWITCHING WAVEFORMS 

ReceiYe:t 
(Measured 

Differentially) 

INTCARR 

RENA 

VcoEnable 

vco 

INTRCLK 

ACK Enable 

RCLK 

RX 

PLLCLK 

Notes: 

I 

1 I 
Bit (N-1) I 

I 
I 

BCC BCB 

0 

BitN 

BCC BCB 

A. INTCARR deasserts 1.55 bit times after last Receive± Rising Edge 

B. Start of Next Packet 

Receive Timing - End of Reception (Last Bit = O) 
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SWITCHING WAVEFORMS 

Receive± 
(Measured 

Differentially) 

INTCARR 

Vea Enable 

Vco 

INTRCLK 

RCK Enable 

RCLK 

RX 

RENA 

PLLCLK 

Note: 

BitN 

Bit(N-1) 

-------(11..-------

A. INTCARR deasserts 1.55 bit times after last Receive± Rising Edge 

Receive Timing - End of Reception (Last Bit = 1) 

Am7992B 

AMD~ 

03378H--014B 
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SWITCHING WAVEFORMS 

(Note A) 

TCLK 

TENA 

TX 

TSEL 
(Note B) 

Transmit+ 
(Note C) 

Transmit-
(Note C) 

Transmit± 
(Measured 

Differentially) (Note B) 

Notes: 

A. X1 20 MHz Sine Wave from Crystal Oscillator or driven with X1 driven from External Source Waveform. 

B. TSEL connected as shown in Figure 28. For Figure 2A, Transmit+ is HIGH when TENA is LOW. 

C. When Idle Transmit± Zero Differential is 112 (VH + VL). 

Transmit Timing - Start of Packet 
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SWITCHING WAVEFORMS 

TCLK 

TENA 

TSEL 

CASE 1 
TX (Last Bit z 0) 

Transmit+ 

Transmit-

Transmit± 
(Measured Differentially) 

CASE2 
TX (Last Bit= 1) 

Transmit+ 

Transmit-

Vo 

Bit (N - 2) Bit (N - 1) 
I I I 

BCC BCB BCC 

_) 

AMO~ 

0.5 Vo at 2µs 

® 
I Bitt I 

BCB BCC BCB 

v ~-----n__Jr-------------ill'I----'/ 0.5 Vo at 2 µs 
Transmit± 

0 ~ 
(Measured Differentially) -

Vo -
03378H-016B 

Transmit Timing - End of Transmission* 
*TSEL Components (see Figure 28) 

See Typical Performance Curve for Response at End of Transmission with Inductive Loads 
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SWITCHING WAVEFORMS 

Collision 
Presence± 

CLSN 

TCLK 

TENA 

Transmit± 
ured Differentially) 

1-142 

.av 

03378H-017A 

Colllslon Timing 

03378H-018A 

Transmit Timing (at start of packet) 

Am7992B 



SWITCHING WAVEFORMS 

Receive± 
(Measured Differentially) 

V1oc Min. 
(-175 mV) 

V1oc Max. 
(-275 mV) 

RENA 

Collision± 
(Measured Differentially) 

V1oc Min. 
(-175 mV) 

V1oc Max. 
(-275 mV) 

CLSN 

ov 

---- VJRVD -1.5 V 

2.0 v 

03378H-019A 

Receive± Input Pulse Width Timing 

ov 

1---- V1RVD -1.5 v 

2.0 v 

03378H-020B 

Collision± Input Pulse Width Timing 

-----0 
0-f---I 

RCLK 

RX 

© 03378H-021B 

RCLK and RX Timing 

Am7992B 

AMO ;t1 
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SWITCHING WAVEFORMS 

X1 
Driving 

Input 

TCLK 

TCLK 

TX 

TENA 

Transmit+, Transmit­
(Note A) 

0.8 

TCLK and TX Timing 

_Q_V_ 

I I ----.1 I ....__ ______ _, I ....__ __ _ 

I I 
BCC BCB 

(Bit Cell Center) (Bit Cell Boundary) 

Note: 
A. Encode Manchester clock transition (BCC) at Point 'A' and bit cell edge (BCB) at point 'B'. 

*See Specification for External TIL Level in Functional Description section. 

X1 Driven from External Source 
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SWITCHING WAVEFORMS 

Bit Number 

l1 
BCB 

12 13 
INTRCLK 

I I I 

BCC BCC BCC 
PLLCLK I I I 
Receive+ 4.SV~ 

1.SV - I I 
Receive- 3V 

0 -
(Note A) 

Receive± 

RX 

Receive+ 
+4.SV -

Receive-

(Note B) 
Receive± 

RX 

Receive+ 

Receive-

(Note C) 
Receive± 

RX 

Receive+ 

Receive-
(Note 0) 

Receive± 

RX 

Notes: 03378H-024A 

A. case 1, 5 Data Bit Pattern O, 1 
Rising clock edge moved toward 1/4 bit cell RCLK data strobe. Case 1 uses bit 5, Case 5 uses bit 55. 

B. case 2, 6 Data Bit Pattern 1, 0 
Falling clock edge moved toward 1/4 bit cell RCLK data strobe. Case 2 uses bit 6, Case 6 uses bit 56. 

C. case 3, 7 Data Bit Pattem 1, 1 
Falling bit cell edge moved toward 1/4 bit cell RCLK data strobe. Case 3 uses bit 6, Case 7 uses bit 56. 

D. case 4, 8 Data Bit Pattern X, 0 
Rising bit cell edge moved toward 1/4 bit cell RCLK data strobe. Case 4 uses bit 5, Case 8 uses bit 55. 

Input Jitter Timing 
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TYPICAL PERFORMANCE CURVE 

600 

500 

400 

Differential Output 
Voltage (Vo) 300 

(mV) 

200 

100 

0 

-100 
1.0 2.0 3.0 4.0 

Time (µs) 

End of Transmission - Differential Output Voltage• 

*Equivalent Load: 

Notes: 

1. 802.3TestLoad: 

Am7992B 
75µH NOM. 

2. sn2• toBASE5 N-rl< Coooocto,., [2:J 
Am7992B 95µH 

AUi 

3. 802.310BASE21<otworl< CooMotioOO [2:J 
80.4 t Vo 

1-146 Am7992B 

L Test 

Am7996 

5.0 6.0 

03378H-025A 

Am7996 
75µH NOM. 

80.4 t Vo 

03378H-026A 



SWITCHING TEST CIRCUITS 

r-=l_j 
L:J ± 50pF 

0337BH-027A 

A. Test Load for RX, RENA, RCLK, 
TCLK,CLSN 

OUT 

AMO~ 

Transmit+ 
~ 

OUT ~ { RL=7 an 
~ 

Transmit-

0337BH-02BA 

B. TransmH± Output 

+ 

DC Voltage 

0337BH-029A 

C. Receive± and Collision± Input 
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IEEE 802.3/Ethernet/Cheapernet Transceiver 

Advanced 
Micro 

Devices 

DISTINCTIVE CHARACTERISTICS 
• COmpatlble with Ethernet Version 2 and IEEE 

802.310BASE5 and 10BASE2 specifications 

• Pin-selectable SOE Test (Heanbeat) option 

• Internal Jabber controller prevents excessive 
transmission time 

GENERAL DESCRIPTION 
The Am7996 IEEE 802.3/Ethemet/Cheapemet Trans­
ceiver supports Ethernet Version 2, IEEE 802.3 
(1 OBASE5), and IEEE 802.3 (1 OBASE2 - Cheapemet) 
transceiver applications. Transmit, receive, and colli­
sion detect functions at the coaxial media interface to 
the Data Terminal Equipment (DTE) are all performed 
by this single device. 

In an IEEE 802.3 (10BASE5)/Ethernet application, the 
Am7996 interfaces the coaxial (0.4" diameter) media to 
the DTE through an isolating pulse transformer and the 
78 n Attachment Unit Interface (AUi) cable. In 
IEEE 802.3 10BASE2 - Cheapernet applications, the 
Am7996 typically resides inside the DTE with its signals 
to the DTE isolated and the coaxial (0.2" diameter) me­
dia directly connected to the DTE. Transceiver power 

BLOCK DIAGRAM 

1-148 

Control 
Logic 

Control 
Lagle 

Input 
Bulfer 

• Noise rejection filter ensures only valid data Is 
transmitted onto network 

• COlllslon detection on both transmit and receive 
data 

• COiiision detect threshold levels adjustable for 
other networking appllcatlons 

and ground in both applications are isolated from that of 
the DTE. 

The Am7996's Tap Driver provides controlled skew and 
current drive for data signalling onto the media. The Jab­
ber Controller prevents the node from transmitting ex­
cessively. While transmitting, collisions on the media 
are detected if one or more additional stations are trans­
mitting. 

The Am7996 features an optional SOE Test function 
that provides a signal on the Cl pair at the end of every 
transmission. The SOE Test indicates the operational 
status of the Cl pair to the DTE. It can also serve as an 
acknowledgement to the node that packet transmission 
onto the coax was completed. 

Carrier 
Detect 
Circuit 

Receive 
Oara 

Amplifier 

Ccllision 
Detect 
Circuit 

Jabber 
Timer 

SOE Test 
Genera111r 

Tranamtt 

Input 
Buffer 

Dara 1-----iiM 

Amplifier 

075060..()()18 I Pulll- 071111 Rav. D 

-Dale:.i.nu.y1112 



RELATED PRODUCTS 

Part No. Description 

Am7990 Local Area Network Controller for Ethernet (LANCE) 
Am79928 Serial Interface Adapter (SIA) 
Am79C900 lntergrated Local Area Communications Controller 
Am79C940 Media Access Controller for Ethernet (MACE) 
Am79C980 Integrated Multiport Repeater (IMR) 

CONNECTION DIAGRAMS 

vcc1 

Cl+ 

Cl­

DI+ 

Dl-

VcREF 

SQETEST 

DO+ 

DO­

V EE 

Note: 

DIP 

Pin 1 is marked for orientation. 
NC = No Connection 

Vcc2 

COLLOSC 

VcoL 

NC 

RXT 

NC 

TAP SHIELD 

VTX-

TXT 

VTX+ 

075060-002A 

Am7996 

DI+ 
Dl­

VCREF 

SQETEST 

PLCC 
() 
Cf) 

0 
~ (\j ...J 
() ()...J 

...!. .± () () 0 
OO>>O 

AMO~ 

VcoL 
NC 

AXT 

NC 

TAP SHIELD 

075060-003A 
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ORDERING INFORMATION 
Standard Products 

AMO standard products are available in several packages and operating ranges. The order number (Valid Combination) is 
formed by a combination of the following elements: 

1-150 
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DEVICE NUMBER/DESCRIPTION 
Am7996 

OPTIONAL PROCESSING 
Blank = Standard Processing 

B = Burn-in 
TR =Tape and Reel Packing 

TEMPERATURE RANGE 
C =Commercial (0 to +70°C) 

PACKAGE TYPE 
P = 20-Pin Plastic DIP (PD 020) 
D = 20-Pin Ceramic DIP (CD 020) 
J = 20-Pin Plastic Leaded Chip Carrier 

(PL 020) 

SPEED OPTION 
Not Applicable 

IEEE 802.3/Ethernet/Cheapernet Transceiver 

Valid Combinations 

AM7996 T PC, PCB, DC, 
DCB, JC, JCTR 

Am7996 

Valid Combinations 
Valid Combinations list configurations planned to be 
supported in volume for this device. Consult the lo­
cal AMO sales office to confirm availability of specific 
valid combinations or to check on newly released 
combinations, and to obtain additional data on 
AMD's standard military grade products. 



PIN DESCRIPTION 
Attachment Unit Interface (AUi) 

DI+, DI-
Receive Line Output (Dlfferentlal Outputs) 

This pair is intended to operate into terminated 78 n 
transmission lines. Signals at RXT meeting bandwidth 
requirements and carrier sense levels are outputted at 
DI±. Signaling at DI± meets requirements of 
IEEE 802.3, Rev. D. 

Cl+,Cl-
Colllslon Line Output (Dlfferentlal Outputs) 

This pair is intended to operate into terminated 78 n 
transmission lines. Signal Quality Error (SOE), detected 
at DO± inputs (excessive transmissions) or RXTinput 
(during a collision), outputs the 10 MHz internal oscilla­
tor signal to the AUi interface. For proper component 
values at COLL OSC, signaling at Cl± meets require­
ments of IEEE 802.3, Rev. D. 

DO+, DO-
Transmit Input (Differential Inputs) 

A pair of internally biased line receivers consisting of a 
squelch detect receiver with offset and noise filtering, 
and a data receiver with zero offset for data signal proc­
essing. Signals meeting squelch requirements are 
waveshaped and output at TXT. 

Coaxial Media Interface (TAP) 

RXT 
Media Slgnal Receiver Input (Input) 

RXTconnects to the media through a 4:1 attenuator of 
100 kn total resistance (25 kn and 75 kn in series). Re­
turn for the attenuator is Vea.. RXT is an analog input 
with internal AC coupling for Manchester data signals 
and direct coupling for Carrier Detect and SOE average 
level detection. Signals at RXTmeeting carrier squelch, 
enable data to the DI± outputs. Data signals are AC cou­
pled to DI± with a 150-ns time constant, high-pass filter. 
Signals meeting SOE levels enable COLL OSC fre­
quency to Cl± outputs. 

TXT 
Tap Node Driver (Input/Output) 

A controlled bandwidth current source and sense ampli­
fier. This VO port is to be connected to the media through 
an isolation network and a low-pass filter. Signals meet­
ing DO± squelch and jabber timing requirements are 
output at TXT as a controlled rise and fall time current 
pulse. When operated into a double terminated 50 n 
transmission line, signaling meets IEEE 802.3, Rev. D 
recommendations for amplitude, pulse-width distortion, 
rise and fall times and harmonic content. The sense am­
plifier monitors TXTfaults and inhibits transmission. 

Global Signals 
VCREF 
Timing Reference Set (Input) 

AMO ;;t1 

VCREFis a compensated voltage reference input with re­
spect to VEE. When a resistor is connected between 
VCREF and VEE, then internal transmit and receive 
squelch timing, SOE oscillator frequency, and receive 
and SOE output drive levels are set. SOE frequency set 
is also determined by components connected between 
Vee1 and COLL OSC. 

SQETEST 
Slgnal Ouallty Error Test Enable (Input) 

The SOE Test function is enabled by connecting the 
SOE TEST pin to VEE and disabled by connecting to Vee. 

Vrx+, Vrx-
Tap Node Driver Current Set (Inputs) 

A reference input for transmission level and external re­
dundant jabber. Transmit level is set by an external re­
sistor between Vrx+and Vrx-(for an 80 mA peak level, R 
=9.090). Vrx-maybeoperatedbetween VEEand VEE+ 
1 V. When the voltage at Vrx- goes more positive than 
VEE+ 2 V, TXTis disabled and SOE message is output 
at the Cl pair. 

TAP SHIELD 
Low-Noise Media Csble Return (Input) 

This input is the return for VeoL reference and the re­
ceive signal from the media. External connection is to 
positive power supply. 

VcoL 
SQE Reference Voltage (Blas Supply) 

SOE sense voltage and RXTinput amplifier reference. 
An internally set analog reference for SOE level and 
data signal set at-1.600 V nominal with a source resis­
tance of 150 n nominal. This reference should be fil­
tered with respect to TAP SHIELD (see Applications 
section for adjusting threshold levels for other applica­
tions). 

COLLOSC 
SQE Timing set (Input) 

Timing input for SOE oscillator. For a properly set input 
at VCREF, SOE oscillator period is set at 2.1 RC. For a 
10 MHz SOE oscillator frequency, R should be 1 kn and 
C, 47 pF including interconnect and device capacitance. 

Vcc1 
Positive Logic Supply 

VCC2 
SQE Timing Reterence (Positive Supply Voltage) 

Timing reference return for SOE oscillator and analog 
signal ground. 

Vee 
Negative Logic Supply and IC Substrate 
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FUNCTIONAL DESCRIPTION 
The Am7996 IEEE 802.3/Ethernet/Cheapernet Trans­
ceiver consists of four sections: 1) Transmit - receives 
signals from DTE and sends it to the coaxial medium. 
2) Receive - obtains data from media and sends it to 
DTE. 3) Collision Detect- indicates to DTE any collision 
on the media. and 4) Jabber - guards medium from 
node transmissions that are excessive in length. 

Transmit 
The Am7996 receives differential signals from the DTE 
(in the case of Am7990 Family applications, from the 
Am7992-Serial Interface Adapter-SIA). For IEEE­
(10BASE5)/Ethernet applications, this signal is re­
ceived through the AUi cable and isolation transformer. 
In IEEE 802.31 OBASE2-Cheapernet applications, the 
AUi cable is optional. 

Data is received through a noise rejection filter that re­
jects signals with pulse widths less than 7 ns (negative 
going), or with levels less than 175 mV peak. Only sig­
nals greater than -275 mV peak from the DTE are en­
abled. This minimizes false starts due to noise and en­
sures no valid packets are missed. 

The Am7996's Tap Driver provides the driving capability 
to ensure adequate signal level at the end of the maxi­
mum length network segment (500 meters) under the 
worst case number of connections (100 nodes). Re­
quired rise and fall times of data transmitted on the net­
work are maintained by the Am7996 Tap Driver. The 
Tap Driver's output is connected to the media through 
external isolating diodes. To safeguard network integ­
rity, the driver is disabled whenever power falls below 
the minimum operation voltage. 

During transmission, the Am7996 Jabber Controller 
counts the duration that the Transmit Tap Driver is ac­
tive and disables the driver if the jabber time is ex­
ceeded. This prevents network tie-up due to a "bab­
bling"transceiver. Once disabled, the driver is reset 400 
ms after the DO pair is idle and there is no fault on TXT. 
During the disable time, an SOE signal is sent on the Cl 
pair to the DTE. 

When SOE TEST is tied to VEE, the Am7996 generates 
an SOE message at the end of every transmission. This 
signal is a seH-test indication to the DTE that the Media 
Access Unit (MAU) collision pair is operational. 

Receive and Carrier Detect 
Signal is acquired from the tap through a high-imped­
ance (100 k.Q) resistive divider. A high input-impedance 
(low capacitance, high bandwidth, low noise) DC-cou­
pled input amplifier in the Am7996 receives the signal. 
The received signal passes through a high-pass filter to 
minimize inter-symbol distortion, and then through a 
data slicer. The Am7996 Carrier Detect compares re­
ceived signals to a reference. Signals meeting carrier 
squelch requirements enable data to the differential line 
driver within five bit times from the start of packet. 

Received data is transmitted from the DI pair through an 
isolation transformer to the AUi cable (Ethernet/ 
IEEE802.3-10BASE5). In IEEE 802.3 10BASE2-
Cheapernet, the AUi cable is optional. Following the last 
transition of the packet, the DI pair is held HIGH for two 
bit times and then decreases to idle level within twenty 
bit times. 

Collision Detect 
The Am7996 detects collisions on Transmit if one or 
more additional stations are transmitting on the network. 

Received signals are compared against the collision 
threshold reference. If the level is more negative than 
the reference, an enable signal is generated to the Cl 
pair. The collision threshold can be modified by external 
components. 

The Collision Oscillator is a 1 O MHz oscillator which 
drives the differential Cl pair to the DTE through an iso­
lation transformer. 

This signal is gated to the Clpairwheneverthere is a col­
lision, the SOE Test is in progress, or the Jabber Con­
troller is activated. The oscillator is also utilized in count­
ing time for the Jabber Timer and SOE Test. 

The Cl± output meets the drive requirements for the AUi 
interface. The output stays HIGH for two bit times at end 
of packet, decreasing to the idle level within twenty bit 
times. 

Jabber function 
The Am7996 Jabber Timer monitors the activity on the 
DO pair and senses TXTfaults. It inhibits transmission if 
the Tap Driver is active for longer than the jabber time 
(26 ms). An SOE message (10 MHz collision signal), is 
enabled on the Cl pair for the fault duration. 

After the fault is removed, the Jabber Timer counts the 
unjab time of 400 ms before it enables the driver. 

If desired, a redundant Jabber function can be imple­
mented externally, and the output driver disabled by re­
moving the driver supply at Vrx-. The Am7996 senses 
this condition and forces an SOE message on the Cl 
pair, during the disable time. 

'SQE Test 
An SOE Test will occur at the end of every transmission 
if the SOE TEST pin is tied to VEE. The SOE Test signal is 
a gated 10 MHz signal to the Cl pair. The SOE Test en­
sures that the twisted pair assigned for collision notifica­
tion to the DTE is intact and operational. The SOE Test 
starts eight bit times after the last transition of the trans­
mitted signal and lasts for a duration of eight bit times. 

The SOE Test can be disabled by connecting the SOE 
TEST pin to Vee. 
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APPLICATIONS 
The Am7996 is compatible with Ethernet Version 2 and 
IEEE 802.3 1 OBASES and 1 OBASE2 applications. (see 
Figure 1) 

MAU .--1 
,-~------- I 

I 

___ E_~~t- _ -- _ -- ____ -- _t~ _ --=~ : bl 
I I : 51 I Local Local Am7990 Am7992B I 
I CPU Memory LANCE SIA I t I 
I ~--..---~ 
I I t 
I Local Bus I I · Power 
1 - - - - - - - - - - - - - - - - - - - - - - - - _.J 1-1 Supply I 

AUi • Attachment Unit Interface 1 1 
DTE· Data Terminal Equipment - - - - - - - - ii L 
MAU • Media Access Unit DTE i. _ Y"' 

r - - - .9':!.~!' - - - - - - - - - - - _/_ - - - - - - - - - - - - I Ethernet 

Local 
CPU 

Local 
Memory 

Am7990 
LANCE 

Am7992B 
SIA 

I Power 
I Local Bus Supply I , _________________________________ J 

Figure 1. Typical Ethernet Node 

Coax 

AMD~ 

075060-0048 

Table 1. Transmit Mode Colllslon Detect 
Function Table 

Table 3. Receive Moele Colllslon Detect 
Function Table 

MAU Number of Transmitters 
Mode of Operation <2 =2 >2 

Transmitting No Yes Yes 

Not Transmitting No May Yes 

Table 2. IEEE 802.3 Recommended Transmit 
Mode Collision Detect Thresholds 

IEEE802.3 
Threshold Voltage Level 

No Detect Must Detect 

10BASE5, Ethernet -1.492V -
1 OBASE2, Cheapernet -1.404 v -1.782V 

MAU Number of Transmitters 
Mode of Operation c2 :2 >2 

Transmitting No Yes Yes 

Not Transmitting No Yes Yes 

Table 4. IEEE 802.3 Recommended Receive 
Mode Collision Detect Thresholds 

IEEE 802.3 
Threshold Voltage Level 

No Detect Must Detect 

1 OBASE5, Ethernet -1.492V -1.629V 

1 OBASE2, Cheapemet -1.404 v -1.581 v 
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Figure 2 is an external component diagram showing 
how to implement the transmit mode collision detect 
levels recommended by IEEE 802.3. Figure 3 on the 
following page shows how to implement the receive 
mode collision detect levels recommended by 
IEEE 802.3. Receive mode collision detect threshold 

levels of the Am7996 are implemented by adding R9, 
R1o and C4. For the values of the components shown in 
Figure 3, a nominal receive mode collision detect 
threshold of-1.5 V, for a-1.404 V to -1.581 V window, 
is achieved. 

PE641021PE64107 (or equivalent) 

Notes: 

(75µH) .- - -, 
I 

I 

'- - - J 

Power(DTE) 

GND Jc ·9V 

MAU Power Supply 
(Note4) 

R<j C1 
1.1 kn 39pF 

(Note 6) 

~CL 
(Note 1) 

C2 
0.1 µF 

Rs 
24.9 kn 

1% 

1N4001 
Da 

R7 

s.osn 
1% 

1. CL is the effective load capacitance across Rs; Cc is the compensation capacitance (Cc= 113 CL). 

2. D2 can be eliminated in Cheapernet (IEEE 802.3, 1 OBASE2) applications. 

3. Shown with SOE Test disabled. 

4. Discrete Power Supply or Hybrid-Hybrid DC-DC Converter Manufacturers include: 
Ethernet (IEEE 802.3, 10BASE5) 
Reliability: 2E12R9 
Valor Electronics: PM1001 
Cheapernet (IEEE 802.3, 10BASE2) 
Reliability Inc: 2VP5U9 
Valor Electronics: PM7102 

Coax 
Connector 

R5 
75kn 

I 
1% 

I 
I 
--ll--

I 

Cc (Note1) 

D1 

1N4150 

07506D--005A 

5. The capacitance of C3, Am7996 package, D3 and the printed circuit board should add up to 180 pF ± 20%. 

6. The capacitance of C1, Am 7996 package and the printed circuit board should add up to 39 pF. 

7. Figure 2 used for production testing of all parameters that are tested. 

Figure 2. Am7996 External component Diagram for Transmit Mode COlllslon Detect 
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PE64102/PE64107 (or equivalent) 

R4 C1 
1.1 kn 39pF 1 Vcc1 Vcc2 

COLL DSC llfil±-:--~:--~ 
(Note6) 

(Note7)*CL 

I 
I_ - _I 

Power(OTE) 

r-~~6u VCREF NC 15 

lltlt1tST Tap 
R1 Shield 

401~n '--+--"--rn 100+ Vnc. 111:3H,.....-+--'-.. 

R2 
4020 

GNO Jc -9V 

MAU Power Su~ly 
(Note4) 

(Note 1) 

AMDt1 

~ Coax 
0.1 µF Connector 

Rs 
24.9 kn Rs 

1% 75kn 

I 
1% 

I 
I 
- -11- -

I 

1N4001 Cc (Note1) 

03 (Note2) 
R1 ~ 01 

9.09n 
1% 

1N4150 

075060-00SA 
Notes: 

1. CL is the effective load capacitance across Rs; Cc is the compensation capacitance (Cc = 113 CL). 

2. D2 can be eliminated in Cheapernet (IEEE 802.3, 1 OBASE2) applications. 

3. Shown with SOE Test disabled. 

4. Discrete Power Supply or Hybrid-Hybrid DC-DC Converter Manufacturers include: 
Ethernet (IEEE 802.3, 10BASE5) 
Reliability: 2E12R9 
Valor Electronics: PM1001 
Cheapernet (IEEE 802.3, 10BASE2) 
Reliability Inc: 2VP5U9 
Valor Electronics: PM7102 

5. The capacitance of C3, Am7996 package, D3 and the printed circuit board should add up to 180 pF ± 20%. 

6. The capacitance of C1, Am7996 package and the printed circuit board should add up to 39 pF. 

7. Rs, R10 and c. are for Receive Mode Collision detection only. 

Figure 3. Am7996 External Component Diagram With Collision Threshold Modified 
For Receive Mode Colllslon Detect 

Am7996 1-155 



~AMO 
LAYOUT CONSIDERATIONS 
To protect the transceiver from the environment and to 
achieve optimum performance, the Am7996 is designed 
to be used with two sets of external components: the 
transmitter circuit consisting of components 01, 02, 03, 
R7, RS, and C3, and the receiver circuit consisting of 
components RS, R6, CL, and Cc, (CL is a parasitic ca­
pacitance ratherthan a discrete component). These two 
circuits are shown in both Figure 2 and in Figure 3 re­
spectively. The resistor tolerances for these circuits are 
specified as 1 % for temperature stability. 

The only layout restriction for the transmitter circuit is 
that the longest current path from the TXT pin (Pin 12) to 
the coaxial cable's center conductor must be no longer 
than 4 inches. 

The layout of the receiver circuit, however, is critical. To 
minimize parasitic capacitance that can degrade the re­
ceived signal, the external receiver circuit should be iso­
lated from power and ground planes. There must be no 
power or ground plane under the area of the PC board 
that includes pins 1S through 20, RS, R6, and the con­
nector for the coaxial cable. If a power or ground plane 
extends under this area, the receiver will not function 
properly due to excessive crosstalk and under- or over­
compensation of the RS, R6 attenuator. Also, the RXT 
pin (Pin 16) should be as close to the coaxial cable con­
nector as possible. 

Since there are no severe layout restrictions on the 
transmitter circuit, the layout can be simplified by omit­
ting power and ground planes from the whole area on 
the right side of the Am7996 as shown in Figure 4-1. 

~----------, 

I RS. R6, R4 I 
C1,C2 I 

AM7996 I 

01,02,03 I 
: R7, RS I 
I C3 I 

11 -----------' 

TXT 

@ 
Coax 

Connector 

Area with no power Of ground plane 

075060-0078 

Flgure4-1. 

If the above layout rules are followed, the parasitic ca­
pacitance in parallel with R6 will be about 6 pF. This 
parasitic capacitance is shown in the schematics as CL 
(Note that CL is a parasitic capacitance. Do not add a 
discrete.capacitor in parallel with R6). The capacitor la­
beled Cc in the schematics is the total capacitance in 
parallel with RS including parasitic capacitance. The 
parasitic component of Cc will be about 1 pF. For opti­
mum performance, the ratio of CL to Cc should be the 
same as the ration of RS to R6, which is 3 to 1. This 
means that an additional 1 pF of capacitance must be 
added in parallel with RS. 

This additional capacitance can easily be added by 
building a parallel-plate capacitor for PC traces right un­
der resistor RS. This capacitor can consist of a 0.200 
inch by 0.200 inch square of conductor on each side of 
the board as shown in Figure 4-2 (These dimensions as­
sume that the PC board is made from 0.060 inch thick 
G-10 material). The top plate of the capacitor should be 
connected to one lead of RS, and the bottom plate 
should be connected to the other lead. Figure 4-3 shows 
an example of this suggested layout for a 4 layer printed 
circuit board. Note that the component labeling used in 
Figure 4-3 is not intended to correspond with the compo­
nent labeling used in Figure 2 and Figure 3. 

Compo~': 

- -- - - - - - -, 
I 
I 

RS L ____ / - , 

1-----' I 

~c· ~-
1 I 5~';'11 

1 --' :.2~ ~n ~ ~.200 in 
two planes 

075060-00BA 

Figure 4-2. 
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Figure 4-3. Suggested Printed Circuit Board Layout for a 4 Layer PCB Appllcatlon 
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~AMO 
ABSOLUTE MAXIMUM RATINGS 
Storage Temperature 
Ambient Temperature 
Under Bias 
Supply Voltages (VEE, Vn<-) 
DC Input Voltage (DO+, DO-) 
DC Input Voltage (RXT) 

-65 to + 150°C 

o to +70°C 

-12.0 to +0.5 V 
-12.0 to +0.5 V 

-6to +0.5 v 
Stresses above those listed under ABSOLUTE MAXIMUM 
RA TINGS may cause permanent device failure. Functionality 
at or above these limits is not implied Exposure to absolute 
maximum ratings for extended periods may affect device reli­
ability. 

OPERATING RANGES 
Commercial (C) Devices 

Ambient Temperature (TA) 
Supply Voltage (VEE) 

o to +70°C 

-8.1 to -9.9 v 
Operating ranges define those limits between which the func­
tionality of the device is guaranteed 
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AMD~ 
DC CHARACTERISTICS over operating ranges unless otherwise specified 
Parameter Commercial 
Symbol Parameter Description Test Conditions (Note10) Min. 

Transmit Slgnals 

VTXTH Transmit Output HIGH Voltage (Note 1) RU<= 25'2 0 

VTXTL Transmit Output LOW Voltage (Note 1) RU<= 25 n -1.625 

VTXT Transmit Average DC Voltage with 50% 
Duty-Cycle into DO+, DO- (Note 1) RU<= 25 n -0.925 

V1cM DO+, DO- Common Mode Bias VEE 
Voltage hN= 0 + 1.2 

VIDC Differential Input Squelch Threshold 
(DO+, DO-) (Note 9) -175 

ITXTL Transmit Current (Note 9) VTXT=-5.5V -85 

hLD 
Input Current (DO+, DO-) IVEE=Max. 

V1N - VEE Max. 

llHD V1N=O 

R11F Differential Input Resistance (DO+, DO-) V1N= o to VEE 6 

RICM Common-Mode Input Resistance 
(DO+, DO-) VIN= 0 to VEE 1.5 

Recelve/Colllslon Slgnals 

Voo Differential Output Voltage 
lRL=78'2 

Voo+ +550 
(DI+, DI-; Cl+, Cl-) Vro- -550 

VcMT Common-Mode Output 
(DI+, DI-; Cl+, Cl-) RL=78'2 -1.0 

Vooi Differential Output Voltage lm£.alance 
(DI+, DI-; Cl+, Cl-) llVool - IVooll 
(Note 6) RL=78'2 

VooOFF Differential Output Idle Voltage 
(DI+, DI-; Cl+, Cl-) AL = 78 n, VEE = Max. -20 

VCAT Carrier Sense Threshold VIN = 5 MHz Preamble -400 

Vear Collision Sense Threshold (Note 5) -1515 

IRXT AXT Input Bias Current V1N = 1 to -2.5 V; -0.5 
VEE= Max. 

loo OFF Differential Output Idle Current 
(DI+, DI-; Cl+, Cl-) AL= 0 -0.5 

Global 

IEE 
Supp!l_ Current-Non-Transmitti~ 

RU<= 25 n (Note 4) 
Supply Current-Transmitting 

CAPACITANCE* _{!A= 25°C; VEE= O; Pin 15, 17- No Connections) 
Parameter 
Symbol Parameter Description 

CRXT AXT Input Capacitance 

Notes: 

See notes following Switching Characteristics section. 
•Parameters are not "Tested." 

Test Conditions Min. 

L Ceramic DIP 
_[ Plastic DIP/PLCC 

Am7996 

Typ. Max. Units 

-0.05 -0.425 v 

-2.0 -2.2 v 

-1.0 -1.1 v 

VEE VEE 
+ 1.5 + 1.8 v 

-225 -275 mV 

-88 mA 

-2;0 
1---

2.5 
mA 

8 kn 

2 kn 

+670 +850 
-670 -850 mV 

-2.0 -3.0 v 

5 20 mv 

0 +20 mV 

-500 -600 mV 

-1600 -1700 mV 

0 +0.5 µA 

0 +0.5 mA 

-88 -105 mA 
-128 -155 

Typ. Max. Units 

1.7 pF 
1.1 
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~AMO 
SWITCHING CHARACTERISTICS over operating ranges unless otherwise specified 

Commercial 
No. Parameters Description Test Conditions Min. Typ. Max. UnHs 

Receiver Specification 

1 tPWREJ DO± Input Pulse Width to Reject 
(DO±> V1oc, Min.) (Note 1) 15 7 ns 

2 IPWTON DO± Input Pulse Width to Turn On 
(DO± > V1oc, Max.) (Note 1) 20 15 ns 

3 IPWSON DO± Input Pulse Width to Stay On 
(DO±< V1oc, Max.) (Note 1) 105 ns 

4 tPWOFF DO± Input Pulse Width to Turn Off 
(DO±< V1oc, Min.) (Note 1) 160 ns 

5 ITON Transmit Driver Turn-On Delay (Note 1) 200 ns 

7 tr so Transmit Static Delay (Zero Crossing 
to 50% Point to Coax) (Note 1) 30 50 ns 

8 ITXTR Transmit Driver Rise Time (Notes 1, 7) 20 25 30 ns 

9 ITXTF Transmit Driver Fall Time (Notes 1, 7) 20 25 30 ns 

10 IDRF Difference in Driver Rise and Fall 
Times ltrxrR-trxrFI (Notes 1, 7) 1.0 ns 

11 ISKEW Output Driver Skew - Transmit Data 
Symmetry (Note 1) -2.0 +2.0 ns 

12 lJcT Jabber Control Time (Note 1) 20 26 35 ms 

13 fJRT Jabber Reset Time (Note 1) 340 419 500 ms 

14 fJREC Jabber Recovery Time (Note 1) 1.0 µs 

Recelve/Colllslon Specification 

15 IRON Receiver Turn-On Delay v'.ap > VCAT Max. 250 500 ns 

16 IROFF Receiver Turn-Off Delay Vtap < VcAT Min. 1000 ns 

17 IRSD Receiver Static Delay 50% Point at AXT 
at Zero Crossing 
at DI± Outputs 50 ns 

18 IRS Receive Data Symmetry -2 +2 % 

19 IRR DI± and Cl± Rise Time 20-80%, 
AL=780 7 ns 

20 IRF DI± and Cl± Fall Time 80-20%, 
AL=780 7 ns 

21 ICON Cl± Turn-On Delay Vtap > Vcor Max. 900 ns 

22 tcOFF Cl± Turn-Off Delay V'.ai> < Vcor Min. 2000 ns 

23 ICL Cl± LOW Time 35 50 70.5 ns 

24 tCH Cl± HIGH Time 35 50 70.5 ns 

25 fc1 Collision Frequency (Note 8) 8.5 10.0 11.5 MHz 

26 tsrn SOE Test Delay Time Fc1=10.0 MHz 600 1000 ns 

27 tSTL SOE Test Length Fc1 = 10.0 MHz 600 800 1000 ns 
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Notes: 
1. Parameters are measured at coax tap. In production test, parameters are measured across at 25 n load 

equivalept to the coax tap. 
2. For conditions shown as Min. or Max., use the appropriate value specified under Operating Range 

for the applicable device type. 
3. Typical values are at VEE = -9.0 V, 25°C ambient. 
4. VTX- wired to VEE. 
5. This threshold can be modified externally (see Figure 3). 
6. Parameter not tested. 

AMO~ 

7. Tested on a 5 Mbps preamble (continuous 1010 pattern) measured between 20% and 80% points, test limits correlated to 10% 
and 90% data sheet limits shown. 

8. Determined by AM7966 External Component Diagrams values for R4 and C1. 
9. In production test, input signal applied thru transformer to DO± inputs. 
10. Figure 2 used for production testing of all parameters. 

'Notes listed correspond to the respective references made in DC Characteristics and Switching Characteristics tables. 
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KEY TO SWITCHING WAVEFORMS 

WAVEFORM 

\\\\\ 
///// 

INPUTS 

Must be 
Steady 

May 
Change 
from H to L 

May 
Change 
from LtoH 

OUTPUlS 

Will be 
Steady 

Will be 
Changing 
from Hto L 

Will be 
Changing 
from Lto H 

xxxxxx Don't Care, 
Any Change 
Permitted 

Changing, 
State 
Unknown 

SWITCHING TEST CIRCUIT 
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Does Not 
Apply 

Center 
Line is High­
Impedance 
"Off" State 

KS000010 

~E64102/PE64107 (or equivalent) 

L.::..}---J ~ - 1s,.H 
07506D--010A 

A. AUi Transmit (DI+, DI-,; Cl+, Cl-) 

RL.X ·25 n 

07506D--011A 

B. Test Load (TXT) 
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SWITCHING WAVEFORMS 
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~AMO 
SWITCHING WAVEFORMS 
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SWITCHING WAVEFORMS 
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~AMO 
SWITCHING WAVEFORMS 
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SWITCHING WAVEFORMS 

Note: 

DI± 
Cl± 

Cl± 

COAX 
TAP 

Cl± 

01±/CI± Parameters 

Voo 

--------------ov 

-Voo 

350mV Voo 

'------ov 
-Voo 

I 
--+i @ i-

Collision Detect Timing 

AMO~ 

075060-0168 

07506D-017A 

This signal is used for test purposes. It represents the average value of the signal that might be seen on the coax tap when 
a collision occurs. 
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~ 
Am7997 
IEEE 802.3 1 OBASE5/2 Coaxial Tap Transceiver 

Advanced 
Micro 

Devices 

DISTINCTIVE CHARACTERISTICS 
• Compliant to ISO 8802·3 ANSl/IEEE-802.3 

10BASE5 and 10BASE2 specifications 

• Pin-selectable SQE Test (Heartbeat) 
enable/disable 

• Internal jabber control timer prevents 
excessive transmission time 

• Implements noise rejection on AUi DO pair to 
ensure only valid data is transmitted onto 
the network 

GENERAL DESCRIPTION 
The Am7997 supports the IEEE-802.3 1 OBASE5/Ether­
net® Version 2 and 1 OBASE2/Cheapernet standards for 
transceiver applications. This device performs the Me­
dium Attachment Unit (MAU) functions necessary to al­
low the Data Terminal Equipment (DTE) to perform 
transmit, receive and collision detection functions over 
the coaxial media interface. 

In IEEE-802.3 10BASE5/Ethernet Version 2 applica­
tions, the Am7997 interfaces the '1hick" coax media to 
the DTE remotely through the use of the Attachment 
Unit Interface (AUi) which permits the MAU to be lo­
cated up to 50m away from the DTE. To satisfy the MAU 
electrical isolation requirement, IEEE-802.3 Section 
8.3.2 .1 specification, the interface between the Am7997 
and the AUi is transformer isolated at the MAU. Addi­
tional isolation may be implemented by placing a trans­
former between the DTE and the AUi. 

In IEEE-802.3 10BASE2/Cheapernet applications, the 
Am7997 typically resides within the DTE with its signals 
transformer isolated and the connection to the "thin" co­
axial media can be made directly at the DTE. 

1-168 

• Implements receive mode collision detection 

• Transmitter average AC output level and 
collision threshold voltage derived from same 
reference for close thermal tracking 

• External component configuration for high 
reliability network operation 

In IEEE-802.3 10BASE5 and 10BASE2 applications, 
the Am7997 power and ground are isolated from that of 
the DTE. 

The Am7997 provides controlled transition time skew 
and current drive for data signaling on the coaxial media 
and a Jabber Controller that prevents the node from 
transmitting excessively. Collisions on the media are 
detected if two or more stations are transmitting. 

The Am7997 features an optional SOE Test function 
that provides a signal on the Cl pair at the end of every 
transmission. The SOE Test indicates the operational 
status of the Cl pair to the DTE. It can also serve as an 
acknowledgment to the node that packet transmission 
onto the coax was completed. 

The external component configuration improves net­
work reliability by safe-guarding the Am7997 from high 
voltage transients on the coax media. 

Publication# 12473 Rev. B Amendment/O 

Issue Date: January 1992 
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~AMO PRELIMINARY 

CONNECTION DIAGRAM 
Top View 

RELATED PRODUCTS 

Part No. 
Am7990 

Am7992B 

Am79C900 

Am79C940 

Am79C98 

Am79C980 

1-170 
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Description 
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25 VCOL 
24 NC 
23 RXT 
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21 GND 
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Local Area Network Controller For Ethernet (LANCE) 

Serial Interface Adapter (SIA) 

32-bit Integrated Local Area Communications Controller (ILACC) 

Media Access Controller for Ethernet (MACE) 

Twisted Pair Ethernet Transceiver 

Integrated Multiport Repeater 
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PRELIMINARY AMO~ 
ORDERING INFORMATION 
Standard Products 

AMO products are available in several packages and operating ranges. The order number (Valid Combination) is formed by a 
combination of: 

AM7997 J c 

L 

DEVICE NUMBER/DESCRIPTION 
Am7997 

OPTIONAL PROCESSING 
Blank = Standard processing 

TR = Tape and Reel packing 

TEMPERATURE RANGE 
C = Commercial (0 to+ 70°C) 

PACKAGE TYPE 
J = 28-Pin Plastic Leaded Chip 

Carrier (PL 028) 

SPEED OPTION 
Not Applicable 

IEEE-802.3 10BASE5/2 Coaxial Tap Transceiver 

Valid Combinations Valid Combinations 

AM7997 JC,JCTR 

Am7997 

Valid Combinations list configurations planned to 
be supported in volume for this device. Consult 
the local AMO sales office to confirm availability of 
specific valid combinations, to check on newly re­
leased combinations, and to obtain additional 
data on AMO's standard military grade products. 
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ir1 AMO PRELIMINARY 

PIN DESCRIPTION 
Attachment Unit Interface (AU/) 

DI+, DI-
Data In (Differential Outputs) 

These outputs drive transformer-coupled, terminated 
78-ohm transmission lines. Received data from the 
coax tap which meets signal level and pulse width re­
quirements is forwarded to the DTE over DI±. Signaling 
at DI± meets the requirements of IEEE-802.3. 

Cl+,Cl-
Colllslon In (Differential Outputs) 

These outputs drive transformer-coupled, terminated 
78-ohm transmission lines. The 10 MHz signal from the 
collision oscillator appears at Cl± when there is a colli­
sion, abnormally long transmission (jabber), or during 
the Signal Quality Error test at the end of a transmission. 
Signaling at Cl± meets the requirements of IEEE-802.3. 

DO+, DO-
Data Out (Differential Inputs) 

Data to be transmitted to the network is applied at these 
inputs. Data signals meeting squelch requirements are 
wave shaped and output at TXT. 

Coaxial Media (Tap) Interface 

RXT 
Tap Receiver (Input) 

The tap drives this input through a 4:1 attenuator com­
posed of a 25 kQ and a 75 kQ resistor. Tap signals meet­
ing receiver signal qualification requirements are fil­
tered, amplified, and presented at the DI± outputs. 

TXT 
Tap Transmitter (Output) 

This is a current output driver with controlled, matched 
rise and fall times. Signals at DO± meeting squelch re­
quirements are wave shaped and presented at TXT. 
This output drives the media through an isolation net­
work and a low-pass filter. 

Tap Shield 
Tap Ground Return 

This input is the ground return for the tap interface and 
the collision reference. It makes a single-point connec­
tion to the positive power supply. 

Circuit Blas and Control 

LVLR 
Tap Transmitter Output Current Set (Input) 

Connecting a 1.96 kQ resistor between L VLR and Tap 
Shield sets the tap transmitter for the I EEE-802.3 speci­
fied output levels. 

SQETEST 
Signal Quality Error Test Enable (Input) 
The SOE test function is enabled by connecting this in­
put to VEE and disabled by connecting this inputto GN D. 

VCOL 
Collision Threshold Reference (Output) 

This is the collision sense reference. It is designed to 
provide a collision threshold level for 802.3 1 OBASE5 
and 1 OBASE2. 

SLR 
TXT Waveform Edge Slew Rate Timing Resistor 
(Input) 

An external 2.74K ohm resistor connected to this pin 
gives TXT waveform 10%-90% transition times be­
tween 20 ns and 30 ns. 

DELA 
Receiver/Transmitter/Collision Oscillator Timing/ 
Delay Resistor (Input) 

An external 237 ohm resistor connected to this pin sets 
AXT and DO± input pulse width qualification, and Cl± 
and DI± output start-of-idle timing. The internal oscilla­
tor frequency is also controlled by this input. 

Power Supply Pins 

GND, 
Digital Positive Supply 

GND2 
Analog Positive Supply 

GND3 
Transmit Output Positive Supply 

VEE2 

Negative Supply 

NC 
No Connect 

No connection of any kind is required at pins labled NC. 

TXVEE 
Transmitter Output Negative Supply 

Driving this pin between VEE + 2.4 V and VEE + 4.0 V dis­
ables TXT and causes the 10 MHz internal oscillator sig­
nal to appear at Cl±. 

Vee2 
Negative Supply 
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PRELIMINARY AMO~ 
FUNCTIONAL DESCRIPTION 
The Am7997 IEEE-802.3/Ethernet/Cheapernet Trans­
ceiver consists of four sections: 1) Transmit - receives 
signals from DTE and sends it to the coaxial medium, 2) 
Receive - obtains data from media and sends it to DTE, 
3) Collision Detect - indicates to DTE any collision on 
the media, and 4) Jabber - guards medium from DTE 
transmissions that are excessive in length. 

Transmit 

The Am7997 receives differential signals from the DTE 
(in the case of Am7990 Family applications, from the 
Am7992B-Serial Interface Adapter-SIA or from the 
Am79C900-ILACC). For IEEE-802.3 10BASE5/Ether­
net applications, this signal is received through the AUi 
cable and isolation transformer. In IEEE-802.3 
1 OBASE2/Cheapernet applications, the AUi cable is op­
tional. 

Differential data is received through a squelch network 
that rejects signals with pulse widths less than 7 ns, or 
with levels more positive than -175 mv peak. Only sig­
nals with pulse widths wider than 20 ns and levels more 
negative than -275 mv peak from the DTE are guaran­
teed to be enabled. This minimizes false starts due to 
noise and ensures no valid packets are missed. 

The Am7997's Tap Driver provides the driving capability 
to ensure adequate signal level at the end of the maxi­
mum length network segment (500m 10BASE5, 185m 
1 OBASE2) under the worst-case number of connections 
(100 nodes 10BASE5, 30 nodes 10BASE2). The re­
quired rise and fall times of data transmitted on the net­
work are maintained by the Am7997 Tap Driver. The 
Tap Driver's output is connected to the medium through 
external isolating diodes. To safeguard network integ­
rity, the driver is disabled whenever power falls below 
the minimum operation voltage. 

During transmission, the Am7997 Jabber Controller 
monitors the duration that the Transmit Tap Driver is ac­
tive and disables the driver if the jabber time is ex­
ceeded. This prevents network tie-up due to a "bab­
bling" transmitter. Once disabled, the driver remains 
disabled for an additional 250-750 ms afterthe DO pair 
is idle and there is no carrier sensed from the tap on the 
TXT pin. During the disable time, the 10 MHz internal os­
cillator signal is sent on the Cl± pair to the DTE. 

When SOE TEST is tied to VEE, the Am7997 generates a 
SOE message at the end of every transmission. This 
signal is a self-test indication to the DTE that the Me­
dium Attachment Unit (MAU) collision pair is opera­
tional. 

Receive and Carrier Detect 

Received signals are acquired from the tap through a 
high-impedance ( 100 kQ) resistive divider. A high input­
impedance (low capacitance, high bandwidth, low 
noise) DC-coupled input amplifier in the Am7997 re­
ceives the signal. The received signal passes through a 
high-pass filter to minimize inter-symbol distortion, and 
then through a data slicer. The Am7997 Carrier Detect 

compares received signals to a reference. Signals 
meeting carrier squelch criteria are passed to the differ­
ential line driver within five bit times from the start of 
packet. 

Received data is transmitted from the DI pair through an 
isolation transformer to the AUi cable in IEEE 
1 OBASE5/Ethernet applications. In I EEE-802.3 
1 OBASE2/Cheapernet implementations the AUi cable 
is optional. Following the last transition in a packet. the 
DI± pair is held HIGH for two bit times and then de­
creases to the idle level within eighty bit times. 

Collision Detect 

The Am7997 detects collisions if two or more stations 
are transmitting on the network. 

The average DC level of received signals is compared 
against the collision threshold reference. If the level is 
more negative than the reference an enable signal is 
generated to the Cl± pair. 

The Collision Oscillator is a 10 MHz oscillator which 
drives the differential Cl± pair to the DTE through an iso­
lation transformer. This signal is gated to the Cl± pair 
whenever there is a collision, an SOE Test is in pro­
gress, or the Jabber Controller is activated. The oscilla­
tor is also utilized internally to clock the Jabber and SOE 
Test timers. 

The Cl± output meets the drive requirements for the AUi 
interface. The output stays HIGH for two bit times atthe 
end of the packet, decreasing to the idle level within 
eighty bit times. 

Jabber Function 

The Am7997 Jabber Timer monitors the activity on the 
DO pair and senses TXT faults. It inhibits transmission if 
the Tap Driver is active for longer than the jabber time 
(20-150 ms). A 10 MHz internal oscillator signal is en­
abled on the Cl± pair for the fault duration after the jab­
ber time is exceeded. 

After the fault is removed, the Jabber Timer co1mts the 
unjab time of 250-750 ms before it enables the driver. 

If desired, a redundant Jabber function can be imple­
mented externally, and the output driver disabled by re­
moving the driver supply at TXVEE. The Am7997 senses 
this condition and forces a 10 MHz internal oscillator sig­
nal on the Cl pair during the disable time. 

SQE Test 

A SOE Test will occur atthe end of every transmission if 
the SOE TEST pin is tied to VEE. A SOE Test signal is a 
10 MHz signal gated to the Cl pair. The SOE Test en­
sures that the twisted pair assigned for collision notifica­
tion to the DTE is intact and operational. The SOE Test 
starts eight bit times after the last transition of the trans­
mitted signal and lasts for a duration of eight bit times. 

The SOE Test can be disabled by connecting the SOE 
TEST pin to GND. 
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APPLICATIONS 

MAU 

- _\_ - - - - - - - _ (1-
AUI 1 1 

DTE Cable :-g 1 : TAP 

~!.~!!_N_!!_ ______ s~~~~~s~~---_l ________ , I I I T~~:;e~~er 
I .-----. I I 
I Local Local Am7990 Am7992B I I I 
I CPU Memory LANCE SIA .....,__.__I I 

I I I 
I I I I Power 
I Local Bus I L_.J Supply L-------------------------------.J 
AUi - Attachment Unit Interface 
DTE - Data Terminal Equipment 
MAU - Medium Attachment Unit 

[ __________ J : 

DTE 

~~~~~~! ____ 3~2~~~~~------i _______________ , 
I I 

i__r 

ETHERNET 
COAX 

Local 
CPU 

Local 
Memory 

Am7990 
LANCE 

Am7992B 
SIA 

I Am7997 I 
Transceiver H 1----I• 

I I 

RG58 
BNC"T" 

--~~~-- I 
I ----.. , 

Power I 
Supply I 

----------------------------------~-~----_-_ ...... _J 
Local Bus 

12473-0048 

Figure 1. 
Typical Ethernet Node and Cheapernet (IEEE-802.310BASE5 and 10BASE2) 
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R6 
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RB 
40.2 
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28 27 26 R10 27.4K 
Cl- Cl+ GN01 NC TAP LVLR NC 

SHIELD I-"'""'"-"--+.,..._---' 
5 DI+ 

6 DI-

7 NC 

8 DELR 
Note 3 

9 NC 

10~ 

Am7997 

R5 
2.74K 

Figure 2. 

VCDL 

NC 24 

RXT 23 

NC 22 

GND2 

~ -~~ -
Note 1 c, 

MUR120 

C12 
180pF, 10% 

VEE 
-9V 

27K R10 

Note 4 

COAX 
TAP 

12473-0060 

Am7997 PLCC Package External Component Diagram for an IEEE-802.310BASE5/2 Application 
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Notes: 

1. CL is the effective load capacitance across R2: Cc is the compensation capacitance (Cc= 1/3 CL). 

2. D2 can be eliminated in Cheapernet (IEEE-802.3, 1 OBASE2) applications. 

3. Shown with SOE Test enabled. 

4. Discrete Power Supply or Hybrid - Hybrid DC-DC Converter Manufacturers include: 
Ethernet (IEEE-802.3, 10BASE5): Cheapernet (IEEE-802.3, 10BASE2): 
Reliability Inc: 2E12R9 Reliability Inc: 2VP5U9 
Valor Electronics: PM1001 Valor Electronics: PM7102 

5. Minimizes excess stray capacitance in PC layouts with noisy power supplies. 

6. All capacitors have 20% tolerance except C12 which has 10% or better. All resistors are 1 % tolerance. 

7. Isolation transformer module manufacturers include: 

Valor Electronics: LT6031 
Pulse Engineering: PE64101 

8. For Heat Sink Design using the Am7997 in Repeater Applications. From the Am7997 characterization data, we have the 
following: 

OJA (non-heat sinked) = 52°C/W 

OJC = 11°cm 

Worst case Junction Temperature occurs under the following condition: 

IEE= -190 mA 
VEE= -9.9 Voe 

TA= 70°C 

This implies: (Power Dissipation) Po = IEE • Voe 
= (-190 mA) • (-9.9 Voe) 
= 1881 mW 

Now (Junction Temperature) TJ =[(OJA)• (Po)]+ TA 
Therefore TJ = [(52°C/W) • (1.881 W)] • 70°C 

= 169°C 

At this point, the goal is to reduce the TJ to less than 150°C. To do this, a heat dissipation plane is recommended. The effect of this 
plane is to reduce the value of OJA which is defined to be (OJC +OHS), where OJC is the Thermal Resistance from the Junction to the 

Case and OHS defined as Thermal Resistance from Case to Ambient (OcA or OHS). 

Substituting, we have the following equation: 

or 
TJ =[(OJA). (Po)]+ TA .s 150°C 

[(OJc) +OHS). Po]+ TA .s 150°C 

0JC +OHS .S 
150 - TA 

Po 

150-TA 

Po 
-OJC 

Thus under worst case Junction Temperature conditions and substituting the values above, we have: 

OHS.$ 
150- 70 

1.881 

OHs .s 31.5°Cm 

-11 

Therefore, the heat dissipation plane is recommended to have a OHS max (or OcA) rating of 31.5°CNo/ to ensure TJ .s 150°C. In 
conclusion, OHS determines the size of the heat sink to be selected. As OHS decreases, the size of the heat sink increases. Hence, 
the above value determines the minimum size of the heat sink to be selected. 
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ABSOLUTE MAXIMUM RATINGS 
Storage Temperature 

Ambient Temperature Under 
Bias, Package 

-65 to + 150°C 

OPERATING RANGES 
Commercial (C) Devices 

Ambient Temperature (TA) 

Supply Voltage (VEE) 0 to 70°C 

AMO~ 

0° to 70°C 

-8.1 V to -9.9 V 
Lead Temperature, Soldering 
For 1 0 Seconds 
Supply Voltage 

+300°C 
-12.0 to +0.5 V 

Operating ranges define those limits between which the func­
tionality of the device is guaranteed. 

DC Input Voltage (RXT) -6.0 to +0.5 V 

DC Input Voltage (All other inputs) -12.0 to +0.5 v 

Stresses above those listed under Absolute Maximum Rat­
ings may cause permanent device failure. Functionality at or 
above these limits is not implied. Exposure to absolute maxi­
mum ratings for extended periods may affect device reliability. 

D C CH RACT RISTICS A E over COMMERCIAL h T d o~eratm_g_ ran_g_e un ess ot erw1se s~ec1 1e 
Parameter Commercial 

Symbol Parameter Description Test Conditions Min. Max. Unit 

Transmit Signals 

Vrn DO± differential input switching -160 +160 mV* 
threshold 

Vso DO± differential input squelch -275 -175 mV 
threshold 

ViCM DO± open circuit input iiN= 0 VEE VEE v 
common mode bias voltage +O +4.0 

ITXTL TXT output LOW current RL = 25.0 Q (Note 2) -90 -65 mA* 

ITXTH TXT output HIGH current RL = 25.0 Q (Note 2) -17 0.0 mA* 

ITXTA TXT output average DC current RL = 25.0 Q (Notes 1, 2) -45 -37 mA* 

110 Input current VEE< V1N < 0 v -2.0 +2.5 mA 

(DO+ or DO-) All VEE = -9.9 v 
IT10 TXT output current (Note 4) -250 +250 µA* 

for VT AP = -1 O V (While transmitting) 

ITxOFF TXT idle-state leakage current -23 0.0 µA* 

Roo DO± differential input resistance VDO+ = -6.95 V 6 kQ 
VDO- = -7.05 V 

Receive/Collision Signals 

Voo DI±& Cl± Load RL = 78 Q Voo+ +450 +1315 
mV* 

differential output voltage L = 50 µH Voo- -1315 -450 

Vooi DI±& Cl± Load RL = 78 Q -25 +25 mV 

differential output imbalance voltage L = 50 µH 

VooOFF DI±& Cl± Load RL = 78 n -40 +40 mV* 
differential idle output voltage L = 50 µH 
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DC CHARACTERISTICS (Continued) 

Parameter Commercial 

Symbol Parameter Description Test Conditions Min. Max. Unit 

VocM DI± & Cl± comm6n RL=2x39Q -2.5 -1.3 v 
mode output voltage . series resistors 

Vus Dl±&CI± RL=78Q -100 mv• 
undershoot at start-of-idle L=50µH 

VCAT RXT carrier sense Notes4, 5 -600 -380 mv 

VcOT Collision threshold voltage Note 15 -1582 -1448 mv• 

V1H SOE TEST input -0.5 0.0 v 
HIGH voltage 

V1L SOE TEST input VEE VEE+0.5 v 
LOW voltage 

IRXT RXT input bias current VRXT = -1 to -2.5 V -0.5 +0.5 µA· 

looOFF Dl±&CI± RL=78 Q -4 +4 mA• 
differential idle output current L =50 µH 
threshold 

Global 

IEE Supply current- Non-Transmitting total current -121 mA 
@ all VEE pins @ 10°C 

Supply current- Transmitting RLx = 25 n -211 mA 
with all VEE @ -9.9 v 

CAPACITANCE 
UNTESTED; TYPICAL values at TA= 25°C, Vee= O, All NC pins unconnected 

Parameter 
Symbol Parameter Description Test Conditions Typ Unit 

CRXT RXT input capacitance 1.1 pF 
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VEE= -9.9 V 

-80 

-90 -I 

-100 -I 
L~J.-~~~~--~~~~~~~~-+-~~~~~~~~--. .. 

-110 ~ 
_120 -1 0°t Transmission 

-130 -I 

IEE (mA) 

1 Ocf/o Transmission 

I I I I I I I I I I I I 
-10 1 0 30 50 70 90 110 130 

Ambient Temperature (C) 

12473-0188 

Typical IEE vs. Temperature at% of Transmission 

VEE= -8.1 V 
-80 

-90 

-100 
-11 o 0° Transmission 

-120 

-130 25 0 

-140 
-150 50 0 

IEE (mA) 
-160 

-170 75 0 

-180 

-190 10 Yo Transmission 
-200 

-210 

-220 

-230 

-240 

-250 

-10 10 30 50 70 90 110 130 

Ambient Temperature (C) 

12473-022A 

Typical IEE vs. Temperature at% of Transmission 
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AC CHARACTERISTICS over COMMERCIAL operating ranges unless otherwise 
specified 

Transmit 
Parameter Commercial 
Symbol Parameter Description Test Conditions Min. Max. 

tPWREJ Transmit reject pulse pulse width (DO±) (Note 6) 7 

tPWTON Transmit turn-on pulse width (DO±) DO±= 600 mVp-p 20 

(Note 6) 

tPWOFF Transmit turn-off pulse width (DO±) DO± = 600 mVp-p 130 200 
(Note 6) 

tTON Transmit start up delay (DO± to TXT) DO± = 600 mVp-p 200 
(Notes 6, 7, 13) 

tTSD Transmit static propagation DO±= 600 mVp-p 50 
delay (DO± to TXT) (Notes 6, 7, 14) 

Im Transmitter rise time (Notes 6, 7, 14) 20 30 
( 10% to 90% at TXT) 

ITF Transmitter fall time (Notes 6, 7, 14) 20 30 
(90% to 10% at TXT) 

ITM Transmitter rise and fall (Notes 6, 7, 14) -2.0 +2.0 
time mismatch (TXT; tm - trF) 

ITS Transmitter skew (Notes 6, 7, 14) -2.0 +2.0 
(TXT waveform symmetry) 

IJA Transmit jabber activation time 20.0 150 

IJR Transmit jabber reset time (Note 18) 250 750 

IJREC Transmit jabber recovery time (minimum 1.0 
time gap between transmitted packets 
to prevent jabber activation) 

L2,3 2nd and 3rd harmonics of TXT Output (Note 17) -20 

L4,5 4th and 5th harmonics of TXTOutput (Note 17) -30 

L6, 7 6th and 7th harmonics of TXT Output (Note 17) -40 

LS All higher harmonics of TXT Output (Note 17) -50 

1-180 Am7997 

Unit 

ns 

ns 

ns 

ns• 

ns• 

ns• 

ns• 

ns• 

ns• 

ms• 

ms• 

µs 

dB* 

dB* 

dB* 

dB* 



PRELIMINARY AMO~ 
AC CHARACTERISTICS (Continued) 

Receive/Collision 
Parameter Commercial 

Symbol Parameter Description Test Conditions Min. Max. Unit 

tRON Receiver start up delay (coax tap to DI±) (Notes 6, 9, 16) 500 ns• 

tRVB First validly timed bit on DI ± (Notes 6, 9, 14, 16) tRON ns• 

tRSD Receiver static propagation delay (Notes 6, 9, 15, 16) 50 ns• 
(coax tap to DI±) 

tROFF Receiver turnoff delay (coax tap to DI±) (Notes 6, 1 O) 200 1000 ns• 

tRR DI ± and Cl ± rise time (20% to 80% of (Note 6) 7.0 ns• 
full differential swing) 

tRF DI ±and Cl ±fall time (80% to 20% of full (Note 6) 7.0 ns• 
differential swing) 

tRS Receiver skew (DI± waveform symmetry) (Notes 6, 15, 16) -3.5 +3.5 ns• 

tSETL DI ±and Cl ±settling time to idle state (Note 6) 8 µs• 
(±40 mV) 

tRM DI± & Cl± rise and fall time mismatch (Note 6) -3.5 +3.5 ns• 
(!RR - IRF) 

IRJIT Receiver jitter (Notes 6, 8) -8.0 +8.0 ns• 

ICON Collision turn-on delay (Cl ±) 900 ns• 

lcoFF Collision turn-off delay (Cl±) 2000 ns• 

IPER Collision period (Cl ±) (Note 11) 80 117 ns• 

tcPw Collision output pulse width (Cl ±) (Note 11) 40 60 ns• 

tsoED SOE test delay time 900 ns• 

tsoEL SOE test length 500 1500 ns• 

Notes: 

• Indicates 802.3 1 OBASE5/2 specttication requirement. 

1. Measured at 50% point of output waveform. 

2. Measured at both 5 MHz and 10 MHz TXT output frequencies. 

4. Measured at the coax tap using Tap Application Circuit (Figure 2). 

5. Measured with transmitter idle. 

6. Measured using Tap Application Circuit (Figure 2). 

7. Measured using Tap Application Circuit and a forcing source at DO± with 1200 mV peak-to-peak amplitude, less than 
0.1 ns of skew or jitter, and maximum 10%-90% edge transition times of 7.0 ns. 

8. Forcing source at tap has a 600 mV peak-to-peak swing centered at -1.0 V, between 7.0 ns and 8.0 ns of edge jitter, and 
30.0 ns +O, -2 ns 1 0%-90% edge transition times. 

9. Measured from the 50% point of the forcing source waveform at the tap to the differential zero crossing at DI±. 

10. Receiver turnoff point is at 70% of VOD on last high-to-low transition of DI±. 

11. Period and pulse width will fall in these ranges using a 1 % resistor shown in Tap Application Circuit (Figure 2). 

12. Forcing source frequency is 1.0 MHz. 

13. Forcing source frequency is 5 MHz. 

14. Measured with forcing source frequencies of both 5 MHz and 1 o MHz. 

15. Vcor is the average DC level of a 5 MHz 400 mVp-p pulse train applied at the coax tap that causes Cl± to go active. 

16. Forcing source at tap has a 1.625 Vp-p swing centered at-1.0 V, no more than ±0.1 ns of edge jitter and 25.0 ns ± 2.0 ns 
10% - 90% edge transition times. 

17. To be met while transmitting.10 MHz signals. Correlated to tTR and tTF; not tested. 

18. Reset time starts only after both DO± and the coax tap become inactive (idle). 
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KEY TO SWITCHING WAVEFORMS 

WAVEFORM 

\\\\\ 

///// 

SWITCHING WAVEFORMS 

DO±---~ 
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I 
tPWTON--. 

I 
- !TON_..., 

I 
I 

TXT 
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Permitted 

Does Not 
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Transmitter Timing 

;- lJA .,.: 

TXT D 50% 

OUTPUTS 

Will Be 
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Will Be 
Changing 
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Will Be 
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From L to H 

Changing, 
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Impedance 
"off" State 

lPWOFF 

!JR 

350 mV 

Cl± ----------......_11111 __ ___.I\ 50% 
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SWITCHING WAVEFORMS 
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PRELIMINARY 
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SWITCHING TEST CIRCUITS 

+ 

~ 
OUT ~ 

i 
50 -

12473-012A 

A. AUi Transmit Load (DI +, DI-; Cl+, Cl-) 

12473-013A 

B. Test Load (TXT) 
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LAYOUT CONSIDERATIONS 
To .P.rotect the transceiver from the environment and to 
achieve optimum performance, the Am7997 is designed 
to be used with two sets of external components: the 
transmitter circuit consisting of components D1, D2, D3, 
RS, R9, R10, C6, C7, and C12, and the receiver circuit 
consisting of components R1, R2, R3, C2, CL, and Cc 
(CL is a parasitic capacitance rather than a discrete 
component). These combined circuits are shown in Fig­
ure 2. The resistor tolerances for these circuits are 
specified as 1 %. 

The primary layout restriction for the transmitter circuit is 
that the longest current path from the TXT pin (PLCC pin 
17) to the coaxial cable's center conductor must be as 
short as possible. Also, the transmitter circuitry should 
be physically isolated from power and ground planes, 
i.e. no power or ground planes under the transmitter cir­
cuit components. 

The layout of the receiver circuit is even more critical. To 
minimize parasitic capacitance that can degrade the re­
ceived signal, the external receiver circuit should also 
be physically isolated from power and ground planes. 
There must be no power or ground plane under the area 

. of the P.C. board that includes PLCC pins 22 through 1, 
R2, R3, and the connector for the coaxial cable. If a 
power or ground plane extends under this area, the re­
ceiver will not function properly due to excessive 
crosstalk and under- or over-compensation of the 
R2-R3 attenuator. Also, the AXT pin should be as close 
as possible to the coaxial cable connector. 

The layout of the receiver and transmitter circuits can be 
simplified by omitting power and ground planes from the 
whole area on the right side of the Am7997 as shown in 
Figure 3-1. Also, the TAP SHIELD pin (PLCC pin 28) 
should be connected directly to the shield of the coax 
connector without. any other P.C. board ground trace 
hanging off of it. 

If the above layout rules are followed, the parasitic ca­
pacitance in parallel with R2 will be about 6 pF. This 
parasitic capacitance is shown in the schematics as CL 
(Note that CL is a parasitic capacitance. Do not add a 
discrete capacitor in parallel with R2). The capacitor la­
beled Cc in the schematics is the total capacitance in 
parallel with R3 including parasitic capacitance. The 
parasitic component of Cc will be about 1 pF. For opti­
mum performance, the ratio of CL to Cc should be the 
same as the ratio of R3 to R2, which is 3:1. This means 
that an additional 1 pF of capacitance must be added in 
parallel with R3. 

r----------, 
I R1, R2, R3, R10 I 
I c2 I L __________ _J 

: D1,D2,D3 : 
R5,R9,R10 Coax 

I C6, C7, C12 I Connector 
L----------.J 

Am7997 

28 AXT 

15 TXT 

Area with no power or ground plane 

12473-014C 

Figure 3-1 

This extra capacitance can easily be added by building a 
capacitor out of P.C. board traces connected to R3. 
Since the amount of extra parasitic capacitance re­
quired is affected by board layout, components, and 
P.C. board material, it is recommended that during 
prototyping a 'trimmable' capacitor be used. One exam­
ple of this is a 0 .200 x 0 .200 inch parallel plate capacitor 
on two layers of the P .C. board as shown in Figure 3-2. 
Note that one of the parallel plates is segmented so that 
sections of ttie plate may be trimmed off until the correct 
amount of capacitance remains. The resulting capacitor 
configuration may then be reproduced on the production 
P.C. boards. 

r ... ------------~----

L .............................. , r----
r----------.1 

L ............................. ,. 
r----------.1 

L .............................. , 
r .............................. .. 

L ............................. .., 
r............................... , 

•----------· ',' r----------.1 : " 
• • Circuit Side 
'"------------ .I 

0.200 in x 0.200 in 

Component Side 
124 73B-023A 

Figure3-2 
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Pt 

Dt2Y.e:i. O 'as 
Ji'i. -Om •51' 1J1 
U2 -ii- I 3 ca. 

~ =€!: 
Tl 'fi1 

R7 'ff1 
R8 

UI 'fi1 
a; r " (]; -Er· 

~T.··~H ~L~~ '{J~I ~ 8 D2 
~r7PLCC_EVAL DI cdDlrr 

P2 

• 

12473-019A 

Component Side Silkscreen 

• 

• 
• • •••••••• • 

• • • 

Solder Side 

• 
12473-020A 

• 
• • 
• •• 

• 

• • • • • • 
12473-021A 

Component Side 

C1 .001µF GAPKAP 
C2 0.1µF 
C3 1 OOOpF 3KV 
C4 0.1µF 
CS 4.7µF 
CS 1µF 
C7 1000pF 
C9 4.7µF 
C10 0.1µF 
C11 NOT USED 
C12 180pF 
C13 0.01 µF SOV 
D1 1N4153 
D2 1N4153 
D3 MUR120 
P1 1S-Pin D Connector Male 

· P2 BNC Connector 
R1 1.9SKQ 1% 
R2 24.9KQ 1% 
R3 7S.0Kn 1% 
R4 1 MQ S% O.SW 
RS 2.74KQ 1% 
RS 237'21% 
R7 40.2'21% 
RS 40.2'21% 
R9 9.09'21% 
R1 O 27.4KQ 1 % 
T1 L TS031 Pulse Transformer 
U1 Am7997JC 
U2 PM700S DC-DC Converter 
W1 3-Pin Jumper Block 
(All Resistors are 1% except where noted) 

Figure 4. Suggested Printed Circuit Board Layout for a Double-Sided PCB Application 
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Am79C98 
Twisted Pair Ethernet Transceiver (TPEX) 

Advanced 
Micro 

Devices 

DISTINCTIVE CHARACTERISTICS 
• CMOS device provides compliant operation 

and low operating current from single +5 v 
supply 

• Power Down mode provides reduced power 
consumption for battery powered applications. 
Reset capability allows use in remote MAU 
applications. 

• Pin-selectable Twisted Pair receive polarity 
detection and automatic inversion of the 
receive signal. Polarity indication output pin 
can directly drive a LED. 

• Pin-selectable Twisted Pair Link Integrity Test 
capability conforming to the IEEE 802.3 
standard for 10BASE-T. Link status pin can 
directly drive a LED. 

GENERAL DESCRIPTION 
The Am79C98 Twisted Pair Ethernet Transceiver 
(TPEX) is an integrated circuit that implements the Me­
dium Attachment Unit (MAU) functions for the Twisted 
Pair Medium, as specified by the IEEE 802.3 standard 
(Type 10BASE-T). This device provides the necessary 
electrical and functional interface between the IEEE 
802.3 standard Attachment Unit Interface (AUi) and the 
Twisted Pair cable. 

A network based on the 10BASE-T standard can use 
unshielded twisted pair cables, therefore providing an 
economical solution to networking by allowing the use of 
existing telephone wiring. The Am79C98 provides a 
minimal component count and cost effective solution to 
the design and implementation of 1 OBASE-T standard 
networks. 

Publication # 14395 Rev. C Amendment/O 

Issue Date: January 1992 

• Internal Twisted Pair transmitter digital 
pre-dlstonlon circuit reduces medium Induced 
jitter and ensures compliance with the 
1 OBASE-T transmit and receive waveform 
requirements 

• Pin-selectable SOE Test (Heartbeat) enable 

• Transmit and Receive status indication are 
available on separate, dedicated pins 

• AUi loop-back, Jabber Control, and SOE Test 
functions comply with the 10BASE-T Standard 
(Draft 10) 

TPEX provides Twisted Pair driver and receiver circuits, 
including on-board transmit digital pre-distortion, re­
ceiver squelch, and an AUi port with pin selectable SOE 
Test enable. The device also provides a number of addi­
tional features including pin selectable Twisted Pair Re­
ceive Polarity Detection and Automatic Polarity Rever­
sal, Link Status indication, Link Test disable function, 
and transmit and receive status. The Twisted Pair Polar­
ity and Link status pins can be used to drive LEDs 
directly. 

The Am79C98 is fabricated in CMOS technology and 
requires a single +5V supply. The device is available in 
24 pin SKINNYDIP® Plastic Dual-in-Line and 28 pin 
Plastic Leaded Chip Carrier (PLCC). 
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PRELIMINARY AMO ;r1 
RELATED AMO PRODUCTS 

Part No. Description 

Am79C900 Integrated Local Area Communications Controller (ILACC) 

Am7990 Local Area Network Controller for Ethernet (LANCE) 

Am7992B Serial Interface Adapter (SIA) 

Am79C980 Integrated Multiport Repeater for 1 OBASE-T (IMR) 

Am7996 I EEE-802.3/EtherneVCheapernet Transceiver 

Am79C940 Media Access Controller for Ethernet (MACE) 

CONNECTION DIAGRAM 
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ORDERING INFORMATION 
Standard Products 

AMO standard products are available in several packages and operating ranges. The ordering number (Valid 
Combination) is formed by a combination of: 

DEVICE NUMBER/DESCRIPTION 
Am79C98 
Twisted Pair Ethernet Transceiver (TPEX) 

Valid Combinations 

The Valid Combinations table lists configura­
tions planned to oe supported in volume for 
this device. Consult the local AMD sales of­
fice to confirm availability of specific valid 
combinations, to check on newly released 
combinations, and to obtain additional data 
on AMD's standard military grade products. 

AM79C98 PC.JC 
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OPTIONAL PROCESSING 
Blank = Standard Processing 

TECHNOLOGY 
C = CMOS Electrically Erasable 

PACKAGE TYPE 
P = 24-Pin Plastic DIP (PD 3024) 
J = 28-Pin Plastic Leaded Chip 

Carrier (PL 028) 

SPEED OPTION 
Not Applicable 
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PIN DESCRIPTION 

AVDD 
Analog Power 
This pin supplies the +5 v to analog portions of TPEX 
circuitry. 

AVSS 
Analog Ground 
This pin is the ground reference for analog portions of 
TPEX circuitry. 

Cl+,CI-: 
Control In 
Output 
AUi port differential driver. 

Dl+,DI- / 
Data In 
Output 
AUi port differential driver. 

DO+,DO­
Data Out 
Input 

./ 

AUi port differential receiver. 

DVDD· 
Digital Power 

This pin supplies the +5 V to digital portions of TPEX 
circuitry. 

DVSS 
Digital Ground 
This pin is the ground reference for digital portions of 
TPEX circuitry. 

LNKST j 
Link Status 
Open Drain, Input-Output 
When this pin is tied LOW, the internal Link Test Re­
ceive function is disabled and the Transmit and Receive 
functions will remain active irrespective of arriving idle 
Link Test pulses and data. TPEX continues to generate 
idle Link Test pulses irrespective of the status of this pin. 

As an output, this pin is driven LOW if the link is identi­
fied as functional. However, if the link is determined to 
be nonfunctional, due to missing idle Link Test pulses or 
data packets, then this pin is not driven. In the LOW out­
put state, the pin is capable of sinking a maximum of 
16mA and can be used to drive an LED. 

This pin is internally pulled HIGH when inactive. 

PRDN/RST 
Power Down/Reset 
Input, Active LOW 
Driving this input LOW resets the internal logic of TPEX 
and places the device in a special Power Down mode. In 
the Power Down/Reset mode, all output drivers are 
placed in their inactive state. 

RCV 
Receive 
Output 
This pin is driven HIGH while TPEX is receiving data on 
the RXD pins and is transferring the received signal onto 
the AUi DI pair. The RCV and XMT pins are simultane­
ously driven HIGH during Collision. 

REXT 
External Resistor 
Input 

An external precision resistor is connected between this 
pin and AVoo, in order to provide a voltage reference for 
the internal Voltage Controlled Oscillator (VCO) . 

RXD+,RXD- j 
Receive Data 
Input 
1 OBASE-T port differential receivers. 

RX POL 
Receive Polarity 

Open Drain, Input-Output 

The twisted pair receiver is capable of detecting a re­
ceive signal with reversed polarity (wiring error). 
RXPOL pin is normally in the LOW state, indicating cor­
rect polarity of the received signal. If the receiver detects 
reversed polarity, then this pin is not driven (goes HIGH) 
and the polarity of subsequent packets is inverted. In the 
LOW output state, this pin can sink up to a maximum of 
16 mA and is therefore capable of driving an LED. 

This feature can be disabled by strapping this pin LOW. 
In this case the Receive Polarity correction circuit is 
disabled and the internal receive signal remains non­
inverted, irrespective of the received signal. 

This pin is internally pulled HIGH when inactive. 

'·~ SQETEST 
Signal Quality Test (Heartbeat) Enable 
Input, Active LOW 

The SOE test function is enabled by tying this input 
LOW. 

This input is internally pulled HIGH when inactive. 
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TEST 
Test 
Input, Active HIGH 

This pin should be tied LOW for normal operation. If this 
pin is driven HIGH, TPEX will enter Loopback Test 
mode. The type of loopback is determined by the state of 
the SOE TEST pin. If this pin is in the LOW state (Station 
MAU), TPEX transfers data independently from DO to 
the TXD/TXP circuit and from RXD to the DI circuit. If the 
SOE TEST is in the HIGH state (Repeater MAU), then 
data on the RXD circuit is transmitted back onto the 
TXD/TXP circuit and data on the DO circuit is transmit­
ted onto the DI pair. 

/ TXD+,TXD­
Transmlt Data. 
Output 
10BASE-T port differential drivers. 

/ TXP+,TXP-
Transmit Pre-Distortion 
Output 

Transmit waveform Pre-Distortion Control. 

XMT 
Transmit 
Output 
This pin is driven HIGH while TPEX is receiving data on 
the AUi DO pair and is transmitting data on the TXD/ 
TXP pins. The XMT and RCV pins are simultaneously 
driven HIGH during Collision. 
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FUNCTIONAL DESCRIPTION 
The Twisted Pair Ethernet Transceiver (TPEX) com­
plies with the requirements specified by the IEEE 802.3 
standard for the Attachment Unit Interface (AUi) andthe 
standard for 10BASE-T Medium Attachment Unit 
(MAU). TPEX also implements a number of features in 
addition to the IEEE 802.3 standard. An outline of func­
tions implemented by the Am79C98 are given below: 

Attachment Unit Interface (DO+/-,Dl+/-,CI+/-) 

The AUi electrical and functional characteristics comply 
with that specified by the IEEE 802.3, sections 7 and 14 
(drafted).The AUi pins can be wired directly to the isola­
tion transformer, for a remote MAU application, or to an­
other device (e.g. Am7992 Serial Interface Adapter). 
The end-of-packet SOE Test function (Heartbeat) can 
be disabled to allow the device to be employed in a Re­
peater application. 

Twisted Pair Transmit Function 

Data transmission to the 10BASE-T medium occurs 
when valid AUi signals appear on the DO+/- differential 
pair. This data stream is routed to the differential driver 
circuitry in the TXD+/- pins.The driver circuitry provides 
necessary electrical driving capability and pre-distortion 
control for transmitting signals over maximum length 
Twisted Pair cable, as specified by the IEEE 802.3 
10BASE-T standard. The transmit function meets the 
propagation delays and jitter specified by the standard. 
During transmission, the XMT pin is driven HIGH and 
can be used for status information. 

Twisted Pair Receive Function 

The receiver complies with the receiver specifications of 
the IEEE 802.3 1 OBASE-T standard, including noise im­
munity and received signal rejection criteria ("Smart 
Squelch"). Signals meeting this criteria appearing at the 
RXD+/- differential input pair are routed to the DI+/- out­
puts. The receiver function meets the propagation de­
lays and jitter requirements specified by the standard. 
Receiver squelch level drops to approximately half its 
threshold value after unsquelch to allow reception of 
minimum amplitude signals and to offset carrier fade in 
the event of worst case signal attenuation and crosstalk 
noise conditions. During receive, the RCV pin is driven 
HIGH and can be used for status information. 

Link Test Function 

The Link Test function is implemented as specified by 
the IEEE 802.3 1 OBASE-T standard. During periods of 
transmit pair inactivity, Link Test pulses will be periodi­
cally sent over the twisted pair medium to allow constant 
monitoring of medium integrity. When the Link Test 
function is enabled, the absence of Link Test pulses on 
the RXD+/- pair will cause the TPEX to go into a link fail 
state. In link fail state, data transmission, data reception, 
and the collision detection functions are disabled, and 
remain disabled until valid data or >2 consecutive Link 

Test pulses appear on the RXD+/- pair. During link fail, 
the LNKST pin is internally pu lied HIGH. When the link is 
identified as functional, the LNKST pin is driven LOW, 
and is capable of directly driving a "link OK" LED. In or­
der to interoperate with systems which do not implement 
Link Test, this function can be disabled by grounding the 
LNKST pin. When disabled, the driver and receiver 
function remain enabled irrespective of the presence or 
absence of data or Link Test pulses on the RXD+/- pair. 
The transmitter continues to generate Link Test pulses 
in the absence of transmit data even if the Link Test 
function is disabled. 

Polarity Detection and Reversal 

The TPEX receive function includes the ability to invert 
the polarity of the signals appearing at the RXD± pair if 
the polarity of the received signal is reversed (such as in 
the case of a wiring error). This feature allows data pack­
ets received from a reverse wired RXD± input pair to be 
corrected in the TPEX prior to transfer to the DTE via the 
AUi interface (DI±). The polarity detection function is ac­
tivated following reset or Link Fail, and will reverse the 
receive polarity based on both the polarity of any previ­
ous Link Test pulses and the polarity of subsequent 
packets with a valid End Transmit Delimiter (ETD). 

When in the Link Fail state, TPEX will recognize Link 
Test pulses of either positive or negative polarity. Exit 
from the Link Fail state is caused by the reception of 5 to 
6 consecutive Link Test pulses of identical polarity. On 
entry to the Link Pass state, the polarity of the lasts Link 
Test pulses is used to determine the initial receive polar­
ity configuration and the receiver is reconfigured to sub­
sequently recognize only Link Test pulses of the previ­
ously established polarity. This link pulse algorithm is 
employed only until ETD polarity determination is made 
as described later in this section. 

Positive Link Test pulses are defined as received sig­
nals with a positive amplitude greater than 520 mV with 
a pulse width of 60 to 200 ns. This positive excursion 
may be followed by a negative excursion. This definition 
is consistent with the expected received signal at a cor­
rectly wired receiver, when a Link Test pulse which fits 
the template of Figure 14-12 in the 1 OBASE-T Standard 
is generated at a transmitter and passed through 100 m 
of twisted pair cable. 

Negative Link Test pulses are defined as received sig­
nals with a negative amplitude greater than 520 mV with 
a pulse width of 60 to 200 ns. This negative excursion 
may be followed by a positive excursion. This definition 
is consistent with the expected received signal at a re­
verse wired receiver, when a Link Test pulse which fits 
the template of Figure 14-12inthe1 OBASE-T Standard 
is generated at a transmitter and passed through 100 m 
of twisted pair cable. 

The polarity detection/correction algorithm will remain 
"armed" until two consecutive packets with valid ETD of 
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identical polarity are detected. When "armed", the 
receiver is capable of changing the initial or previous po­
larity configuration based on the most recent ETD 
polarity. 

On receipt of the first packet with valid ETD following re­
set or Link Fail, TPEX will utilize the inferred polarity in­
formation to configure its RXD± input, regardless of its 
previous state. On receipt of a second packet with a 
valid ETD with correct polarity, the detection/correction 
algorithm will "lock-in" the initial polarity. If the second 
(or subsequent) packet is not detected as confirming the 
previous polarity decision, the most recently detected 
ETD polarity will be used as the new default. Note that 
packets with invalid ETD have no effect on updating the 
previous polarity decision. Once two consecutive pack­
ets with valid ETD have been received, TPEX will dis­
able the detection/correction algorithm until either a Link 
Fail condition occurs or PRDN/RST is asserted. 

During polarity reversal, the RXPOL pin is internally 
pulled HIGH. During normal polarity conditions, the 
RXPOL pin is driven LOW, and is capable of directly 
driving a "Polarity OK" LED using an integrated 16 mA 
driver. If desired, the Polarity Reversal function can be 
disabled by grounding the RXPOL pin. 

Twisted Pair Interface Status 

Two outputs (XMT and RCV) indicate whether TPEX is 
transmitting (AUi to Twisted Pair) or Receiving (Twisted 
Pairto AU I). Both signals are asserted during a collision. 
In link fail mode, RCV is disabled. In jabberdetect mode, 
XMT is disabled. Both signals are active HIGH. 

Collision Detect Function 

Simultaneous Carrier Sense (presence of valid data sig­
nals) by both the AUi DO+/- pair and the RXD+/- pair 
constitutes a collision, thereby causing a 10 MHz signal 
to be asserted on the Cl+/- output pair. The Cl+/-output 
meets the drive requirements for the AUi interface. This 
10 MHz signal will remain on the Cl+/- pair until one of 
the two colliding states changes from active to idle. The 
Cl+/- output pair stays HIGH for two bit times at the end 
of a collision, decreasing to the idle level within eighty bit 
times after the last Low-to-High transition. Both the XMT 
and RCV pins are driven HIGH during collision. 

Signal Quality Error (SQE) Test (Heartbeat) 
Function 

When the SOE TEST pin is driven LOW, TPEX will rou­
tinely exercise the collision detection circuitry by gener­
ating an SOE message at the end of every transmission. 
This signal is a self-test indication to the DTE that the 
MAU collision circuitry is functional. An SOE message 
consists of a 1 O MHz signal on the Cl+/- pair with a dura­
tion of 8 bit times (800 ns): When enabled, a SOE Test 
will occur at the end of every transmission, starting eight 
bit times (800 ns) afterthe last transition of the transmit­
ted signal. For repeater applications, the SOE Test func­
tion can be disabled by tying the SOE TEST pin HIGH or 
by leaving it disconnected. 

Jabber Function 

The Jabber function inhibits the twisted pair transmit 
function of TPEX if the DO+/- circuit is active longer 
than the time permitted to transmit the maximum length 
802.3/Ethemet data packet (50 ms nominal). This pre­
vents any one node from disrupting the network due to a 
"stuck-on" or faulty transmitter. If this maximum transmit 
time is exceeded, TPEX transmitter circuitry is disabled 
and a 1 O MHz signal is driven onto the Cl+/- pair. Once 
the transmit data stream is removed from the DO+/-pair 
of inputs, an "unjab" time of 250 to 750 ms will elapse 
before TPEX removes the 10 MHz signal from the Cl+/­
pair and re-enables the Transmit path. 

Power Down 

In addition to onboard power-on-reset circuitry, the 
PRON/AST pin is used as the master reset for TPEX. 
PRDN/RST must be driven LOW for a minimum of two 
microseconds for reset to occur. The PRDN/RSTpin can 
also be used to put the TPEX into an inactive state, 
causing the device to consume less power. This feature 
is useful in battery powered or low duty cycle systems. 
Driving PRDN/RST LOW resets the internal logic of 
TPEX, and places the device into idle mode. In this 
mode, the Twisted Pair driver pins (TXD+/-,TXP+/-) 
are driven LOW, the AUi pins (Cl+/-, DI+/-) are driven 
HIGH, the LNKST and RXPOL pins are in the inadive 
state, and XMT and RCV are LOW. TPEX will remain in 
IDLE as long as PRDN/RST is asserted. Following the 
rising edge of the signal on PRDN/RST, TPEX will re­
main in the reset state for 10 µs. 

Test Modes 

TPEX implements two types of loopback test modes 
suitable for Station (DTE) or Repeater applications. The 
Test mode is entered by driving the TEST pin HIGH. The 
two types of test modes available are: 

1. Station (DTE): SOE TEST pin LOW. Data on DO+/­
pair is transmitted onto the TXD+/- and TXP+/-pairs 
and data on the RXD+/- input pair is transmitted onto 
the DI+/- output pair. The jabber function and colli­
sion detection function are disabled. 

2. Repeater: SOE TEST pin Hl.GH. Data on DO+/- pair 
is looped back onto the. DI+/- pair and data on the 
RXD+/- pair is re-transmitted on the Twisted Pair 
drivers (TXD+/- and TXP+/- pairs). 

In both modes the jabber circuitry, collision detection, 
and collision oscillator functions are disabled, and the 
AUi and RXD+/- squelch circuits are active. 

TPEX External Components 

Figure 1 shows a typical twisted pair port external com­
ponents schematic. The resistors used should have a 
±1 % tolerance to ensure interoperability with 1 OBASE-T 
compliant networks. Filters and pulse transformers are 
necessary devices that have a major influence on the 
performance and compliance of a TPEX-based MAU. 
Specifically, the transmitted waveforms are heavily in-
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fluenced by filter characteristics and the twisted pair re­
ceivers employ several criteria to continuously monitor 
the incoming signal's amplitude and timing characteris­
tics to determine when and if to assert the internal car­
rier sense. For these reasons, it is crucial thatthe values 

and tolerances of the external components be as speci­
fied. Several manufacturers produce a module that 
combines the functions of the transmit and receive filters 
and the pulse transformers into one package. 

Am79C98 
TPEX 

TXD+ t--~vv1r-~--~ 
TXP+ 

TXD- ...-~""",...._....,_._,.~+--1 

XMIT 
Filter 

TXP- .._~ ..... 

RXD+ 
RXD- 100 n 

RECV 
Filter I RD-

1 
I I L. _________ .J 

Module 

The Filter/Transformer Module shown is available from the following manufacturers: 

Bettuse TDK 

PCA Pulse Engineering 

Valor Electronics Nano Pulse 

Figure 1. Typical TP Port External Components 
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Table 1. TPEX Compatible Media Interface Modules 

Manufacturer Part# Package Description 

Bel Fuse A556-2006-DE 16-pin 0.3" OIL Transmit and receive filters and transformers 

Bel Fuse 0556-2006-00 14-pin SIP Transmit and receive filters and transformers 

Bel Fuse 0556-2006-01 14-pin SIP Transmit and receive filters, transformers and 
common mode chokes 

Valor Electronics PT3877 16-pin 0.3" OIL Transmit and receive filters and transformers 

Valor Electronics PT3983 8-pin 0.3" OIL Transmit and receive common mode chokes 

Valor Electronics FL 1012 16-pin 0.3" OIL Transmit and receive filters and transformers, 
transmit common mode choke 

Nano pulse NP6612 16-pin 0.3" OIL Transmit and receive filters, transformers and 
common mode chokes 

Nano pulse NP6581 8-pin 0.3" OIL Transmit and receive common mode chokes 

Nano pulse NP6696 24-pin 0.6" OIL Transmit and receive filters, transformers and 
common mode chokes 

TDK TLA470 14-pin SIP Transmit and receive filters and transformers 

TDK HIM3000 24-pin 0.6" OIL Transmit and receive filters, transformers and 
common mode chokes 

Pulse Engineering PE65421 16-pin 0.3" OIL Transmit and receive filters and transformers 

Pulse Engineering SUPRA1.1 16-pin 0.5'' OIL Transmit and receive filters and transformers, 
transmit common mode choke 

Bel Fuse 0556-6392-00 16-pin 0.5'' OIL Transmit and receive filters, transformers, and 
common mode chokes 

Table 2. Am79C98 TPEX Compatible AUi Transformers 

Manufacturer Part# Package Description 

Bel Fuse A553-0506-AB 16-pin 0.3" OIL 50µH 

Valor Electronics LT6031 16-pin 0.3" OIL 50 µH 

TDK TLA 100-3E 16-pin 0.3" OIL 100 µH 

Pulse Engineering PE64106 16-pin 0.3" OIL 50µH 
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ABSOLUTE MAXIMUM RATINGS 
Storage Temperature: -65 to + 150°C 

OPERATING RANGES 
Commerclal (C) Devices 
Temperature (TA): Ambient Temperature Under Bias: Oto +70°C 
Supply Voltages (AVoo, DVoo): 

AMO~ 

o to +70°C 
+5V±5% 

Supply Voltage to AVss or DVss 
(AVoo, DVoo): -0.3 to +6V Operating ranges define those limits between which the func­

tionality of the device is guaranteed. 
Stresses above those listed under Absolute Maximum Rat­
ings may cause permanent device failure. Functionality at or 
above these limits is not implied. Exposure to absolute maxi­
mum ratings for extended periods may affect device reliability. 

DC CHARACTERISTICS over COMMERCIAL operating range unless otherwise specified 
Parameter 

Symbol Parameter Description Test Conditions Min. Max. Unit 

Digital Input Voltage 

V1L Input LOW Voltage DVss-0.5 0.8 v 

V1H Input HIGH Voltage 2.0 0.5+DVoo v 

Digital Output Voltage 

VoL Output LOW Voltage loL 1 = 16 mA (Open drain) 0.4 v 
IOL2= 4.0 mA 

VOH Output HIGH Voltage IOH = -0.4 mA 2.4 v 

Digital Input Leakage Current 

hLL Input Leakage Current 0 < V1N < DVoo + 0.5 v 10 µA 

llLD Input Leakage Current 0 < V1N < DVoo + 0.5 v 500 uA 
(Open drain pins, 
output inactive) 

AUi 

hAXD Input Current at DO+, DO- -1 <Vin< AVoo + 0.5 V -500 500 µA 

VAICM DO+/- Open Circuit Input hN = 0 V AVoo-3.0 AVoo-1.0 v 
Common Mode Voltage (Bias) 

VAIDV Differential Mode Input AVddl = 5 v -2.5 +2.5 v 
Voltage Range (DO+/-) 

VASQ DO+/- Squelch Threshold -160 -275 mV 

VATH DO+/- Switching Threshold (Note 1) -35 +35 mV 

VAOD Differential Output Voltage RL = 78 n 620 1100 mV 
!(DI+) - (Dl-)1 OR !(Cl+) - (Cl-)1 

VAODI DI+/- & Cl+/- RL = 78 Q -25 +25 mv 
Differential Output (Note 1) 
Voltage Imbalance 

VAooOFF DI+/- & Cl+/- RL=78Q -40 +40 mV 
Differential Idle Output Voltage 

IAooOFF DI+/- & Cl+/- RL = 78 Q -1 1 mA 
Differential Idle Output Current (Note 1) 

VAOCM DI+/- & Cl+/- Common RL = 78 Q 2.5 AVoo v 
Mode Output Voltage 
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DC CHARACTERISTICS (Continued) 
Parameter 
Symbol Parameter Description Test Conditions Min. Max. Unit 

Twisted Pair Interface 

hRXO Input Current at RXD+/- AVss< V1N < AVoo -500 500 uA 

RRXD RXD+/- Differential Input (Note 1) 10 KO 
Resistance 

VTIVB RXD+, RXD- Open Circuit Input l1N= 0 mA AVoo- 3.0 AVoo-1.5 v 
Voltage (Bias) 

VTIOV Differential Mode Input AVoo=+5V -3.1 3.1 v 
Voltage Range (RXD+I:-) 

VTSO+ RXD Positive Sinusoid 5 MHz .s. f.s. 10 MHz 300 520 mV 
Squelch Threshold (Peak) 

Vn;o ... RXD Negative Sinusoid 5 MHz .s. f.s. 10 MHz -520 -300 mV 
Squelch Threshold (Peak) 

VTHS+ RXD Post-Squelch Positive Sinusoid 5 MHz .s. f.s. 10 MHz 150 293 mV 
Threshold (Peak) 

VTHS- RXD Post-Squelch Negative Sinusoid 5 MHz .s. Is. 10 MHz -293 -150 mV 
Threshold (Peak) 

VRXOTH RXD Switching Threshold (Note 1) -60 60 mv 

VTXH TXD+/- and TXP+/- (Note2) DVoo- 0.6 DVoo v 
Output HIGH Voltage DVss = 0 V 

VTXL TXD+/- and TXP+/- (Note2) DVss DVss+ 0.6 v 
Output LOW Voltage DVoo= +5 V 

VTXI TXD+/- and TXP+/- -40 +40 mV 
Differential Output 
Voltage Imbalance 

VTXOFF TXD+/- and TXP+/- DVoo = +5 V -40 +40 mV 
Differential Idle Output Voltage 

Rrx TXD+/- and TXP+/- (Note 1) 40 Q 

Differential Driver 
Output Impedance 

hREXT Input Current at REXT Pin Rexr = 24.3K Q ± 1% 120 µA 
AVoo= +5 V 

Power Supply Current 

loo Power Supply Current PRDN/RST = HIGH 115 mA 
(Transmitting 10 MHz Data) 
(Typical TP load) 

Power Supply Current PRDN/RST = HIGH 90 mA 
(Transmitting 10 MHz Data) 
(NoTP load) 

IOOPRDN Power Supply Current PRDN/RST = LOW 4 mA 
in Power Down Mode 
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SWITCHING CHARACTERISTICS over COMMERCIAL operating ranges 

Parameter 
Symbol Parameter Description Min. Max. Unit 

Transmit Timing 
tPWODO DO Pulse Width JV1NJ > JVAsoJ 15 35 ns 

Accept/Reject Threshold (Note 3) 

tPWKDO DO Pulse Width JV1NJ > IVAsoJ 105 200 ns 
Maintain/Turn-Off Threshold (Note 4) 

tTON Transmit Start Up Delay 300 ns 

tTSD Transmit Static Propagation 120 ns 
Delay (DO to TXD) 

tDODION DO to DI Startup Delay 300 ns 

tDODISD DO to DI Static Propagation 100 ns 
Delay 

tTETD Transmit End of Transmission 250 450 ns 

trn Transmitter Rise Time 10 ns 
(10%to 90%) 

tTF Transmitter Fall Time 10 ns 
(90%to 10%) 

ITM Transmitter Rise and Fall 4 ns 
Time Mismatch 

trno DO L->H to TXD+ L->H Steady State tTSD-1.0 tTSD + 1.0 ns 
and TXD- H->L Delay (Note 1) 

tTLD DO H->L to TXD+ H->L Steady State tTSo-1.0 tTSD + 1.0 ns 
and TXD- L->H Delay (Note 1) 

tTHDP DO L->H to TXP+ H->L Steady State tTSD + 40 tTSD + 60 ns 
and TXP- L->H Delay (Note 1) 

ITLDP DO H->L to TXP+ L->H Steady State tTSD + 40 tTSD + 60 ns 
and TXP- H->L Delay (Note 1) 

tXMTON XMT Asserted Delay 100 ns 

tXMTOFF XMT De-asserted Delay 300 ns 

tPERLP Idle Signal Period 8 24 ms 

tPWLP Idle Link Test Pulse Width (Note 1) 75 120 ns 

tPWPLP Predistortion Idle Link Test (Note 1) 40 60 ns 
Pulse Width 

tJA Transmit Jabber 20 150 ms 
Activation Time 

tJR Transmit Jabber 250 750 ms 
Reset Time 

tJREC Transmit Jabber 1.0 - µs 
Recovery Time (Minimum time 
gap between transmitted 
packets to prevent jabber 
activation) 
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SWITCHING CHARACTERISTICS (Continued) 

Parameter 
Symbol Parameter Description Min. Max. Unit 

Receive Timing 

tPWKRO RXD Pulse Width IV1NI >IVIBsl 136 200 ns 
Maintain/Turn-Off Threshold (Note 5) 

tRON Receiver Start Up Delay 5 MHz Sinusoid 200 400 ns 
(RXD to DI+/-) 

tRVB First Validly Timed Bil tRON+ 100 ns 
on DI+/- (RXD to DI) 

tRSD Receiver Static Propagation 70 ns 
Delay (RXD to DI) 

tRETD DI End of Transmission 200 ns 

tRHD RXD L->H to DI+ L->H (Note 1) tRso-2.5 tRSD + 2.5 ns 
and DI- H->L Delay 

tRLD RXD H->L to DI+ H->L (Note 1) tRSD-2.5 IRSD + 2.5 ns 
and DI- L->H Delay 

IRR DI+, DI-, Cl+, Cl- Rise 5.0 ns 
Time (10% to 90%) 

tRF DI+, DI-, Cl+, Cl- Fall 5.0 ns 
Time (10% to 90%) 

IRM DI+/- & Cl+/- Rise and Fall 2.0 ns 
Time Mismatch (llRR - tRFI) 

tRCVON RCV Asserted Delay IRON-50 IRON+ 100 ns 

IRCVOFF RCV De-asserted Delay tRSD + 250 ns 

COiiision Detection and SQE Test 

tcoN Collision Turn-On 500 ns 
Del'!}'j_Cl+/-:l 

ICOFF Collision Turn-Off 500 ns 
Del'!}'__(_ Cl+/-) 

IPER Collision Period (Cl+/-) 87 117 ns 

le PW Collision Output Pulse Width 40 60 ns 
lCl+/-1_ 

tSQED SOE Test Delay Time 600 1600 ns 

tSOEL SOE Test Length 500 1500 ns 

Notes: 
1. Parameter not tested. 
2. Uses switching test load. 

3. DO pulses narrower than tpwooo (min) will be rejected; pulses wider than tpwooo (max) will turn internal DO carrier sense on. 

4. DO pulses narrower than tPWKDO (min) will maintain internal DO carrier sense on; pulses wider than tPWKDO (max) will turn 
internal DO carrier sense off. 

5. RXD pulses narrower than tPWKRD (min) will maintain internal RXD carrier sense on; pulses wider than tPWKRD (max) will turn 
internal RXD carrier sense off. 
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SWITCHING WAVEFORMS 
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SWITCHING WAVEFORMS 
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SWITCHING TEST CIRCUITS 
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RECEIVE TEST CIRCUIT 

DO+/-
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ICPW IPER 

Collision Timing 
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SQE Test Timing (SQE Test Pin Connected to Vss) 
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Am79C100 
Twisted Pair Ethernet Transceiver Plus 
(TPEX Plus) 

DISTINCTIVE CHARACTERISTICS 
• CMOS device provides IEEE 802.3 compliant 

operation and low operating current from a 
slngle +5 V supply 

• Power Down mOde for reduced power 
consumption In battery powered appllcatlons 

• Automatic Twisted Pair Link Integrity 

• Pin-selectable Twisted Pair receive polarity 
detection and automatic Inversion of the 
receive slgnal. Polarity Indication output pin 
can directly drive a LED. 

• Pin-selectable Twisted Pair Link Integrity Test 
capablllty conforming to the IEEE 802.3 
standard. Link status pin can directly drive 
a LED. 

GENERAL DESCRIPTION 
The Am79C100 Twisted Pair Ethernet Transceiver Plus 
(TPEX Plus) is an integrated circuit that implements the 
Medium Attachment Unit (MAU) functions for the 
Twisted Pair Medium, as specified by the supplement to 
IEEE 802.3 standard (Type 10BASE-T). This device 
provides the necessary electrical and functional inter­
face between the IEEE 802.3 standard Attachment Unit 
Interface (AUi) and the Twisted Pair cable. 

A network based on the 1 OBASE-T standard can use 
unshielded twisted pair cables, therefore providing an 
economical solution to networking by allowing the use of 
existing telephone wiring. The Am79C100 provides a 
minimal component count and cost effective solution to 
the design and implementation of 10BASE-T standard 
networks. 

Publication# 16511 Rev. A AmendmentJO 

Issue Date: Jal"llM.ry 1992 

~ 
Advanced 

Micro 
Devices 

• Transmit, Receive and Colllslon status 
Indications available on separate, dedicated 
pins. Outputs can directly drive LEDs with 
pulses stretched to ensure LED visibility. 

• Internal Twisted Pair transmitter digital pre­
distortion circuit to reduce medium Induced 
jitter 

• Pin-selectable SQE Test (Heartbeat) enable 

• AUi loop-back, Jabber Control, and SQE Test 
functions comply with the 1 OBASE· T Standard 

• User selectable loopback operations 

• Pin selectable Twisted Pair receive threshold 
programming for extended distance 1rne 
lengths 

TPEX Plus provides twisted pair driver and receiver cir­
cuits, including on-board transmit digital predistortion, 
receiver squelch, and an AUi port with pin selectable 
SOE Test enable. The device provides a number of ad­
ditional features including Link Status indication with 
Automatic Twisted Pair Receive Polarity Detection/Cor­
rection and indication; pin selectable receive threshold 
programming for extended distance line lengths; and 
Receive Carrier Sense, Transmit Active and Collision 
Present indication. The device provides separate 
Twisted Pair Link Status, Polarity Status, Receive, 
Transmit and Collision outputs to drive LEDs directly. 
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BLOCK DIAGRAM 
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REXT-t---------11~ 

Voltage 
Controlled 
Oscillator 

Attachment 
Unit Interface 

(AUi) 

RELATED AMD PRODUCTS 

Part No. Description 

Am79C900 Integrated Local Area Communications Controller (ILACC) 

Am7990 Local Area Network Controller for Ethernet (LANCE) 

Am7992B Serial Interface Adapter (SIA) 

Am79C980 Integrated Multiport Repeater for 1 OBASE-T (IMR) 

Am7996 IEEE-802.3/Ethernet/Cheapernet Transceiver 

Am79C940 Media Access Controller for Ethernet (MACE) 
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CONNECTION DIAGRAM 

LOGIC SYMBOL 

Attachment 
Unit Interface 

(AUi) 
.. 

DVss 

DVss 
XMT 

LNKST 
COL 

AVss 
DO+ 

~ 

PRELIMINARY 

PLCC 

+ 6 rt 
..L .± 

Cl + J. ~ ~ ~ Cl 0 () () 

25 

24 
23 
22 
21 
20 

c ~ f- I> ....J 6 + 
x () 0 Cl 

Cl UJ a: a.. x x 
z a: x a: a: 
Cl a: 
a: 
a.. 

l l 
DVoo AVoo 

DO+ TXD+ 
DO- TXP+ 

DI+ TXD-
DI- TXP-

Cl+ RXD+ 
Cl- Am79C100 RXD-

LRT 
SOE TEST 
TEST1 RXPOL 
TEST2 LNKST 

REXT XMT 

PRON/AST RCV 

COL 
DVss AVss 

l 1 

Am79C100 

..... 

..... 

AMO~ 

TXP-

DVDD 

TEST2 
TEST1 

SOE TEST 
LRT 
AVoo 

16511 A-002A 

..... 

.... 

~ 

..... 

165118-003 B 

Twisted Pair 
Interface 

1-209 



~AMO PRELIMINARY 

ORDERING INFORMATION 
Standard Products 

AMO standard products are available in several packages and operating ranges. The ordering number (Valid 
Combination) is formed by a combination of: 

1-210 

J c 
T OPTIONAL PROCESSING 

Blank = Standard Processing 

TEMPERATURE RANGE 
C • Commercial (0 to+ 70°C) 

PACKAGE TYPE 
J = 28-Pin Plastic Leaded Chip 

Carrier (PL 028) 

...._~~~~~~~~~~~~-SPEED OPTION 
Not Applicable 

DEVICE NUMBER/DESCRIPTION 
Am79C100 
Twisted Pair Ethernet Transceiver Plus (TPEX Plus) 

Valid Combinations 

AM79C100 JC 

Am79C100 

Valid Combinations 

The Valid Combinations table lists configura­
tions planned to be supported in volume for 
this device. Consult the local AMO sales of­
fice to confirm availability of specttic valid 
combinations, to check on newly released 
combinations, and to obtain add~ional data 
on AMO's standard mil~ary grade products. 
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PIN DESCRIPTION 
AVDD \/ 
Analog Power 

This pin supplies the +5 V to analog portions of TPEX 
Plus circuitry. 

AVss ,; 
Analog Ground 

This pin is the ground reference for analog portions of 
TPEX Plus circuitry. 

Cl+, Cl-
Control In 
Output 

AUi port differential driver. 

COL 
Colllslon 
Output,Open Drain 

This pin is driven LOW while the TPEX Plus is simulta­
neously receiving data on the AUi DO pins and the 
twisted pair RXD pins, indicating a collision condition ex­
ists. It is also driven if TPEX Plus enters the jabber con­
dition due to excessive length of activity on the DO pair. 
In this case TPEX Plus will wait for a period of inactivity 
on DO for the "unjab" time of 250 to 750 ms, before the 
10 MHz pattern on the Cl pair is removed and COL re­
turns inactive. COL will not be driven during SOE Test 
activity on the AUi Cl pair. In the LOW output state, the 
pin is capable of sinking a maximum of 12 mA and can 
be used to drive an LED. The COL output is pulse 
stretched for 20 to 62 ms after the end of collision, to 
ensure LED visibility. 

DI+, DI--
Data In 
Output 

AUi port differential driver. 

DO+, DO-
Data Out 
Input 

AUi port differential receiver. 

DVoo / 
Dlgltal Power 

This pin supplies the +5 V to digital portions of TPEX 
Plus circuitry, including all transmit drivers. 

DVss I 

Dlgltal Ground 

Two pins provide the ground reference for digital por­
tions of TPEX Plus circuitry, including all transmit driv­
ers and the status indication LED drivers. 

LNKST 
Link Status 
Input/Output, Open Drain 

When this pin is tied LOW, the internal Link Test 
Receive function is disabled, and the Transmit and 

Receive functions will remain active regardless of 
arriving idle link pulses and data. TPEX Plus continues 
to generate idle link pulses irrespective of the status of 
this pin. 

As an output, this pin is driven LOW if the link is 
identified as functional. However, if the link is deter­
mined to be nonfunctional, due to missing idle link 
pulses or data packets, then this pin is not driven 
(internally pulled HIGH). In the LOW output state, the 
pin is capable of sinking a maximum of 12 mA and can 
be used to drive an LED. 

In the absence of external drive, the pin is internally 
pulled HIGH when inactive. 

LRT 
Low Receive Threshold 
Input, Active LOW 

When this pin is tied LOW, the internal twisted pair re­
ceive thresholds are reduced by 4.5 dB from their origi­
nal values (apE.Q_ximately 3/5 of the normal 10BASE-T 
value). With LAT in the HIGH state, the unsquelch 
threshold for the RXD± circuit will be 300 to 520 mV 
peak. With LAT in the LOW state, the unsquelch thresh­
old for the RXD± circuit will be 180 to 312 mv peak. In 
either case, the AXD± circuit post unsquelch threshold 
will be approximately one haH of the initial unsquelch 
threshold. 

PRDN/RST 
Power Down/Reset 
Input, Active LOW 

Driving this input LOW resets the internal logic of TPEX 
Plus and places the device in a spe~ial Power Down 
mode. In the Power Down/Reset mode, all output driv­
ers are placed in their inactive state. 

I 

REXT J 
External Resistor 
Input 
An external precision resistor is connected between this 
pin and AVoo, in order to provide a current reference for 
the internal Voltage Controlled Oscillator (VCO). 

RCV 
Receive 
Output,Open Drain 

This pin is driven LOW while TPEX Plus is receiving 
data on the twisted pair AXD pins and is transferring the 
received signal onto the AUi DI pair. The output is LOW 
during Collision simultaneously with the COL pin. In the 
LOW output state, the pin is capable of sinking a maxi­
mum of 12 mA and can be used to drive an LED. The 
RCV output is pulse stretched for 20 to 62 ms after the 
end of reception, to ensure LED visibility. 

J RXD+, RXD-
Recelve Data 
Input 
1 OBASE-T port differential receiver. 
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RX POL 
Receive Polarlty 
Input/Output, Open Drain 

The twisted pair receiver is capable of detecting a re­
ceive signal with reversed polarity (wiring error). The 
RXPOL pin is normally in the LOW state, indicating cor­
rect polarity of the received signal. If the receiver detects 
a received packet with reversed polarity, then this pin is 
not driven (goes HIGH) and the polarity of subsequent 
packets is inverted. In the LOW output state, this pin can 
sink up to a maximum of 12 mA and is therefore capable 
of driving an LED. 

This feature can be disabled by strapping this pin LOW. 
In this case the Receive Polarity correction circuit is dis­
abled and the internal receive signal remains non­
inverted, irrespective of the received signal. 

In the absence of external drive, the pin is internally 
pulled HIGH when inactive. 

SQETEST 
Signal Quallty Test (Heanbeat) Enable 
Input, Active LOW 

The SQE Test function is enabled by tying this input 
LOW. When enabled, TPEX Plus will send a 10 MHz 
burst (heartbeat) on the Cl± lines after DO± has become 
inactive, indicating integrity of the collision detection and 
AUi.circuitry. SOE TEST should be disabled for repeater 
applications. 

In the absence of external drive, the pin is internally 
pulled HIGH when inactive. 

TEST1 
Test 
Input, Active HIGH 

This pin should be tied LOW for normal operation. 
TEST1 permits system level diagnostics to be per­
formed. If TEST1 is driven HIGH (while TEST2 is main­
tained HIGH), TPEX Plus will enter the Loopback Test 
mode. The type of loopback is determined by the state of 
the SQETEST pin. If SQE TEST is in the LOW state (Sta­
tion MAU), TPEX Plus transfers data independently 
from DO to the TXD/TXP circuits and from RXD to the DI 
circuit. If the SOE TEST is in the HIGH state (Repeater 
MAU), then data on the RXD circuit is transmitted back 

onto the TXD/TXP circuit and data on the DO circuit is 
transmitted onto the DI pair. 

During either test mode, the collision detection and SQE 
Test functions are disabled, and Cl± will remain idle. 
Link beat pulses will continue to be generated normally 
in the absence of TXD/TXP output activity, and the Link 
Test Receive State Machine will be forced into the Link 
Pass state. The COL pin will be driven LOW whenever a 
Link Beat pulse or transmit data activity commences, 
and remain low during the output activity. The receive 
squelch will continue to operate on both the RXD± and 
DO± input circuits. 

In the absence of external drive, the pin is internally 
pulled LOW. 

TEST2 
Test 
Input, Active LOW 

Th~ pin should be tied HIGH for normal operation. 
TE T2 is reserved for factory testing, and should be 
permanently tied HIGH. 

In the absence of external drive, the pin is internally 
pulled HIGH. 

/ TXD+, TXD­
Transmlt Data 
Output 

1 OBASE-T port differential drivers. 

/TXP+, TXP-
Transmlt Pre-Dlstonlon 
Output 

Transmit wave form differential driver for pre-distortion. 

XMT 
Transmit 
Output, Open Drain 

This pin is driven LOW while TPEX Plus is receiving 
data on the AUi DO pair and is transmitting data on the 
TXD/TXP pins. The ogtput is LOW during collision si­
multaneouslywiththe OLpin. lntheLOWoutputstate, 
the pin is capable of sinking a maximum of 12 mA and 
can be used to drive an LED. The XMT output is pulse 
stretched for 20 to 62 ms after the end of transmission, 
to ensure LED visibility. 
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FUNCTIONAL DESCRIPTION 
The Twisted Pair Ethernet Transceiver Plus (TPEX 
Plus) complies with the requirements specified by the 
IEEE 802.3 standard for the Attachment Unit Interface 
(AUi) and the 1 OBASE-T Standard for a twisted pair Me­
dium Attachment Unit (MAU). TPEX Plus also imple­
ments a number of features in addition to the IEEE 802.3 
standard. An outline of functions implemented by the 
Am79C100 are given below. 

Attachment Unit Interface (DO±, DI±, Cl±) 
The AUi electrical and functional characteristics comply 
with those specified within the IEEE 802.3 documents, 
sections 7 and 14. The AUi pins can be wired to an isola­
tion transformer, for a remote MAU application, or di­
rectly to another device (e.g. Am7992B Serial Interface 
Adapter), in the case of a local DTE application. The 
end-of-packet SOE Test function (Heartbeat) can be 
disabled to allow the device to be employed in a Re­
peater application. 

Twisted Pair Transmit Function 
Data transmission to the 10BASE-T medium occurs 
when valid AUi signals appear on the DO± differential 
pair. This data stream is routed to the differential driver 
circuitry in the TXD± and TXP± pins. The driver circuitry 
provides the necessary electrical driving capability and 
the pre-distortion control for transmitting signals over 
maximum length Twisted Pair cable, as specified by the 
IEEE 802.3 1 OBASE-T Standard. During transmission, 
data is looped back to the DI± differential circuit, 
indicating normal operation. The transmit function for 
data output and loopback operations meets the propa­
gation delays and jitter specified by the standard. During 
normal transmission, and providing that TPEX Plus is 
not in a Link Fail or jabber state, the XMT pin will be 
driven LOW, and can be used to drive a status LED 
directly. 

Twisted Pair Receive Function 
The receiver complies with the receiver specifications of 
the IEEE 802.3 1 OBASE-T standard, including noise im­
munity and received signal rejection criteria ("Smart 
Squelch'). Signals meeting this criteria appearing at the 
RXD± differential input pair are routed to the DI± out­
puts. The receiver function meets the propagation de­
lays and jilter requirements specified by the Standard. 
The receiver squelch level drops to approximately half 
its threshold value after unsquelch to allow reception of 
minimum amplitude signals and to mitigate carrier fade 
in the event of worst case signal attenuation and 
crosstalk noise conditions. During receive, the RCV pin 
is driven LOW and can be used to drive a status LED 
directly. 

Note that the 1 OBASE-T standard defines the receive in­
put amplitude at the external Media Dependent Inter­
face (MDI). Filter and transformer loss are not specified. 
The TPEX Plus receiver squelch levels are defined to 
account for a 1 dB insertion loss at 10 MHz, which is typi-

cal for the type of receive filters/transformers recom­
mended (see also Table 1). 

Normal 1 OBASE-T C;Q!!!patible receive thresholds are 
em~d when the LAT pin is inactive (HIGH). When 
the LAT pin is externally pulled LOW, the Low Receive 
Threshold option is invoked, and the sensitivity of the 
TPEX Plus receiver is increased. This allows longer line 
lengths to be employed, exceeding the 100 m target dis­
tance of normal 10BASE-T (assuming typical 24 AWG 
cable). The additional cable distance attributes directly 
to increased signal attenuation and reduced signal am­
plitude at the TPEX Plus receiver. However, from a sys­
tem perspective, making the receiver more sensitive 
means that ii is also more susceptible to extraneous 
noise, primarily caused by coupling from co-resident 
services (crosstalk). For this reason, ii is recommended 
that when using the Low Receive Threshold option that 
the service should be installed on 4-pair cable only. 
Multi-pair cables within the same outer sheath have 
lower crosstalk attenuation, and may allow noise emit­
ted from adjacent pairs to couple into the receive pair, 
and be of sufficient amplitude to falsely unsquelch the 
TPEX Plus. 

Link Test Function 
The link test function is implemented as specified by 
1 OBASE-T standard. During periods of transmit pair in­
activity, "Link Beat" pulses will be periodically sent over 
the twisted pair medium to allow constant monitoring of 
medium integrity. 

When the link test function is enabled, the absence of 
Link Beat pulses and receive data on the RXD± pair will 
cause the TPEX Plus to go into a Link Fail state. In the 
Link Fail state, data transmission, data reception, data 
loopback and the collision detection functions are dis­
abled, and remain disabled until valid data or >5 con­
secutive link pulses appear on the RXD± pair. During 
Link Fail, the LNKST pin is internally pulled HIGH. When 
the link is identified as functional, the LNKST pin is 
driven LOW, and is capable of directly driving a "Link 
OK" LED. In order to inter-operate with systems which 
do not implement link test, this function can be disabled 
by grounding the LNKST pin. With link test disabled, the 
data driver, receiver and loopback functions as well as 
collision detection remain enabled irrespective of the 
presence or absence of data or link pulses on the RXD± 
pair. 

Polarity Detection and Reversal 
The TPEX Plus receive function includes the ability to in­
vert the polarity of the signals appearing at the RXD± 
pair if the polarity of the received signal is reversed 
(such as in the case of a wiring error). This feature al­
lows data packets received from a reverse wired RXD± 
input pair to be corrected in the TPEX Plus prior to trans­
fer to the DTE via the AUi interface (DI±). The polarity 
detection function is activated following reset or Link 
Fail, and will reverse the receive polarity based on both 
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the polarity of any previous Link Beat pulses and the po­
larity of subsequent packets with a valid Encl Transmit 
Delimiter (ETD). 

When in the Link Fail state, TPEX Plus will recognize 
Link Beat pulses of either positive or negative polarity. 
Exit from the Link Fail state is caused by the reception of 
5 to 6 consecutive Link Beat pulses of identical polarity. 
On entry to the Link Pass state, the polarity of the last 5 
Link Beat pulses is used to determine the initial receive 
polarity configuration and the receiver is reconfigured to 
subsequently recognize only Link Beat pulses of the 
previously recognized polarity. This link pulse algorithm 
is employed only until SFD polarity determination is 
made as described later in this section. 

Positive Link Beat pulses are defined as received .§.!9!:1al 
with a positive amplitude greater than 520 mV {LRT = 
HIGH) with a pulse width of 60 to 200 ns. This positive 
excursion may be followed by a negative excursion. 
This definition is consistent with the expected received 
signal at a correctly wired receiver, when a Link Beat 
pulse which fits the template of Figure 14-12 in the 
10BASE-T Standard is generated at a transmitter and 
passed through 100 m of twisted pair cable. 

Negative Link Beat pulses are defined as received sig­
nals with a negative amplitude greater than 520 mV 
(LRT = HIGH) with a pulse width of 60 to 200 ns. This 
negative excursion may be followed by a positive excur­
sion. This definition is consistent with the expected re­
ceived signal at a reverse wired receiver, when a Link 
Beat pulse which fits the template of Figure 14-12 in the 
10BASE-T Standard is generated at a transmitter and 
passed through 100 m of twisted pair cable. 

The polarity detection/correction algorithm will remain 
"armed" until two consecutive packets with valid ETD of 
identical polarity are detected. When "armed'', the 
receiver is capable of changing the initial or previous 
polarity configuration based on the most recent ETD 
polarity. 

On receipt of the first packet with valid ETD following re­
set or Link Fail, TPEX Plus will utilize the inferred polar­
ity information to configure its RXD± input, regardless of 
its previous state. On receipt of a second packet with a 
valid ETD with correct polarity, the detection/correction 
algorithm will "lock-in" the received polarity. If the sec­
ond {or subsequent) packet is not detected as confirm­
ing the previous polarity decision, the most recently de­
tected ETD polarity will be used as the default. Note that 
packets with invalid ETD have no effect on updating the 
previous polarity decision. Once two consecutive pack­
ets with valid ETD have been received, TPEX Plus will 
disable the detection/correction algorithm until either a 
Link Fail condition occurs or PRDN/RST is asserted. 

During polarity reversal, the RXPOL pin is internally 
pulled HIGH. During normal polarity conditions, the 
RXPOL pin is driven LOW, and is capable of directly 
driving a "Polarity OK" LED using an integrated 12 mA 
driver. If desired, the Polarity Reversal function can be 
disabled by grounding the RXPOL pin. 

Twisted Pair Interface Status 
Three outputs {XMT, RCV and COL) indicate whether 
the TPEX Plus is transmitting (AUi to Twisted Pair), re­
ceiving {Twisted Pair to AUi), or in a collision state with 
both functions active simultaneously. 

The TPEX Plus will power up in the Link Fail state. The 
normal algorithm will apply to allow it to enter the Link 
Pass state. On power up, the XMT, RCV, and COL LED 
drivers activate for 20 to 62 ms as a lamp test feature, 
and will then go to their inactive state until TPEX Plus 
enters the Link Pass state. 

In the Link Pass state, transmit or receive activity which 
passes the pulse width/amplitude requirements of the 
DO± or RXD± inputs will be indicated by the XMTor RCV 
pin respectively going active. XMT, RCV, and COL are 
all asserted during a collision. 

In the Link Fail state, XMT, RCV, and COL are disabled. 

In jabber detect mode, TPEX Plus will activate the COL 
driver, disable the XMT driver (regardless of DO± activ­
ity), and allow the RCV driver to indicate the current 
state of the RXD± pair. If there is no receive activity on 
RXD±, only COL will be active durinilbber detect. If 
there is RXD± activity, both COL and RCVwill be active. 

All three outputs are active LOW and incorporate 12 mA 
drive capability with 20 to 62 ms pulse stretch circuitry, 
to extend the event to ensure LED visibility. 

Collision Detect Function 
Simultaneous Carrier Sense (presence of valid data sig­
nals) by both the AUi DO± pins and the twisted pair 
RXD± pins constitutes a collision, thereby causing a 
1 O MHz signal to be asserted on the Cl± output pair, and 
the C.OL output to be activated. The Cl± output meets 
the drive requirements for the AUi interface. This 
1 O MHz signal will remain on the Cl± pair until one of the 
two colliding states changes from active to idle. During 
the collision condition, data presented on the DI± pair 
will be sourced from the RXD± input. At the end of colli­
sion, the data presented on the DI± pair will be sourced 
from the_ last remaining active input, either RXD± or 
DO±. The Cl± output pair stays HIGH for 2 bit times at 
the end of a collision, decreasing to the idle level within 
80 bit times after the last transition. The XMT, RCV, and 
COL pins are driven LOW during collision. 

Signal Quality Error (SQE) Test 
(Heartbeat) Function 
When the SOE TEST pin is driven LOW, TPEX Plus will 
routinely exercise the collision detection circuitry by 
generating an SOE Test message at the end of every 
transmission. This signal is a self-test indication to the 
DTE that the MAU collision circuitry is functional and the 
AUi cable/connection is intact. An SOE Test message 
consists of a 10 MHz signal on the Cl± pair with a dura­
tion of 5to 15 bit times (500 to 1500 ns). When enabled, 
a SOE Test will occur at the end of every transmission, 
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starting 6 to 16 bit times (600 to 1600 ns) after the last 
transition of the transmitted signal. For repeater applica­
tions, tlie SOE Test function can be disabled by tying the 
SOE TEST pin HIGH or by leaving it disconnected. The 
COL output will remain inactive during the SOE Test 
message on Cl±. 

Jabber Function 
The Jabber function inhibits the twisted pair transmit 
function of TPEX Plus if the DO± circuit is active for an 
excessive period (20 to 150 ms). This prevents any one 
node from disrupting the network due to a "stuck-on" or 
faulty transmitter. If this maximum transmit time is ex­
ceeded, the TPEX Plus transmitter circuitry is disabled 
and a 10 MHz signal is driven onto the Cl± pair. Once the 
transmit data stream is removed from the DO± input 
pair, an "unjab" time of 250 to 750ms will elapse before 
the TPEX Plus removes the 1 OMHz signal from the Cl± 
pair and re-enables the transmit circuitry 

When jabber is detected, TPEX Plus will activate the 
COL driver, disable the XMT driver (regardless of DO± 
activity), and allow the RCV driver to indicate the current 
state of the RXD± pair. If there is no receive activity on 
RXD±, only COL will be active durin.a.@_bber detect. If 
there is RXD± activity, both COL and RCVwill be active. 

Power Down 
In addition to on board power-on-reset circuitry, the 
PRON/AST pin is used as the master reset for TPEX 
Plus. PRDN/RST must be driven LOW for a minimum of 
2 µs for reset to occur. The PRON/AST pin can also be 
used to put the TPEX Plus into an inactive or "sleep" 
state, causing the device to consume less power. This 
feature is useful in battery powered or low duty cycle 
systems. Driving PRDN/RST LOW resets the internal 
logic of TPEX Plus, and places the device into idle 
mode. In this mode, the Twisted Pair driver pins 
(TXD±,TXP±) are driven LOW, the AUi pins (Cl±, DI±) 
are pulled to AVoo, the LNKST and RXPOL pins are in 
the inactive state, and the XMT, RCV, and COL pins are 
in the high impedance state. TPEX Plus will remain in 
idle mode as long as PRDN/RST is asserted. 

Following the rising edge of the signal on PRDN/RST, 
TPEX Plus will remain in the reset state for up to 10 µs. 
Immediately after the reset condition is removed, TPEX 
Plus will drive the XMT, RCV and COL outputs low for 20 
to 62 ms as a lamp test feature, and will be forced into 
the Link Fail state. TPEX Plus will move to the Link Pass 
state only after 5 to 6 Link Beat pulses and/or a single 
received message is detected on the RXD± pair. 

Test Modes 
TPEX Plus implements two types of loopback test 
modes suitable for Station (DTE) or Repeater applica-

tions. The Test Mode is entered by driving the TEST1 
pin HIGH. The TEST2 pin is intended for factory test only 
and should be tied HIGH for Test Mode or normal opera­
tion. The two available Test Modes are: 

1. Station (DTE): SOE TEST pin LOW. Data received 
on the DO± Input pair is transmitted onto the TXD± 
and TXP± output pairs, and data received on the 
RXD± input pair is transmitted onto the DI± output 
pair. 

2. Repeater: SOE TEST pin HIGH. Data received on 
the DO± input pair is looped back onto the DI± output 
pair, and data received on the RXD± pair is looped 
back and re-transmitted on the twisted pair drivers 
(TXD± and TXP± pairs). 

In both modes TPEX Plus will be forced into the Link 
Pass state, and will not enter the Link Fail state 
regardless of RXD± inactivity. The following functions 
are disabled: jabber circuit, collision detection, and 
collision oscillator. The functions which remain enabled 
are: the DO± and RXD± squelch circuits, XMT and RCV 
outputs, Link Beat pulse generation and polarity detec­
tion/correction. In addition, in both modes, the COL pin 
(not used to indicate collision during Test Modes) will go 
active for the duration of any transmit activity on the 
TXD+-1TXP± pairs, providing a leading high-to-low edge 
indicating the start of packet transmission or Link Beat 
pulse generation. 

Upon exiting either of the Test Modes, the Link Test 
State Machine will be forced into the Link Fail state. 

RXPOL may be pulled LOW and receive polarity correc­
tion will be disabled. 

TPEX Plus External Components 
Figure 1 shows a typical twisted pair port external com­
ponents schematic. The resistors used should have a 
±1 % tolerance to ensure interoperability with 1 OBASE-T 
compliant networks. The filters and pulse transformers 
are necessary devices that have a major influence on 
the performance and compliance of a TPEX Plus based 
MAU. Specifically, the transmitted waveforms are heav­
ily influenced by filter characteristics and the twisted pair 
receivers employ several criteria to continuously moni­
tor the incoming signal's amplitude and timing charac­
teristics to determine when and if to assert the internal 
carrier sense. For these reasons, it is crucial thatthe val­
ues and tolerances of the external components be as 
specified. Several manufacturers produce a module 
that combines the functions of the transmit and receive 
filters and the pulse transformers into one package. 
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Station/DTE Repeater 
Loopback Loopback 
Test Mode Test Mode 

Note 1 Note 1 

DO± XMi COL ReV TXD±/TXP± DO± XMi 00[ ReV 

DI± RXD± DI± 

TEST1 ml2 SOE 1EST 
Cl± 

TEST1 'i'EST2 SOE TEST 

HIGH HIGH LOW HIGH HIGH HIGH 

Note: 

1. During Loopback, the COL pin does not indicate collision, but instead provides indication of 
TXD±ITXP± activity. For details, refer to the section titled ''Test Modes." 

Figure 3. Am79C100 TPEX Plus Loopback Operation 
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Table 1. TPEX Plus Compatlble Media Interface Modules 

Manufacturer Part# Package Description 

Bel Fuse A556-2006-DE 16-pin 0.3" OIL Transmit and receive filters and transformers 

Bel Fuse 0556-2006-00 14-pin SIP Transmit and receive filters and transformers 

Bel Fuse 0556-2006-01 14-pin SIP Transmit and receive filters, transformers and 
common mode chokes 

Valor Electronics PT3677 16-pin 0.3" OIL Transmit and receive filters and transformers 

Valor Electronics PT3983 8-pin 0.3" OIL Transmit and receive common mode chokes 

Valor Electronics FL1012 16-pin 0.3" OIL Transmit and receive filters and transformers, 
transmit common mode choke 

Nano pulse NP6612 16-pin 0.3" OIL Transmit and receive filters, transformers and 
common mode chokes 

Nano pulse NP6581 8-pin 0.3" OIL Transmit and receive common mode chokes 

Nano pulse NP6696 24-pin 0.6" OIL Transmit and receive filters, transformers and 
common mode chokes 

TDK TLA470 14-pin SIP Transmit and receive filters and transformers 

TDK HIM3000 24-pin 0.6" OIL Transmit and receive filters, transformers and 
common mode chokes 

Pulse Engineering PE65421 16-pin 0.3" OIL Transmit and receive filters and transformers 

Pulse Engineering SUPRA 1.1 16-pin 0.5" OIL Transmit and receive filters and transformers, 
transmit common mode choke 

Bel Fuse 0556-6392-00 16-pin 0.5" OIL Transmit and receive filters, transformers, and 
common mode chokes 

Table 2. Am79C100 TPEX Plus Compatible AUi TranSformers 

Manufacturer Part# Package Description "' 

Bel Fuse A553-0506-AB 16-pin 0.3" OIL 50µH 

Valor Electronics LT6031 16-pin 0.3" OIL 50µH 

TDK TLA 100-3E 16-pin 0.3" OIL 100µH 

Pulse .Engineering PE64106 16-pin 0.3" OIL 50µH 
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ABSOLUTE MAXIMUM RATINGS 
Storage Temperature: 

Ambient Temperature Under Bias: 

Supply Voltage to AVss or DVss 
(AVoo, DVoo): 

-65 to + 150°C 

o to +70°C 

-0.3to +6 V 

OPERATING RANGES 
Commercial (C) Devices 

Temperature (TA): 
Supply Voltages (AVoo, DVoo): 
All inputs within the range: 

AVss-0.5 V $ V1N $ AVoo + 0.5 V, or 
DVss-0.5 V$ V1N $ DVoo+0.5 V 

AMO~ 

o to +70°C 
+5 V±5% 

Stresses above those listed under Absolute Maximum Rat­
ings may cause permanent device failure. Functionality at or 
above these limits is not implied. Exposure to absolute maxi­
mum ratings for extended periods may affect device reliability. 

Operating ranges define those limits between which the func­
tionality of the device is guaranteed. 

DC CHARACTERISTICS over COMMERCIAL operating range unless otherwise specified 
Parameter 

Symbol Parameter Description Test Conditions Min. Max. Unit 

Digital Input Voltage 

V1L Input LOW Voltage 0.8 v 
V1H Input HIGH Voltage 2.0 v 

Digital OUtput Voltage 

VOL Output LOW Voltage 
(XMT, RCV, COL, LNKST 

IOL = 12 mA (Open Drain) 0.4 v 

and RXPOIJ. 

Digital Input Leakage Current 

llLL Input Leakage Current DVss < V1N < DVoo 10 µA 
(PRDN/RST) 

hLD Input Leakage Current DVss < V1N < DVoo 500 µA 
(LNKST/RXPOL, 
output inactive) 

Digital Output Leakage Current 

loLD Output Leakcge Current DVss < V1N < DVoo 10 µA 
(XMT, RCV, OL) 

AUi 

hAXD l11QUt Current at DO+, DO- AVss <Vin< AVoo -500 500 ~ 
VAICM DO± Open Circuit Input hN = 0 V AVoo-3.0 AVoo-1.0 v 

Common Mode Voltage (Bias) 

VAIDV Differential Mode Input AVDD= +5 V -2.5 +2.5 v 
Voltage Range (DO±) 

VAso DO± Squelch Threshold -160 -275 mV 

VATH DO± Switching Threshold (Note 1) -35 +35 mv 

VAOD Differential Output Voltage RL=780 620 1100 mV 
l(Dl+)-(Dl-)1 OR l(Cl+)-(Cl-)1 

VAODI DI±& Cl± RL = 78 0 -25 +25 mv 
Differential Output (Note 1) 
Voltage Imbalance 

VAooOFF DI±& Cl± RL=780 -40 +40 mV 
Differential Idle Output Voltage 

IAooOFF DI±& Cl± RL=780 -1 1 mA 
Differential Idle Output Current (Note 1) 

VAOCM DI± & Cl± Common RL=780 2.5 AVoo v 
Mode Output Voltage 
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DC CHARACTERISTICS (Continued) 
Parameter 
Symbol Parameter Description Test Conditions Min. Max. Unit 

Twisted Pair Interface 

hRXD Input Current at RXD± AVss< V1N < AVoo -500 500 uA 

RRXD RXD± Differential Input (Note 1) 10 KO 
Resistance 

VTIVB RXD+, RXD- Open Circuit hN = 0 mA Avoo-3.0 Avoo-1.5 v 
Input Voltage (Bias) 

VTIDV Differential Mode Input AVoo= +5 V -3.1 3.1 v 
Voltage Range (RXD±) 

VTSO+ RXD Positive Sinusoid 300 520 mv 
Squelch Threshold (Peak) 5 MHz~f ~ 10 MHz 

VTSO- RXD Negative Sinusoid -520 -300 mV 
Squelch Threshold (Peak) 5MHz~f~ 10MHz 

VTHS+ RXD Post-Squelch Positive Sinusoid 150 293 mv 
Threshold (Peak) 5 MHz~f~ 10 MHz 

VTHS- RXD Post-Squelch Negative Sinusoid -293 -150 mV 
Threshold (Peak) 5 MHz~f~ 10 MHz 

VLTSO+ RXD Positive LAT= LOW 180 312 mv 
Squelch Threshold (Peak) 

VLTSO- RXD Negative LAT= LOW -312 -180 mV 
Squelch Threshold (Peak) 

VLTHS+ RXD Post-Squelch Positive LAT= LOW 90 175 mv 
Threshold (Peak) 

VLTHS- RXD Post-Squelch Negative LAT= LOW -175 -90 mv 
Threshold _lPeak) 

VRXDTH RXD Switching Threshold (Note 1) -60 60 mv 

VTXH TXD± and TXP± DVss = 0 V DVoo-0.6 DVoo v 
Output HIGH Voltage (Note 2) 

VTXL TXD± and TXP± DVss = +5 V DVss DVss+ 0.6 v 
Output LOW Voltage (Note 2) 

VTX1 TXD± and TXP± Differential -40 40 mv 
Output Voltage Imbalance 

VTXOFF TXD± and TXP± DVoo= +5 V -40 40 mv 
Idle Output Voltage 

RTx TXD± and TXP± Differential (Note 1) 40 Q 
Driver Output Impedance 

hREXT Input Current at REXT Pin REXT = 24.3 kQ ±1 % 120 µA 
AVoo= +5 V 

Power Supply Current 

loo Power Supply Current PRON/AST= HIGH 40 mA 
(Idle) DVoo= AVoo= +5 V 

Power Supply Current PRDN/RST = LOW 95 mA 
(Transmitting-No TP load) 

Power Supply Current PRON/AST= HIGH 150 mA 
(Transmitting-with TP load) DVoo= AVoo= +5 V 

IDDPRDN Power Supply Current PRON/AST= LOW 4 mA 
in Power Down Mode 

Notes: 
1. Parameter not tested. 
2. Uses switching test load. 
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SWITCHING CHARACTERISTICS over COMMERCIAL operating ranges 

Parameter 
Symbol Parameter Description Test Conditions Min. Max. Unit 

Transmit Timing 

tPWODO DO Pulse Width AccepU Voo > IV Asa max.I 15 35 ns 
Reject Threshold (Note 3) 

tPWKDO DO Pulse Width Maintain/ Voo > IV Asa max.I 105 200 ns 
Turn-Off Threshold (Note 4) 

tr ON Transmit Start Up Delay 300 ns 

trso Transmit Static Propagation 120 ns 
Delay (DO± to TXD±) 

ITT TD Transmit End Transmit Delimiter 250 450 ns 

ITR Transmitter Rise Time 10 ns 
(10%to90%) 

tTF Transmitter Fall Time 10 ns 
(90%to 10%) 

trM Transmitter Rise and Fall 4 ns 
Time Mismatch 

trHo DO ito TXD+ i Steady State trso-1.0 trso + 1.0 ns 
and TXD- J, Delay (Note 1) 

ITLD DO J.. to TXD+ J.. Steady State trso-1.0 trso + 1.0 ns 
and TXD- i Delay (Note 1) 

tTHDP DO i to TXP+ J.. Steady State trso + 40 trso + 60 ns 
and TXP- i Delay (Note 1) 

ITLDP DO J, to TXP+ i Steady State trso + 40 trso + 60 ns 
and TXP- J, Delay (Note 1) 

tXMTON XMT Asserted Delay 100 ns 

tXMTOFF XMT De-asserted Delay 20 62 ms 

tPERLP Idle Signal Period 8 24 ms 

tPWLP Link Beat Pulse Width (Note 1) 75 120 ns 

tPWPLP Predistortion Idle Link (Note 1) 40 60 ns 
Beat Width 

fJA Transmit Jabber 20 150 ms 
Activation Time 

llR Transmit Jabber 250 750 ms 
Reset Time 

lJREC Transmit Jabber (Note 1) 1.0 - µs 
Recovery Time (Minimum time 
gap between transmitted 
packets to prevent jabber 
activation) 

tDODION DO to DI Startup Delay 300 ns 

tooo1so DO to DI Static Propagation 100 ns 
Delay 

Am79C100 1-223 



~AMO PRELIMINARY 

SWITCHING CHARACTERISTICS (Continued) 

Parameter 
Symbol Parameter Description Test Conditions Min. Max. Unit 

Receive Timing 

tPWKRD RXD Pulse Width Maintain/ V1N >VTHs min. 136 200 ns 
Turn-Off Threshold (Note5) 

tRON Receiver Start Up Delay Tested with 5 MHz 200 400 ns 
(RXDto DI±) Sinusoid 

tRVB First Validly Timed Bit tRON+100 ns 
on DI± 

tRSD Receiver Static Propagation 70 ns 
Delay (RXD± to DI±) 

IRETD DI End of Transmission 200 ns 

IRHD RXD ± i to DI+ i 
and DI- .J, Delay 

(Note 1) IRSD- 2.5 tRSD + 2.5 ns 

IRLD RXD ± .J, to DI+ .J, 
and DI- i Delay 

(Note 1) IRSD-2.5 tRSD + 2.5 ns 

tRR DI+, DI-, Cl+, Cl- Rise Time 5 ns 
(10%to 90%) 

IRF DI+, DI-, Cl+, Cl- Fall Time 5 ns 
(10%to90%) 

IRM DI± anc:t Cl± Rise and Fall 2 ns 
Time Mismatch (IRA - IRF) 

IRCVON RCV Asserted Delay IRON-50 tRON + 100 ns 

IRCVOFF RCV De-asserted Delay 20 62 ms 

Colllslon Detection and SQE Test 

ICON Collision Turn-On 500 ns 
Del~Cl:lj_ 

tcOFF Collision Turn-Off 500 ns 
Del<!tlCI±) 

IPER Collision Period (Cl±) 87 117 ns 

tcPW Collision Output Pulse Width 40 60 ns 
lCl:lj_ 

tsarn SOE Test Delay Time 600 1600 ns 

ISOEL SOE Test Length 500 1500 ns 

!COLON COL Asserted Delay tcoN-50 ICON+ 100 ns 

ICOLOFF COL De-asserted Delay 20 62 ms 

Notes: 
1. Parameter not tested. 
2. Uses switching test load. 

3. DO pulses narrower than tPWooo (min) will be rejected; pulses wider than tPWODO (max) will turn internal DO carrier sense on. 

4. DO pulses narrower than tPWKDO (min) will maintain internal DO carrier sense on; pulses wider than tPWKDO (max) will turn 
internal DO carrier sense off. 

5. RXD pulses narrower than tPWKRD (min) will maintain internal RXD carrier sense on; pulses wider than tPWKRD (max) will turn 
internal RXD carrier sense off. 
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SWITCHING TEST CIRCUITS 

DVoo DVoo 

2940 7150 

TXD+ 
TXD-

>-------<---.. Test Point 
TXP+ 
TXP-

~-----_... ___ Test Point 

100 pF 

Includes test 
jig capacitance 

2940 

DVss 

DI+ 
DI­
C!+ 
Cl-

16511A-006A 

100 pF 

Includes test 
jig capacitance 

Twisted Pair TransmH Test Circuit 

AVoo 

AVss 

16511A-008A 

AUi TransmH Test Circuit 

Am79C100 

7150 

DVss 

16511A-007A 
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SWITCHING TEST WAVEFORMS 

DO± 

'+.SQ( min) 
VASQ(max) 

TXD+ 

TXP+ 

TXD-

TXP-

DI± 

TXD+ 

TXP+ 

TXD-

TXP-
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RXD± 

DI- _______ _, 

-----:._-.:v:,S 
Receive Timing 16511A-011A 

"rso+ 
__,.J __ +\ ---'-'--' --'-- VTHS+ 

RXO±~ I \ I \ l \ 
__ \+-~'~---\~---+'--\~~'------'\~-"'"-H_S-_V.TSQ-

CJ L:::t 0 L 

c-J n " ---1,---1\,..------.,f--+\-.....,ff---+-\ --- VLTSO+ 
--I'----+· -----,I-· --\--+----+-- \{_THS+ 

RXD± ---: I \ I \ I \ VLTHS-
__ \~-+-' ---+' _ __,f,__1\-+J----t'---- VLTSQ-LJ c=/U L 

16511A-012A 

Receive Thresholds 
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16511A-013A 

Colllslon Timing 

16511A-014A 

SQE Test Timing 
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Am79C980 
Integrated Multiport Repeater (IMR) 

DISTINCTIVE CHARACTERISTICS 

• CMOS device features high integration and 
low power with a single +5 V supply 

• Repeater functions conform to IEEE 802.3 
Repeater Unit specifications 

• Eight integral 10BASE-T transceivers utilize 
the required pre-distortion transmission 
technique 

• Attachment Unit Interface (AUi) port allows 
connectivity with 10BASE5 (Ethernet) and 
10BASE2 (Cheapernet) networks, as well as 
Fiber Optic Inter-repeater Link (FOIRL) 
segments 

• On board PLL, Manchester encoder/decoder, 
and FIFO 

• Expandable to increase number of repeater 
ports 

• All ports can be separately isolated 
(partitioned) in response to excessive 
collision conditions or fault conditions 

GENERAL DESCRIPTION 
The Integrated Multiport Repeater (IMR) is a VLSI cir­
cuit that provides a system level solution to designing a 
compliant 802.3 repeater incorporating 1 OBASE-T 
transceivers. The device integrates the Repeater func­
tions specified by section 9 of the IEEE 802.3 standard 
and Twisted Pair Transceiver functions conforming to 
the 1 OBASE-Tstandard. The Am79C980 provides eight 
integral Twisted Pair Medium Attachment Units (MAUs) 
and an Attachment Unit lntertace (AUi) port in an 84-pin 
Plastic Leaded Chip Carrier (PLCC). 

A network based on the 1 OBASE-T standard uses un­
shielded twisted pair cables, therefore providing an 
economical solution to networking by allowing the use of 
existing telephone wiring. 

Publication# 14396 Rev. C Amendment/O 

Issue Date: January 1992 

~ 
Advanced 

Micro 
Devices 

• Network management and optional features 
are accessible through a dedicated serial 
management port 

• Twiste~ Pair Link Test capability conforming 
to the 10BASE-T standard. The receive Link 
Test Function can be optionally disabled 
through the management port to facilitate 
interoperability with devices that do not 
implement the Link Test Function 

• Programmable option of Automatic Polarity 
Detection and Correction permits automatic 
recovery due to wiring errors 

• Full amplitude and timing regeneration for 
re-transmitted waveforms 

• Preamble loss effects eliminated by deep FIFO 

The total number of ports per repeater unit can be in­
creased by connecting multiple IMR devices through 
their expansion ports, hence minimizing the total cost 
per repeater port. Furthermore, a general purpose At­
tachment Unit lntertace (AUi) provides connection ca­
pability to 1 OBASE-5 (Ethernet) and 1 OBASE-2 
(Cheapernet) networks, as well as Fiber Optic Inter-re­
peater Link (FOIRL) segments. Network management 
and test functions are provided through TTL compatible 
110 pins. 

The device is fabricated in CMOS technology and re­
quires a single +5 V supply. 
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BLOCK DIAGRAM 
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RELATED AMO PRODUCTS 

Part No. Description 
Am79C900 32-Bit Integrated Local Area Communications Controller (ILACC) 

Am7990 Local Area Network Controller for Ethernet (LANCE) 

Am7992B Serial lntertace Adapter (SIA) 

Am79C98 Twisted Pair Ethernet Transceiver (TPEX) 

Am7996 IEEE 802.3/EtherneVCheapernet Transceiver 

Am7997 IEEE 802.3 Compliant Tap Transceiver 
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CONNECTION DIAGRAM 
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LOGIC SYMBOL 
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LOGIC DIAGRAM 
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ORDERING INFORMATION 

Standard Products 

AMO standard products are available in several packages and operating ranges. The order number (Valid Combination) is 
formed by a combination of: 

J c 

T 

DEVICE NUMBER/DESCRIPTION 
Am79C980 
Integrated Multiport Repeater (IMR) 

Valid Combinations 

AM79C980 JC 

Am79C980 

OPTIONAL PROCESSING 
Blank = Standard Processing 

TEMPERATURE RANGE 
C = Commercial (0 to +70°C) 

PACKAGE TYPE 
J = 84-Pin Plastic Leaded Chip Carrier (PL 084) 

SPEED OPTION 
Not Applicable 

Valid Combinations 
Valid Combinations list configurations planned to be 
supported in volume for this device. Consult the lo­
cal AMO sales office to confirm availability of specific 
valid combinations or to check on newly released 
combinations, and to obtain additional data on 
AM D's standard military grade products. 
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PIN DESCRIPTION 

ACK 
Acknowledge 

Input, Active LOW 

When this input is asserted, it signals to the requesting 
IMR that It may control the DAT andJAM pins. If the IMR 
is not requesting control of the DAT line (REQ pin 
HIGH), then the assertion of the ACK signal indicates 
the presence of valid collision status on the JAM or valid 
data on the DAT line. 

AVoo 

Analog Power 

Power Pin 

These pins supply the +5 V to the RXD+/- receivers, the 
DI+/- and Cl+/- receivers, the DO+/- drivers, the internal 
PLL, and the internal voltage reference of the IMR. 
These power pins should be decoupled with a 47 µF 
capacitor and kept separate from other power and 
ground planes. 

AVss 

Analog Ground 

Ground Pin 

These pins are the 0 V reference for AVoo. 

COL 
Expansion Collision 

Input, Active LOW 

When this input is asserted by an external arbiter, it 
signifies that more than one IM R is active and that each 
IMR should generate Collision Jam Sequence 
independently. 

Cl+, Cl-
Control In 

Input 

AUi port differential receiver. 

CRS 
Carrier Sense 

Output 

The states of the internal carrier sense signals for the 
AUi port and the eight twisted pair ports is serially output 
on this pin continuously. The output serial bit stream is 
synchronized to the X1 clock. 

DAT 
Data 

Input/Output 

When there is a single IMR active (in a multiple IMR de­
sign), the IMR with both REQ and ACK pins asserted 
drives the DAT line with NRZ data. The pin is an input 
when only the ACK signal is asserted, and is in a high 
impedance state if neither REQ or ACK is asserted. 

DI+, DI­
Data In 

Input 

AUi port differential receiver. 

DO+, DO-
Data Out 

Output 

AUi port differential driver. 

DVoo 

Digital Power 

Power Pin 

These pins supply the +5 V to the logic portions of the 
IMR and the TXP+/-, TXD+/-, and DO+/- line drivers. 

DVss 

Digital Ground 

Ground Pin 

These pins are the 0 V reference for DVoo. 

DVoo Pin# 

19 

28 

43,49 

59 

68 

JAM 
Jam 

Input/Output 

DVss Pin# Function 

16 TP ports 0 & 1 drivers 

31 TP ports 2 & 3 drivers 

35,37,46,51 Core logic and expan-
sion and control pins 

56 TP ports 4 & 5 drivers 

71 TP ports 6 & 7 drivers 

This pin is an output on the single active IMR (REQ and 
ACK both asserted). The active IMR drives the JAM pin 
HIGH to indicate that it is in a Collision state. The pin is 
an input when only the ACK signal is asserted, and is in 
a high impedance state if neither REQ or ACK is 
asserted. 

REQ 
Request 

Output, Active LOW 

This pin is driven LOW when the IMR is active. An active 
IMR is defined as an IMR which has one or more ports 
receiving or colliding or is in the state where it is still 
transmitting data from the internal FIFO. The assertion 
of this signal signifies that the IMR is requesting the use 
of the DAT and JAM lines for the transfer of repeated 
data or collision status to other IMRs. 
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RST 
Reset 

Input, Active LOW 

Driving this pin LOW resets the internal logic of the IMR. 
Reset should be synchronized to X1 clock if either ex­
pansion or port activity monitor is used. 

RXD+G-1, RXD-G-1 
Receive Data 

Input 

10BASE-T port differential receive inputs (8 ports). 

SCLK 
Serial Clock 

Input 

Serial data (input or output) is clocked (in or out) on the 
rising edge of the signal on this pin. 

SI 
Serial In 

Input 

Test/Management serial input port. Management com­
mands are clocked in on this pin synchronous to the 
SCLK input. 

so 
Serial Out 

Output 

Test/Management serial output port. Management 
results are clocked out on this pin synchronous to the 
SCLK input. 

STR 
Store 

Output 

This pin goes HIGH for two X1 clock cycle times afterthe 
nine carrier sense bits are output on the CRS pin. Note 

that the carrier sense signals arriving from each port are 
latched internally, so that an active transition is remem­
bered between samples. The accuracy of the carrier 
sense signals produced in this manner is 10 bit times 
(one microsecond). 

TEST 
Test Pin 

Input, Active HIGH 

This pin should be tied LOW for normal operation. If this 
pin is driven HIGH, then the IMR can be programmed for 
Loopback Test Mode. 

TXD+G-1, TXD-0-1 
Transmit Data 

Output 

10BASE-T port differential drivers (8 ports). 

TXP+o-1, TXP-G-1 
Transmit Pre-distort 

Output 

1 OBASE-T transmit waveform pre-distortion control dif­
ferential outputs (8 ports). 

X1 
Crystal 1 

Crystal Connection 

The internal clock generator uses a 20 MHz crystal at­
tached to pins X1 and X2. Alternatively, an external 
20 MHz CMOS clock signal can be used to drive this pin. 

X2 
Crystal 2 

Crystal Connection 

The internal clock generator uses a 20 MHz crystal at­
tached to pins X1 and X2. If an external clock source is 
used, this pin should be left unconnected. 
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FUNCTIONAL DESCRIPTION 
The Am79C980 integrated Multiport Repeater is a sin­
gle chip implementation of an IEEE 802.3/Ethernet 
repeater or hub. In addition to the eight integral 
1 OBASE-T ports plus one AUi port comprising the basic 
repeater, the IMR also provides the hooks necessary for 
complex network management and evaluation. The 
IMR is also expandable, enabling the implementation of 
repeaters based on several IMRs. 

The IMR complies with the full set of repeater basic func­
tions as defined in section 9 of ISO 8802.3 (ANSI/IEEE 
802.3c). These functions are summarized below. 

Repeater Function 

If any single network port senses the start of a valid 
packet on its receive lines, then the IMR will re-transmit 
the received data to all other enabled network ports. The 
repeated data will also be presented on the DAT line to 
facilitate multiple-IMR repeater applications. 

Signal Regeneration 

When re-transmitting a packet, the IMR ensures thatthe 
outgoing packet complies to the 802.3 specification in 
terms of preamble structure, voltage amplitude, and tim­
ing characteristics. Specifically, data packets repeated 
by the IMR will contain a minimum of 56 preamble bits 
before the Start of Frame Deli(lliter. In addition, the volt­
age amplitude .of the repeated packet waveform will be 
restored to levels specified in the 802.3 spec. Finally, 
signal symmetry is restored to data packets repeated by 
the IMR, removing jitter and distortion caused by the 
network cabling. 

Jabber Lockup Protection 

The IMR implements a built-in jabber protection scheme 
to ensure that the network is not disabled due to trans­
mission of excessively long data packets. This protec­
tion scheme will automatically interrupt the transmitter 
circuits of the IMR for 96 bit times if the IMR has been 
transmitting continuously for more than 65,536 bit times. 

.Collision Handling 

The IMR will detect and respond to collision conditions 
as specified in 802.3. A multiple-IMR repeater imple­
mentation also conforms to the 802.3 spec due to the in­
ter-I MR status communication provided by the expan­
sion port of the IMR. Specifically, a repeater based on 
one or more IMRs will handle the transmit collision and 
one-port-left collision conditions correctly as specified in 
section 9 of the 802.3 spec. 

Fragment Extension 

If the total packet length received by the IM A is less than 
96 bits, including preamble, the IMR will extend the re­
peated packet length to 96 bits by appending a Jam se­
quence to the original runt packet. 

Auto Partitioning/Reconnection 

Any of the integral TP ports and AU I port can be parti­
tioned under excessive duration or frequency of colli­
sion conditions. Once partitioned, the IMR will continue 
to transmit data packets to a partitioned port, but will not 
respond (as a repeater) to activity on the partitioned 
port's receiver. The IMR will monitor the port and recon­
nect it once certain criteria indicating port 'wellness' are 
met. The criteria for reconnection are specified by the 
802.3 standard. In addition to the standard reconnection 
algorithm, the IMR implements an alternative reconnec­
tion algorithm which provides a more robust partitioning 
function for the TP ports and/or the AUi port. Each TP 
port and the AU I port are partitioned and/or reconnected 
separately and independently of other network ports. 

Either one of the following conditions occuring on any 
enabled IM A network port will cause the IM A to partition 
that port: 

a. A collision condition exists continuously for a time 
between 1024 and 2048 bit times (AUi port - SOE 
signal active; TP port - simultaneous transmtt and 
receive) 

b. A collision condition occurs during each of 32 con-
secutive attempts to transmit to that port. 

Once a network port is partitioned, the IMR will recon­
nect that port if the following is met: 

a. (Standard reconnection algorithm) A data packet 
longer than 488 bit times (nominal) is transmitted or 
received by the partitioned port without a collision 

b. (Alternate reconnection algorithm) A data packet 
longer than 488 bit times (nominal) is transmitted by 
the partitioned port without a collision 

The reconnection algorithm option (standard or alter­
nate) is a global function for the TP ports, i.e. all TP ports 
use the same reconnection algorithm. The AUi recon­
nection algorithm option is programmed independently 
of the TP port reconnection option. 

1-236 Am79C980 



PRELIMINARY AMO~ 
Link Test 

The integral TP ports implement the Link Test function 
as specified in the 802.3 1 OBASE-T standard. The IM R 
will transmit Link Test pulses to any TP port alter that 
port's transmitter has been inactive for more than 16 mil­
liseconds (nominal). Conversely, if a TP port does not 
receive any data packets or Link Test pulses for more 
than 50 to 150 milliseconds and the Link Test function is 
enabled for that port then that port will enter link fail 
state. A port in link fail state will be disabled by the IMR 
(repeater transmit and receive functions disabled) until it 
receives either four consecutive Link Test pulses or a 
data packet. The Link Test receive function itseH can be 
disabled via the IMR management port on a port-by-port 
basis to allow the IMR to interoperate with pre-
1 OBASE-T twisted pair networks that do not implement 
the Link Test function. This interoperability is possible 
because the IMR will not allow the TP port to enter link 
fail state, even if no Link Test pulses or data packets are 
being received. Note however that the IMR will always 
transmit Link Test pulses to all TP ports regardless of 
whether or not the port is enabled, partitioned, in link fail 
state, or has its Link Test receive function disabled. 

Polarity Reversal 

The TP ports have the optional (programmable) ability 
to invert (correct) the polarity of the received data if the 
TP port senses that the received data packet waveform 

polarity is reversed due to a wiring error. This receive 
circuitry polarity correction allows subsequent packets 
to be repeated with correct polarity. This function is exe­
cuted once following reset or link fail, and has a pro­
grammable enable/disable option on a port-by-port 
basis. This function is disabled upon reset and can be 
enabled via the IMR Management Port. 

Reset 

The IM R enters reset state when the RESET pin is driven 
LOW. The RESET pin should be held LOW for a mini­
mum of 150 µs (3000 X1 clock cycles). This allows the 
IMR to reset the internal logic and permits the internal 
PLL to stabilize. During reset, the output signals are 
placed in their inactive states. That is, all analog signals 
are placed in their idle states, all bidirectional signals are 
not driven, active LOW signals are driven HIGH, and all 
active HIGH signals are driven LOW. 

In a multiple IMR repeater the RESET signal shoulc;I be 
applied simultaneously to all IMRs and should be 
synchronized to the external X1 CLOCK. Reset synchro­
nization is also required when accessing PAM (Port 
Activity Monitor). 

SI should be held HIGH for at least 500 ns following the 
rising edge of AST. 

The following table summarizes the state of the IMR 
following reset. 

Table 1. IMR after Reset 

Function 

Active LOW outputs 

Active HIGH outputs 

SO Output 

Bidirectional Pins 

Transmitters (TP and AUi) 

Receivers (TP and AUi) 

AUi Partitioning/Reconnection Algorithm 

TP Port Partitioning/Reconnection Algorithm 

Link Test Function for TP Ports 

Automatic Receiver Polarity Reversal Function 

Expansion Port 

The IMR Expansion Port is comprised of five pins; two 
are bi-directional signals (DAT and JAM), two are input 
signals (ACK and COL), and one is an output signal 
(REQ). These signals are used when a multiple-I MR re­
peater application is employed. In this configuration, all 
IMRs must be clocked synchronously with a common 
clock connected to the X1 inputs of all IMRs. 

State after Reset 

HIGH 

LOW 

HIGH 

HI-IMPEDANCE 

IDLE 

ENABLED 

STANDARD ALGORITHM 

STANDARD ALGORITHM 

ENABLED, TP PORTS IN LINK FAIL 

DISABLED 

The IMR expansion scheme allows the use of multiple 
IMRs in a single board repeater or a modular multiport 
repeater with a backplane architecture. As many as 
three IMRs can be connected together without using ex­
ternal bus transceivers. The DAT pin is a bidirectional 
1/0 pin which can be used with external bus transceivers 
to transfer data between the IMRs in a multiple-IMR 
design. The data sent over the DAT line is in NAZ format 
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and is synchronized to the common clock. The JAM pin 
is another bidirectional 1/0 pin that is used by the active 
IMR to communicate its internal status to the remaining 
(inactive) IMRs. When JAM is asserted HIGH, it indi­
cates that the active IM A has detected a collision condi­
tion and is generating Jam Sequence. During this time 
when JAM is asserted HIGH, the DAT line is used to in­
dicate whether the active IMR is detecting collision on 
one port only or on more than one port. When DAT is 
driven HIGH by the IMR (while JAM is asserted by the 
IMR), then the active IMR is detecting a collision condi­
tion on one port only. This 'one-port-left' signaling is nec­
essary for a multiple-IMR repeater to function correctly 
as a single multiport repeater unit. The IMR also signals 
the 'one port left' collision condition in the event of a runt 
packet or collision fragment; this signal.will continue for 
one expansion port bus cycle ( 100 nanoseconds) before 
deasserting REQ. 

The arbitration for access to the bussed bi-directional 
signals (DAT and JAM) is provided by one output (REQ) 
and two inputs (ACK and COL). The IMR asserts the 
REQ pin to indicate that it is active and wishes to drive 
the DAT and JAM pins. An external arbiter senses the 
REQ lines from all the IMRs and asserts the ACK line 
when one and only one IMR is asserting its REQ line. If 
more than one IMR is asserting its REQ line, the arbiter 
must assert the COL signal, indicating that more than 
one IMR is active. More than one active IMR at a time 
constitutes a collision condition, and all IMRs are noti­
fied of this occurence via the COL line of the Expansion 
Port. 

Note that a transition from multiple IMRs arbitrating for 
the DAT and JAM pins (with COL asserted, ACK deas­
serted) to a condition when only one IMR is arbitrating 
for the DAT and JAM pins (with ACK asserted, COL 
deasserted) involves one expansion port bus cycle (100 

nanoseconds). During this transitional bus cycle, COL is 
deasserted, ACK is asserted, and the DAT and JAM 
pins are not driven. However, each IMR will remain in 
the collision state (transmitting jam sequence) during 
this transitional bus cycle. In subsequent expansion port 
bus cycles (REQ and ACK still asserted), the IMRs will 
return to the 'master and slaves' condition where only 
one IMR is active (with collision) and is driving the DAT 
and JAM pins. An understanding of this sequence is cru­
cial if non-IMR devices (such as an Ethernet controller) 
are connected to the expansion bus. Specifically, the 
last device to back off of the expansion bus after a multi­
IMR collision must assert the JAM line until it too drops 
its request for the expansion bus. 

External Arbiter 

A simple arbitration scheme is required when multiple 
IMRs are connected together to increase the total num­
ber of repeater ports. The arbiter should have one input 
(REQ1 ... REOn) for each of the n IMRs to be used, and 
two global outputs (COL and ACK). This function is eas­
ily implemented in a PAL® device, with the following 
logic equations: 

ACK REQ1 & REQ2 & REQ3 & .... REQn 
+ REQ1 & REQ2 & REQ3 & .... REQn 

• 
• 
• 

+ RE01 & RE02 & REQ3 & .... REQn 
COL ACK & (REQ1 + REQ2 + REQ3 + ... REQn) 

Above equations are in positive logic, i.e., a variable is 
true when asserted. 

A single PALCE16V8 will perform the arbitration func­
tion for a repeater based on eight IMRs. 
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Modular Repeater Design 

The expansion port of the IMR also allows for modular 
expansion. By sharing the arbitration duties between a 
backplane bus architecture and several separate re­
peater modules one can build an expandable repeater 
based on modular 'plug-in' cards. Each repeater module 
performs the local arbitration function for the IMRs on 
that module, and provides signals to the backplane for 
use by a global arbiter. 

Figure 2 shows an expandable repeater based on 3 
modules that each use 3 IMRs. In this design, each 
module provides 24 1 OBASE-T ports and requires a sin­
gle PALCE16V8-15 to perform the local arbitration func­
tion. The backplane portion of the modular repeater con­
sists only of the global arbiter, also a single 
PALCE16V8-15. 

Local Arbiter Logic Equations (for n IMRs per module): 

Rm = REQ1 • REQ2 • REQ3 ' ... REQn 

+ REQ1 ' REQ2 ' REQ3 ' ... REQn 

+ REQ1 • REQ2 ' REQ3 ' ... REQn 

• 
• 
• 

+ REQ1 'REQ2' REQ3' ... REQn 

Cm = Rm ' (REQ1 + REQ2 + REQ3 + ... REQn) 

DIR= Rm ' GLOBALACK 

The DIR signal is HIGH when the module drives the DAT 
and JAM backplane bus signals. A single PALCE16V8 
can support up to 8 IMRs per module. 

Global Arbiter Logic Equations (form modules): 

GLOBALACK 

= C1 ' C2' C3 • ... Cm ' R1 ' R2' R3 • ... Rm 

+ C1 ' C2 ' C3 • ... Cm ' R1 ' R2 • R3 * ... Rm 

+CT ' C2 * C3 ' ... Cm * R1 * R2 ' R3 * ... Rm 

• 
• 
• 

+ C1 • C2. C3 •... cm. ITT. R2. R3 •... Rm 

GLOBALCOL = GLOBALACK' (R1 + R2 + ... Rm) 
+ (C1 + C2 + C3 + ... Cm) 

A single PALCE22V10 can perform the global arbitra­
tion for up to 8 modules . 
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In-Band Hub Management 

Because all repeated data in the IMR or multi-IMR de­
sign is available on the expansion port, all network traffic 
can be monitored by an external Media Access Control­
ler (MAC) device such as the Am7990 or Am79C900. A 
repeater with such a controller is capable of providing 
extensive Hub Management functions, as well as being 
addressable as a network node. The MAC device can 

0 x 
f-

• 
DONE_ COUNT ...... DONE_ COUNT ~ 

- 00 -NEW96 - NEW96 
- 01 

TCK t--
- 02 

gather statistics and data concerning the state of the 
hub and the network, and the network addressability al­
lows a remote Management Station to monitor this sta­
tistical data and to request actions to be performed by 
the repeater (i.e. port enable/disable). 

Figure 3 shows how to interface a repeater based on two 
IMRs to an Ethernet controller such as the Am79C900 
ILACC or the Am7990 LANCE. 
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< 
f-

~ 
z 0 0 0 

0 w x x ~ 0 a: a: a: a: 

• ~ ~ •• 
11111: , 
:.:: ...J 

~I:.:: 
(/) (/) (/) o< 0 0 

...J 0 ...J ...J f- f- C: Zf- x ~ 0 0 0 0 a: a: 0 >-< a: 
(/) x ...J ~ (1)0 
f- 0 0 a: 0 <( 

Interface 

PALCE16V8 
Counter Arbiter 

I--- 03 PALCE16V8 RTSCLK 
PALCE22V10 _., 

CDT CDT -- 04 ACKEN t--

- 05 N ACKCLK t--

I~ I~ 
I :.:: 

~ :; 

I~ f- :; 18 I~ I~ I~ 6~ f- :; 
I~ ~ 0 - 06 0 

< <( ~ 
f-"' <( < f- 0 ...., 0 ...., 

ARST __j • ~ • l • • ·D ••• . , 
r-

.----

• ' • • • Ji. , 
" 1 ' . ., ' , r , , 

" 1 ' . 
f- :; I"""' 1~ <<tOO 
0-,()<( I~ f- :; I_, 1~ <<tOO 

Q ...., () <( I~ ~:;1516 
0 !'Ii 0 <( I~ 

• • • 
IMR1 IMR2 IMRn 

X1 RST X1 RST X1 RST 

_! _! _! j_ _j 
:::r 

l 20 MHz Osc. J 14396C-033A 
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ARBITER LOGIC EQUATIONS 

ACK = REQ1 * REQ2 * ... REQn * RTS 
+ REQ1 * REQ2 * ... REQn * RTS 
+ • 
+ REQ1 * RE02 * ... REQn * RTS 
+ RE01 * REQ2 * ... REQn * RTS 
+ RE01 * REQ2 * ... REQn * RTSCLK * ACKCLK * CDT 

ACKCLK := ACK 

COL= ACK * (REQ1 + REQ2 + ... REQn + RTS) 

COLCLK := COL 

CDT:= 

COL 
+ACK* ACKCLK * JAM 
+ COLCLK * ACK 
+ DONE_ COUNT* CDT 

XCOL := 
ACK* ACKCLK *JAM* DAT 
+COL 
+ COLCLK * ACK 

RTSCLK := RTS 

NEW96 := 
ACK * ACKCLK * CDT 

+ACK* ACKCLK *JAM* DAT * XCOL 
+COL* XCOL 

Am79C980 

ACK is asserted when one and only one 
expansion bus request is active 

Term to extend ACK when MAC device finishes 
sourcing data onto expansion bus 

Clock delayed ACK signal (ACK* ACKCLK 
defines first clock period with valid DAT and 
JAM) 

COL is asserted when more than one expansion 
bus request is active 

Clock delayed COL signal 

CDT causes the MAC device to back off/stay off 
the expansion bus 
Arbiter detects collision 
Single IMR collision 
Holds CDT active during 'dead' clock cycle 
Maintains CDT (suppresses new MAC requests) 
until 96 bit timeout 

Present transmit collision state 
Ongoing single IMR transmit collision 
Ongoing multiple IMR transmit collision 
Ongoing multiple IMR transmit collision ('dead' 
clock cycle) 

Clock delayed RTS signal (RTS*RTSCLK 
defines first recognized RTS from MAC) 

Triggers or re-triggers counter (96 bit times) 
New repeater data (start of repeated packet, 
ACKL with no existing collision) (Trigger only) 
New transmit collision (Single IMR) 
New transmit collision (Multi-IMR) 
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INTERFACE LOGIC EQUATIONS 

DAT.TRST = ACK* ACKCLK * ATSCLK 

DAT = SYNCDATA * CLK 
+DAT* CLK 
+DAT* SYNCDATA 
+CDT 

JAM.TRST =ACK* ACKCLK * ATSCLK 

JAM =CDT 

ACKCLK := ACK 

CAS = ACK * ACKCLK * JAM * CDT 
+ACKEN 

SYNCDATA:= 
ATS * DAT* ACK * ACKCLK 
+ TXD *ATS 

AXC = ACKEN * CLK 

ACKEN := ACK * ACKCLK * ATS* ATSCLK * JAM 

+ ACK * ATS * CDT 

ATSCLK := ATS 

1-244 Am79C980 

Enabled if MAC request gets arbiter ACK 
(delayed) 
Synchronized and latched MAC data (if enabled) 
guarantees hold lime for slave IMAs 

Overriding HIGH if collision exists (if enabled) 

Enabled if MAC request gets arbiter ACK 
(delayed) 
HIGH if collision exists 

Clock delayed ACK signal (ACK* ACKCLK 
defines first clock period with valid DAT 
and JAM) 

Single active IMA or MAC sourcing data 
Term to extend CAS at end of MAC receive 

Synchronized receive data for the MAC 
Synchronized TxD data for MAC transmit 

Inverted clock for synchronized data for MAC 
receive 

ACLK enabled if non-MAC data transfer (MAC 
is slave device) 
ACLK enabled on transmit to allow data 
loopback to MAC 

Clock delayed ATS signal (ATS*ATSCLK 
defines first recognized ATS from MAC) 
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COUNTER LOGIC EQUATIONS 

TCK := TCK * RESET* ARST 

RESET := ARST 

00 := 00 * TCK * DONE_COUNT* RESET* NEW96 

+ 00 * (TCK +DONE_ COUNT)* RESET* NEW96 

Upon RESET, the counter is initialized to the 
terminal value of 60H (96), and remains 
there until triggered. If (re)triggered by NEW96, 
the counter is reset to OOH. The counter will 
count at 1 O MHz until it reaches the terminal 
value, and will stop there until triggered.TCK and 
RESET are also generated here. 

Generates TCK for MAC use 

Synchronizes the async reset 
signal 

Toggle if still counting LOW at 
reset, LOW when triggered by 
NEW96 
Stop at terminal value 

01 := 01 * 00 * TCK * DONE_ COUNT* RESET* NEW96 LOW at reset, LOW when 
(re)triggered by NEW96 

+ 01 * (00 + TCK + DONE_ COUNT) * RESET* NEW96 

02 := 02 * 01 * 00 * TCK * DONE_COUNT * RESET* NEW96 

+ 02 * (01 + 00 + TCK +DONE_ COUNT)* RESET* NEW96 

03 := 03 * 02 * 01 * 00 * TCK * DONE_COUNT *RESET* NEW96 

04 

05 

06 

+ 03 * ( 02 + 01+00 + TCK + DONE_COUNT) *RESET* NEW96 

:= 04 * 03 * 02 * 01 * 00 * TCK * DONE_ COUNT * RESET* NEW96 

+ 04 * ( 03 + 02 + 01 + 00 + TCK + DONE_ COUNT) * RESET* NEW96 

:= 05 * 04 * 03 * 02 * 01 * 00 * TCK * DONE_ COUNT* NEW96 

+ 05 * ( 04 + 03 + 02 + 01 + 00 + TCK +DONE_ COUNT) * NEW96 

+RESET 

:= 06 * 05 * 04 * 03 * 02 * 01 * 00 * TCK * DONE_COUNT * NEW96 

LOW at reset, LOW when 
(re)triggered by NEW96 

LOW at reset, LOW when 
(re)triggered by NEW96 

LOW at reset, LOW when 
(re)triggered by NEW96-

Toggle if all lower bits HIGH and 
still counting LOW if 
(re)triggered by NEW96 
Stay if any lower bit is LOW or if 
done counting " 
HIGH at reset 

LOW when (re)triggered by 
NEW96 

+ 06 * ( 05 + 04 + 03 + 02 + 01 + 00 + TCK + DONE_ COUNT) * NEW96" 
+RESET HIGH at reset 

DONE_ COUNT= 06 * 05 * 04 * 03 * 02 * 01 * 00 Terminal count (96) 
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Management Port 

The IMR management functions are enabled when the 
TEST pin is tied LOW. The management commands are 
byte oriented data and are input serially on the SI pin. 
Any responses generated during execution of a man­
agement command are output serially in a byte-oriented 
format by the IMR on the SO pin. Both the input and out­
put data streams are clocked with the rising edge of the 
SCLK pin. The serial command data stream and any as­
sociated results data stream are structured in a manner 
to be compatible with the RS232 serial data format, i.e. 
one Start Bit followed by eight Data Bits. 

The externally generated clock at the SCLK pin can be 
either a free running clock synchronized to the input bit 
patterns or a series of individual transitions meeting the 
setup and hold times with respect to the input bit pattern. 
If the latter method is used, it is to be noted that 20 SCLK 
clock transitions are required for proper execution of 
management commands that produce SO data, and 
that 14 SCLK clock transitions are needed to execute 
management commands that do not produce SO data. 

Management Commands 

The following section details the operation of each man­
agement command available in the IMR. In all cases, 
the individual bits in each command byte are shown with 
the MSB on the left and the LSB on the right. Data bytes 
are received and transmitted LSB first and MSB last. 
See Table 2 for a summary of the management 
commands. 

AUi Port Disable 

SI data: o o 1 O 1 1 1 1 
SO data: None 

The AUi port will be disabled upon receiving this com­
mand. Subsequently, the IMR will ignore all inputs (Car­
rier Sense and SOE) appearing at the AUi port and will 
not transmit any data or Jam Sequence on the AUi port. 
Issuing this command will also cause the AUi port to 
have its internal partitioning state machine forced to its 
idle state. 

AUi Port Enable 

SI data: 0 0 1 1 1 1 1 1 
SO data: None 

This command enables a previously disabled AUi port. 
Note that a partitioned AUi port may be reconnected by 
first disabling (AUi Port Disable Command} and then re­
enabling the port with this command. 

TP Port Disable 

SI data: o o 1 o ob b b 
(b b b is TP port #) 
SO data: None 

The TP port designated in the command byte will be dis­
abled upon receiving this command. Subsequently, the 
IMR will ignore all inputs appearing atthe disabled port's 
receive pins and will not transmit any data or Jam Se­
quence on that port's transmit pins. Issuing this com­
mand will also cause a TP port to enterthe Link Fail state 
and to have its partitioning state machine returned to its 
idle state. 

TP Port Enable 

SI data: 0 0 1 1 0 b b b 
(b b b is TP port #) 
SO data: None 

This command enables a previously disabled TP port. 
Note that to force a TP port into the Link Fail state and/or 
to reconnect a partitioned TP port, the port can first be 
disabled (TP Port Disable Command) and then re­
enabled with this command. 

AUi Port Partitioning Status 

SI data: 1 o o O 1 1 1 1 
SO data: P O O O O O O O 

P = 0 - Partitioned 
P = 1 - Connected 

The Partitioning Status of the AUi port is accessed by 
this command. If a port is disabled, reading its partition­
ing status will indicate that it is connected. 

TP Port Partitioning Status 

SI data: 1 O O O O O O O 
SO data: P1 Ps Ps P4 P3 P2 P1 Po 

Pn = 0 TP port n partitioned 
Pn = 1 TP port n connected 

The Partitioning Status of all eight TP ports are ac­
cessed by this command. If a port is disabled, reading 
its partitioning status will indicate that it is connected. 

Alternate Reconnection Algorithm (AUi Port) 

SI data: 0 0 0 1 1 1 1 1 
SO data: None 

The AUi port Partitioning/Reconnection scheme can be 
programmed for the alternate (transmit only) reconnec­
tion algorithm by invoking this command. To return the 
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AUi back to the standard (transmit or receive) reconnec­
tion algorithm, it is necessary to reset the IMR. 

Alternate Reconnection Algorithm (TP Ports) 

SI data: 0 0 0 1 0 0 0 0 
SO data: None 

The TP ports Partitioning/Reconnection scheme can be 
programmed for the alternate (transmit only) reconnec­
tion algorithm by invoking this command. All TP ports 
are affected as a group by this command. To return the 
TP ports back to the standard (transmit or receive) re­
connection algorithm, it is necessary to reset the IMR. 

Link Test Status of TP Ports 

SI data: 1 1 O 1 o o O O 
SO data: L1 La Ls L4 L3 L2 L1 Lo 

Ln = 0 
Ln = 1 

TP Port n in Link Test Fail 
TP Port n in Link Test Pass 

The Link Test Statuses of all eight TP ports are ac­
cessed by this command. If a twisted pair port is 
disabled, reading its Link Test Status indicates it being 
in Link Test Pass state. Upon reenabling, the port will be 
forced into Link Fail. 

Disable Link Test Function 

SI data: 0 1 0 0 0 b b b 
(b b b is TP port # ) 
SO data: None 

This command disables the Link Test function at the TP 
port designated in the command byte, i.e. the TP port 
will no longer be disconnected due to Link Test Fail. A 
TP port which has its Link Test function disabled will 
continue to transmit Link Test Pulses. If a twisted pair 
port has Link Test disabled, then reading the Link Test 
Status indicates it being in Link Test Pass. 

Enable Link Test Function 

SI data: 0 1 0 1 0 b b b 
(b b b is TP port#) 
SO data: None 

This command re-enables the Link Test Function in the 
TP port designated in the command byte. This com­
mand executes only if the designated TP port has had 

the Link Test Function disabled by the Disable Link Test 
Function command. Otherwise, the command is 
ignored. 

Polarity Status of TP Ports 

SI data: 1 1 1 o O O O o 
SO data: P1 Pa Ps P4 P3 P2 P1 Po 

Pn = 0 TP Port n polarity correct 
Pn = 1 TP Port n polarity reversed 

The statuses of all eight TP port polarities are accessed 
with this command. The IMR has the ability to detect and 
correct reversed polarity on the TP ports' RXD+/- pins. If 
the polarity is detected as reversed for a TP port, then 
the IMR will set the appropriate bit in this command's 
results byte only if the Polarity Reversal Function is en­
abled for that port. 

Enable Automatic Receiver Polarity Reversal 

SI data: 0 1 1 1 0 b b b 
(b b b is TP port #) 
SO data: None 

This command enables the Automatic Receiver Polarity 
Reversal Function for the TP port designated in the 
command byte. If enabled in a TP port, the IMR will auto­
matically invert the polarity of that TP port's receiver cir­
cuitry if the TP port is detected as having reversed polar­
ity (due to a wiring error). After reversing the receiver 
polarity, the TP port could then receive subsequent (re­
verse polarity) packets correctly. 

Disable Automatic Receiver Polarity Reversal 

SI data: o 1 1 O o b b b 
(b b b is TP port #) 
SO data: None 

This command disables the Automatic Receiver Polarity 
Reversal Function for the TP port designated in the 
command byte. If this function is disabled on a TP port 
with reverse polarity (due to a wiring error), then the TP 
port will fail Link Test due to the reversed polarity of the 
Link Pulses. If the Link Test Function is also disabled on 
the TP port, then the received reverse polarity packets 
would be repeated to all other network ports in the IMR 
as inverted data. 
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Table 2. Management Port Command Summary 

Command SI data SO data 

AUi Port Disable 00101111 -

AUi Port Enable 00111111 -
TP Port Disable 00100bbb -
TP Port Enable 00110bbb -

AUi Port Partitioning Status 10001111 POOOOOOO 

TP Port Partitioning Status 10000000 P1-Po 

Alternate Reconnection Algorithm (AUi) 00011111 -

Alternate Reconnection Algorithm (TP) 00010000 -

Link Test Status of TP Ports 11010000 L1- Lo 

Disable Link Test Function 01000bbb -

Enable Link Test Function 01010bbb -

Polarity Status of TP Ports 11100000 P1-Po 

Enable Automatic Receiver Polarity Reversal 01110bbb -

Disable Automatic Receiver Polarity Reversal 01100bbb -
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Pon Activity Monitor 

Two pins, CRS and STR, are used to serially output the 
state of the internal Carrier Sense signals from the AUi 
and the eightTP ports. This function together with exter­
nal hardware and/or software can be used to monitor re­
peater receive and/or collision activity. 

The diagram below shows typical external hardware 
employed to convert the serial bit stream into parallel 
form. The accuracy of the CRS signals is 10 Bit Times 
(BT) (1 microsecond). Specifically, a transition to active 
state by any of the internal carrier sense bits that lasts 
for less than 1 OBT is latched internally and is used to set 
the appropriate bit during the next sample period. 
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Single IC Implementation of the SIPO and Output Register. 

Figure 4a. Pon Activity Monitor Implementation 
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Loopback Test Mode 

The IMR can be programmed to enter Loopback Mode 
on all network ports. This is accomplished by first driving 
the TEST pin HIGH, then clocking (using the SCLK pin) 
a minimum of three Os into the SI pin. This causes the 
IMR to loop all received data on each port back to each 
port's corresponding transmit outputs. Specifically, the 
AUi DI input is passed unaltered to the AUi DO output, 
and each RXD input on the twisted pair ports is passed 

(unaltered) to the respective TXD and TXP outputs. 
Only receive data that passes the required amplitude 
squelch criteria is looped back to the transmit outputs. 
Note that the data is looped back unaltered, meaning 
that no. signal r~timing or regeneration takes place. 
Therefore, any signal distortion present on the receive· 
data paths will be retransmitted. 

The IM R will return to normal operation when the TEST 
pin is again driven LOW. 

*Externally generated signal illustrates internal IMR clock phase relationship. 14396C-008B 

Figure 4b. Port Activity Monitor Implementation (Continued) 

TEST 

SI 

SCLK 

14396-0099 

Figure 5. Programming the_ IMR for Loopback Mode 

IMR External Components 

Fig. 6 shows a typical twisted pair port external compo­
nents schematic. The resistors used should have a 1 % 
tolerance to ensure interoperability with 1 OBASE-T 
compliant networks. The filters and pulse transformers 
are necessary devices that have a major influence on 

the performance and compliance of the 1 OBASE-T ports 
of the repeater. Specifically, the transmitted waveforms 
are heavily influenced by the filter characteristics and 
the twisted pair receivers employ several criteria to con­
tinuously monitor the incoming' signal's amplitude and 
timing characteristics to determine when and if to assert 
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the internal carrier sense. For these reasons, it is crucial 
that the values and tolerances of the external compo­
nents be as specified. Several manufacturers produce a 
module that combines the functions of the transmit and 
receive filters and the pulse transformers into one 
package. 

The AUi port, if used in a repeater design, should com­
ply with IEEE 802.3. This is accomplished through the 
use of standard AUi pulse transformers and drop cable 
termination networks. 

r---------, 
I I 

TXD+ I I TD+--------

Am79C980 
IMR 

TXP+ 1---ol\/\.l'--'="'--'~+-1 XMIT 

I Filter 
TXD- t---ol\/\.ll--";...:..:..::~_.__+-1 

TXP- '---~ 

RXD+ 
RXD- 1000 

RECV 
Filter I AD-

I 
I L _________ J 

Module 

The Filter/Transformer Module shown is available from the following manufacturers: 

Be If use TDK 

Pulse Engineering 

Valor Electronics 

PCA 

Nano Pulse 

Figure 6a. Typical TP Port External Components 
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780 DI-
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Figure 6b. Typical AUi Port Components 
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APPLICATIONS 
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Figure 7. Low Cost 10BASE·T Repeater 

1·252 Am79C980 

AUi Port 

TP Port 0 

TP Port 7 

14396C-011 B 



PRELIMINARY AMO it1 
APPLICATIONS (Continued) 
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Figure 8. Intelligent MultHMR Based Repeater 
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ABSOLUTE MAXIMUM RATINGS OPERATING RANGES 
Storage Temperature -65°C to +150°C 

Ambient Temperature Under Bias 0 to 70°C 

Supply Voltage referenced to 
AVss or DVss (AVoo, DVoo) -0.3 to +6 V 

Commercial (C) Devices 

Temperature (TA) 

Supply Voltage (AVoo, DVoo) 

o to +70°C 

5 Vto±5% 

Stresses above those listed under ABSOLUTE MAXIMUM 
RA TINGS may cause permanent device failure. Functionality 
at or above these limits is not implied. Exposure to absolute 
maximum ratings for extended periods may affect device reli­
ability. 

Operating ranges define those limits between which the fun­
tionality of the device is guaranteed. 

DC CHARACTERISTICS over operating ranges unless otherwise specified 

Parameter 
Symbol Parameter Description Test Conditions Min. Max. Unit 

Digital 1/0 

V1L Input LOW Voltage DVss = 0.0 V -0.5 0.8 v 
V1H Input HIGH Voltage 2.0 DVoo+0.5 v 
VoL Output LOW Voltage loL = 4.0 mA - 0.4 v 
VoH Output HIGH Voltage IOH = -0.4 mA 2.4 - v 

l1L Input Leakage Current DVss<V1N<DVoo - 10 µA 
(also DAT and JAM as inputs) 

V1Lx X1 Crystal Input LOW Voltage DVss = 0.0 V -0.5 1.0 v 
V!HX X1 Crystal Input HIGH Voltage DVss = 0.0 V 3.8 DVoo+0.5 v 
llLX Crystal Input LOW Current V1N = DVss - 10 µA 

llHX Crystal Input HIGH Current V1N = DVoo - 10 µA 

AUi Port 

llAXD Input Current at DI+/- AVss < V1N < AVoo -500 +500 µA 
and Cl+/- pairs 

VAICM Dl+,Dl-,Cl+,CI- Open Circuit Input l1N = OA, AVss = 0 V AVoo-3.0 AVoo-1.0 v 
Common Mode Voltage (bias) 

VAIDV Differential Mode Input AVoo= 5.0 V -2.5 +2.5 v 
Voltage Range (DI, Cl) 

VASO DI, Cl Squelch Threshold -275 -160 mV 

VATH DI Switching Threshold (Note 1) -35 +35 mV 

VAOD Differential Output Voltage AL= 78 Q 620 1100 mV 
l(DO+) - (D0-)1 

VADDI DO Differential Output RL = 78 Q -25 +25 mV 
Voltage Imbalance 

VAooOFF DO Differential Idle Output Voltage RL = 78 Q -40 +40 mV 

IAooOFF DO Differential Idle Output Current RL = 78 n (Note 1) -1 +1 mA 

VAOCM DO+/- Common Mode Output Voltage RL = 78 Q 2.5 AVoo v 
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DC CHARACTERISTICS (Continued) 

Parameter 
Symbol Parameter Description Test Conditions Min. Max. Unit 

Twisted Pair Ports 

hRXO Input current at RXD+/- AVss<VJN<AVoo -500 +500 µA 

RRXO RXD differential input resistance (Note 1) 10 - Kn 
VTJVB RXD+,RXD- open circuit input IJN = 0 mA AVoo-3.0 AVoo-1.5 v 

voltage (bias) 

VTJo Differential Mode input voltage AVoo = 5.0 V -3.1 +3.1 v 
range (RXD) 

Vrso+ RXD positive squelch threshold Sinusoid 5 MHz <I< 10 MHz 300 520 mV 
(peak) 

Vrsa. RXD negative squelch threshold Sinusoid 5 MHz <k 10 MHz -520 -300 mV 
(peak) 

VTHS+ RXD post-squelch positive threshold Sinusoid 5 MHz <k 10 MHz 150 293 mV 
(peak) 

VTHS- RXD post-squelch negative threshold Sinusoid 5 MHz <k 10 MHz -293 -150 mV 
(peak) 

VRXOTH RXD switching threshold (Note 1) -60 +60 mV 

VrxH TXD+/- and TXP+/- output DVss = 0 V DVoo-0.6 DVoo v 
HIGH voltage (Note 2) 

VTXL TXD+/- and TXP+/- output DVoo = 5 V DVss DVss+0.6 v 
LOW voltage (Note 2) 

Vrx1 TXD+/- and TXP+/- differential -40 +40 mV 
output voltage imbalance 

VrxoFF TXD+/- and TXP+/- differential DVoo = 5 V - 40 mV 
idle output voltage 

Rrxo TXD+/- differential driver (Note 1) - 40 n 
output impedance 

Rrxr TXP+/- differential driver (Note 1) - 80 n 
output impedance 

Power Supply Current 

loo Power supply current (idle) fx1 = 20 MHz - 180 mA 

Power supply current (transmitting fx1 = 20 MHz - 300 mA 
- no TP load) 

Power supply current (transmitting fx1 = 20 MHz - Note 8 mA 
- with TP load) 
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SWITCHING CHARACTERISTICS over operating ranges unless otherwise specified 

Parameter 
Symbol . Parameter Description Test Conditions Min. Max. Unit 

Clock and Reset 

tx1 X1 Clock Period 49.995 50.005 ns 

tx1H X1 Clock HIGH 20 30 ns 

tx1L X1 Clock LOW 20 30 ns 

tx1A X1 Clock Rise Time - 10 ns 

tx1F X1 Clock Fall Time - 10 ns 

tRST Reset pulse width 150 - µs 
(RST pin LOW) 

tRSTSET RST HIGH setup time with 20 - ns 
respect to X1 Clock 

tRSTHLD RST LOW hold time with 0 - ns 
respect to X1 Clock 

Management Port 

tsCLK SCLK Clock Period 100 - ns 

tSCLKH SCLK Clock HIGH 30 - ns 

tsCLKL SCLK Clock LOW 30 - ns 

tsCLKR SCLK Clock Rise Time - 10 ns 

tSCLKF SCLK Clock Fall Time - 10 ns 

tslSET SI input setup time with respect to SCLK 10 - ns 
rising edge 

tSIHLD SI input hold time with 10 - ns 
respect to SCLK rising edge 

tSODLY SO output delay with CL= 100 pF - 40 ns 
respect to SCLK rising edge 

tx1HCRS X1 rising edge to CRS valid CL= 100 pF - 40 ns 

tX1HSTH X1 rising edge to STA HIGH CL= 100 pF - 40 ns 

tx1HSTL X1 rising edge to STR LOW CL= 100 pF - 40 ns 

tTESTSET TEST input setup time with respect to 10 - ns 
SCLK rising edge 

tTESTHLD TEST input hold time with respect to 10 - ns 
SCLK rising edge 

Expansion Port 

tx1HRL X1 rising edge to REQ driven LOW CL= 100 pF 14 40 ns 

tx1HRH X1 rising edge to REQ driven HIGH CL= 100 pF 14 40 ns 

tx1HDR X1 rising edge to DAT/JAM driven CL= 100 pF 14 40 ns 

IX1HDZ X1 rising edge to DAT/JAM not driven CL= 100 pF 14 40 ns 

tDJSET DAT/JAM setup time 10 - ns 

tDJHOLD DAT/JAM hold time 14 - ns 

tcASET COUACK setup time 5 - ns 

ICAHOLD COUACK hold time 14 - ns 
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SWITCHING CHARACTERISTICS (Continued) 

Parameter 
Symbol Parameter Description Test Conditions Min. Max. Unit 

AUi Port 

loom X1 rising edge to DO tog~le - 30 ns 

toorn DO+,DO- rise time (10% to 90%) 2.5 5.0 ns 

IOOTF DO+,DO- fall time (90% to 10%) 2.5 5.0 ns 

IOORM DO+,DO- rise and fall time mismatch - 1.0 ns 

IOOETD DO+/- End of Transmission 275 375 ns 

IPWOOI DI pulse width accept/reject IV1NI > IVAsol 15 45 ns 
threshold Note 3 

IPWKOI DI pulse width maintain/turn-off IV1NI > iVAsol 136 200 ns 
threshold Note 4 

IPWOCI Cl pulse width accept/reject IV1NI > IVAsol 10 26 ns 
threshold Note 5 

IPWKCI Cl pulse width maintain/turn-off IV1NI > IVAsol 90 160 ns 
threshold Note 6 

Twisted Pair Ports 

ITXTO X1 rising edge to TXD+,TXP+ - 45 ns 
TXD-,TXP- transition delay 

!TR TXD+,TXD-,TXP+,TXP- rise time - 20 ns 

ITF TXD+,TXD-,TXP+,TXP- fall time - 20 ns 

ITM TXD+,TXD-,TXP+,TXP- rise - 6 ns 
and fall time mismatch 

ITETD Transmit End of Transmission 275 375 ns 

IPWKRO RXD pulse width maintain/turn-off IV1NI > IVTHSI 136 200 ns 
threshold Note 7 

IPERLP Idle signal period 8 24 ms 

IPWLP Idle Link Test pulse width (TXD+) 75 120 ns 

IPWPLP Idle Link Test pulse width (TXP+,TXP-) 40 60 ns 

Notes: 
1. Parameter not tested. 
2. Uses switching test load. 

3. DI pulses narrower than trwoo1 (min) will be rejected; pulses wider than trwoo1 (max) will turn internal DI carrier sense on. 

4. DI pulses narrower than tPWKDI (min) will maintain internal DI carrier sense on; pulses wider than tPWKOI (max) will turn 
internal DI carrier sense off. 

5. Cl pulses narrower than trwoc1 (min) will be rejected; pulses wider than trwoc1 (max) will turn internal Cl carrier sense on. 

6. Cl pulses narrower than tPWKCI (min) will maintain internal Cl carrier sense on; pulses wider than tPWKCI (max) will turn 
internal Cl carrier sense off. 

7. RXD pulses narrower than tPWKRO (min) will maintain internal RXD carrier sense on; pulse wider than tPWKRO (max) will 
turn internal RXD carrier sense off. 

8. For the typical twisted pair load as shown in Figure 6, using a 100 Q cable, an additional 28 mA (max) of loo current is 
required for each twisted pair port used. Less than 18% of the power associated with this additional current is dissipated 
by the IMR; the remainder is dissipated externally in the twisted pair load and cable. 
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KEY TO SWITCHING WAVEFORMS 

WAVEFORM INPUTS OUTPUTS 

Must Be Will Be 
Steady Steady 

\\\\\ May Will Be 
Change Changing 
from H to L from H to L 

1077 May Will Be 
Change Changing 
from L to H from L to H 

~ 
Don't Care Changing 
Any Change State 
Permitted Unknown 

13-fil Does Not Center 
Apply Line is High 

Impedance 
"Off" State 

KS000010 

SWITCHING WAVEFORMS 

tx1H _ __,,,,__ __ tx1L 

X1 

14396-013A 
txrn 

Clock Timing 
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SWITCHING WAVEFORMS (Continued) 

X1 

RST t . /. 

tRST 

TCK' 

Note: 

tRSTSET refers to synchronous Reset Timing. 
14396C-014B 

'Externally generated (Figure 4) signal illustrates internal IMR clock phase relationships. 

SCLK 

SI 

so 

SCLK 

SI 

so 

Reset Timing 

Command Execution Phase 

~------_,,,A.._-----~ ( "')( 

Results Phase Next Command 

A----~ ,.---A­
') ( 

STRT DO D1 D2 D3 D4 D5 D6 D7 

14396C-015B 

Management Command with Results Data 

Command Execution Phase Next Command Execution Phase 

~-------..,,A.._------~ 

I. 
I 

\1/ x x x x x x (/ 
I I 

\i/ XX XX XX X!/ 
STRT DO D1 D2 D3 D4 D5 D6 D7 STRT DO D1 D2 D3 D4 D5 D6 D7 

14396C-016B 

No-results Management Command Timing 
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SWITCHING WAVEFORMS (Continued) 

tSCLK tsCLKF tSCLKR 
I I 
~ j"lf-

,, -.r--

SCLK 

SI/TEST 

I 

:,. tSISET .,•,. tSIHLD ..: 

so 

ITESTSET: ITESTH,...L_D _______ """'\ 

\~~! '----· 

X1 

TCK• 

CRS 

STR _J 

. . 
i.--• 
I • 

tSODLY 

I 

'4---...: . . 
tSODLY 

Management Port Clock Timing 

•Externally generated (Figure 4) signal illustrates internal IMR clock phase relationships. 

Carrier Sense Timing 
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SWITCHING WAVEFORMS (Continued) 

X1 

TCK' 

\' I 

'Externally generated (Figure 4) signal illustrates internal IMR clock phase relationships. 

X1 

TCK' 

Expansion Port Input Timing 

I I 

1 tx1 HRL 1 tx1 HRH 
i.-- . *'-

I 

\~_.,___ _ __.! 
tCASET - - tCASET 1 

-~--~\:I 
ACK _ l/711 

I I .-. , tCAHOLD, 

'Externally generated (Figure 4) signal illustrates internal IMR clock phase relationships. 

Expansion Port Output Timing 
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SWITCHING WAVEFORMS (Continued) 

X1 

I 

TCK' 

I 

• tx1HRL • tx1HRH - -
REQ \ : I 

I 

ACK I \\\\\ 
I 

tCASET tCASET 

•• ...... 

\ !JZL7 
I 

COL 

I ----. 
: tCAHOLD 

DAT IN IN 
JAM 

'Externally generated (Figure 4) signal illustrates internal IMR clock phase relationships. 

Expansion Port Collision Timing 

0 0 

X1 

DO+ 

DO-

AUi DO Timing Diagram 

I DOE TD 

,... ____ 80 Bit Times ----• 

AUi Port DO.ETD Waveform 
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SWITCHING WAVEFORMS (Continued) 

IPWODI 
I -. 

IPWOCI 

0 

X1 

TXD+ 

TXP+ 

TXD-

TXP-

' '' ' '' 

AUi Receive Timing Diagram 

1PWKCI 

AUi Collision Timing Diagram 

0 0 

TP Ports Output Timing Diagram 
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IPWKDI 

14396-024A 

1PWKCI 

14396-025A 

0 ETD 
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SWITCHING WAVEFORMS (Continued) 

TXD+ 

IPWPLP -

TXP- /\,..__• __________ !\_ 

1-264 

IPWLP I 

I 

I I -IPWKRD 

IPERLP 

TP Idle Link Test Pulse 

-IPWKRD 

TP Receive Timing Diagram 
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SWITCHING TEST CIRCUITS 

AVoo 

52.3 Q 

DO+ 
DO-

>----.--------0 TEST POINT 

TXD+ 
TXD-

TXP+ 
TXP-

100 pF 154Q 

AVss 

14396C-029B 

AUi DO Switching Test Circuit 

DVoo 

294Q 

>----.--------0 TEST POINT 

100 pF 

Includes test 
jig capacitance 

294 Q 

DVss 

14396C-030B 

TXD Switching Test Circuit 

DVoo 

715 Q 

>-----------oTEST POINT 

100 pF 

Includes test 
jig capacitance 

715Q 

DVss 

14396C-031B 

TXP Outputs Test Circuit 
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APPENDIX 

Glossary 

Active Status 

In a non-collision state, an IMR is considered active if it 
is receiving data on any one of its network ports, or is in 
the process of broadcasting (repeating) FIFO data from 
a recently completed data reception. In a collision state 
(the IMR is generating Jam Sequence), an IMR is con­
sidered active if any one or more network ports is receiv­
ing data. The IMR asserts the REQ line to indicate that it 
is active. 

Collision 

In a carrier sense multiple access/collision detect 
(CSMNCD) network such as Ethernet, only one node 
can successfully transfer data at any one time. When 
two or more separate nodes (DTEs or repeaters) are si­
multaneously transmitting data onto the network, a Col­
lision state exists. In a repeater using one or more IMRs, 
a Collision state exists when more than one network port 
is receiving data at any instant, or when any one or more 
n·etwork ports receives data while the IMR is transmit­
ting (repeating) data, or when the Cl+/- pins become ac­
tive (nominal 10 MHz signal) on the AUi port. 

Jam Sequence 

A signal consisting of alternating 1 sand Os that is gener­
ated by the IMR when a Collision state is detected. This 
signal is transmitted by the IMR to indicate to the net­
work that one or more network ports in the repeater is 
involved in a collision. 

Network Port 

Any of the eight 1 OBASE-T ports or the AUi port present 
in the IMR (i.e. not the Expansion Port or the Manage­
ment Port). 

Partitioning 

A network port on a repeater has been partitioned if the 
repeater has internally 'disconnected' it from the repeat­
er due to localized faults that would otherwise bring the 
entire network down. These faults are generally cable 
shorts and opens that tend to cause excessive collisions 
at the network ports. The partitioned network port will be 
internally re-connected if the network port starts behav­
ing correctly again, usually when successful 'collision­
less' transmissions and/or receptions resume. 

Receive Collision 

A network port is in a Receive Collision state when it de­
tects collision and is not one of the colliding network 
'nodes'. This applies mainly to a non-transmitting AUi 
port because a remote collision is clearly identified by 
the presence of a nominal 10 MHz signal on the Cl+/­
pins. However, any repeater port would be considered 
to be in a receive collision state if the repeater unit is re­
ceiving data from that port as the 'one-port-left' in the 
collision sequence. 

Transmit Collision 

A network port is in a Transmit Collision state when colli­
sion occurs while that port is transmitting. On the AUi 
port, Transmit Collision is indicated by the presence of a 
nominal 10 MHz signal on the Cl+/- pins while the AUi 
port is transmitting on the DO+/- pins. On a 1 OBASE-T 
port, Transmit Collision occurs when incoming data ap­
pears on the RXD+/- pins while the 1 OBASE-T port is 
transmitting on the TXD+/- and TXP+/- pins. 
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CHAPTER 1 
OVERVIEW 

The LANCE (Local Area Network Controller for Ethernet) is a 
48-pin VLSI device designed to greatly simplify interfacing a 
microcomputer or minicomputer to an IEEE 802.3/ 
Ethernet/Cheapernet Local Area Network. In addition to 
transferring data packets to and from the Ethernet transceiver, 
the LANCE has the ability to manage the data buffers in 
memory. Figure 1-1 is a block diagram of the LANCE. 

This technical manual discusses the hardware and software· 
considerations that may be useful for the user designing sys­
tems around the Am7990 LANCE. It examines the LANCE 
interfaces with typical microprocessors to show the flexibility 
under different environments. Bus bandwidth, bus latency, and 
system performance are discussed for different architectures. 

The flowcharts of software drivers, along with some guidelines, 
are introduced for a better understanding of how the part may 
be programmed and used in typical applications. No attempt is 
made to explore software issues relating to the upper layer 
protocols of the ISO model. 
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As a communication controller, the LANCE manages descrip­
tor rings and data buffers in memory for both transmitting and 
receiving data. It shares DMA access to this memory with other 
master bus devices such as CPUs. 

In the transmitting mode, the .LANCE transfers data from the 
current buffer to a 48-byte (FIFO) register in the LANCE called 
a Silo. The output of the Silo is serialized and then goes to a 
Serial Interface Adapter (SIA), the Am7992B. Design consider­
ations for the SIA are not discussed in this manual. The output 
cif the SIA is connected to the Ethernet lines through a 
transceiver. A pin-for-pin compatible IEEE 802.3/ 
Ethernet/Cheapernet transceiver, Am7996, is available from 
AMD. 

In the receiving mode, the SIA receives data from the Ethernet 
cable. It transfers the data to the Silo in the LANCE. The 
LANCE transfers the data from the Silo to the current buffer in 
local memory. Figure 1-2 is a simplified diagram of the data 
flow. 

To initialize the LANCE, it must be in the Bus Slave mode. 
When CS is active, the LANCE is in the Bus Slave mode. 
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The LANCE is initialized by entering configuration parameters 
into the four Control and Status Registers (CSR) and into an 
Initialization Block of 12 words. CSRo contains interrupt and 
error status flags and control bits. CSR1 and CSR2 contain the 
address of the Initialization Block. CSR3 contains control bits 
to configure Byte Swap (BSWP), ALE Control (ACON), and 
Byte Control (BCON). The Initialization Block contains pointers 
to the descriptor rings and their length. 

Buffer management is accomplished through message 
descriptors organized in ring structures in memory. Each 
message descriptor entry is four words long. There are sepa­
rate descriptor rings for transmitting and receiving. Packets to 
be transmitted are loaded into buffers by the CPU and the 
addresses and lengths of the buffers are stored in consecutive 
entries in the Transmit Descriptor ring. Then, the ownership bit 
is set in each entry indicating that the LANCE owns the buffers. 
The LANCE polls the first descriptor entry and when it finds 
that it owns it, it proceeds to transmit the packet. 

The LANCE maintains a copy of the descriptor entry that points 
to the current buffer. If the current buffer entry is not the final 
buffer for the packet being sent, the LANCE maintains a copy 
of the descriptor ring entry for the next buffer to be transmitted 
in the look-a-head buffer. 

When a Receive Descriptor Ring entry is empty, the ownership 
bit for it is set meaning that the buffer ii points to is available to 
the LANCE to store an incoming packet. After the LANCE has 
stored a packet in the buffer or filled the buffer, it resets the 
ownership bit thus giving control of the buffer to the host. It then 
polls the next descriptor entry to see if the next buffer is avail­
able for additional incoming packets. 

The LANCE also enters status information into the descriptor 
entries. 

It is recommended that the reader refer to the LANCE Data 
Sheet for further detail such as timing. 

1.1 EARLY DESIGN STAGE TESTING 
As with any other peripherals, a hierarchical approach should 
be taken to integrate the LANCE into a system for proper oper­
ation. The following outline shows the order in which the vari­
ous LANCE functions should be developed and tested. 

- RESET 
- BUS SLAVE OPERATION 
- INITIALIZATION 
- BUS MASTER OPERATION 
- DIAGNOSTICS 
- NORMAL OPERATION 

The initialization, Bus Master operation, and the diagnostic 
steps are closely tied together, such that each step requires the 
proper operation or arrangement of the other steps. A brief 
discussion of significant points for each step follows. A detailed 
description appears later in this chapter. 
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1.2 RESET 
There are two ways to reset the LANCE: Hard Reset (RESET 
input to the LANCE), and Soft Reset (by setting the stop bit in 
CSR0). Reset causes the LANCE to cease operation and clear 
its internal logic. 

Control Status Registers (CSRo CSR3) contents are affected 
as follows: 

- CSR0 is cleared. (Stop bit gets set.) 
- CSR3 is cleared. 
- CSR1, CSR2 undefined by reset. 

The LANCE operation may be resumed by setting the STAT bit 
in CSRo after it is stopped. However, the above condition 
implies that when the LANCE is stopped (Soft Reset), CSR3 
must be reprogrammed if the LANCE interface had been con­
figured for non-default values. If CSR3 has a non-zero value, it 
must be reloaded each time that the stop bit is set. 

1.3 BUS SLAVE OPERATION 
The LANCE enters the Bus Slave mode whenever CS 
becomes active. This mode is used for accessing the four 
Control Status Registers (CSRo. CSR1, CSR2, CSR3), and the 
Register Address Pointer (RAP). It takes the CPU normally two 
separate cycles to access CSR0-CSR3. The first cycle selects 
the CSR by writing to RAP, and the second cycle accesses the 
CSR pointed to by RAP. RAP is a latch and is not changed until 
it is rewritten; therefore, accessing the same CSR does not 
require the register select cycle. 

During Bus Master Mode operation, the LANCE uses the pa­
rameters contained in CSR1-CSR3. Therefore, LANCE opera­
tion must be stopped by setting the Stop bit in CSRo whenever 
CSR1-CSR3 accesses are required. The LANCE and CPU 
interface can be tested by writing and then reading the Control 
Status Registers (CSR0-CSR3). 

The CPU communicates with the LANCE in a handshake se­
quence by asserting the DAS signal as a request for Data 
Transfer, and receiving the READY output from the LANCE in 
return as an acknowledge, (refer to the LANCE Data Sheet for 
Bus Slave Timing and Read/Write operation). Note that there 
are two different types of delays involved in accessing the 
CSRs. The shorter delays refer to accesses to CSRo, CSR3, 
and RAP. The longer delays refer to accesses to CSR1 and 
CSR2. Proper operation of the LANCE in Bus Slave Mode is a 
prerequisite for the LANCE to operate in Bus Master Mode. 



1.4 INITIALIZATION PROCEDURE 
The LANCE is initialized (configured) for a desired operation by 
programming the CSR registers (CSR1-CSR3) and providing 
the parameters required by the LANCE in the Initialization 
Block. Proper initialization is a prerequisite for the LANCE op­
eration in Bus Master mode. Refer to Figure 1-3 and Figure 
1-4. 

1.4.1 CSR PROGRAMMING 
Depending upon which processor is to be interfaced to the 
LANCE, ACON, BCON, and BSWP in the Control Status Reg­
ister 3 (CSR3) must be programmed when initializing the 
LANCE. 

ACON (ALE control) defines the polarity of ALE signal when 
the LANCE is in Bus Master Mode. Multiplexed buses use this 
signal (ALE) to _latch the least significant part of the Address 
Bus (A15:Ao). 

BCON (byte control) redefines the byte mask 1/0 pins (pins 15 
and 16) for different ways to handle odd address boundaries 
and redefines HOLD 1/0 pin 17 to configure the LANCE as a 
daisy-chain system. 

15 14 13 12 11 10 

When BCON = 0, pins 15, 16, and 17 are defined as BM 0, 
BM 1, and HOLD. Pins 15 and 16 specify byte selection on the 
DAL lines as whole word, upper byte, lower byte, or none. Pin 
17, HOLD, is asserted by LANCE whenever it requires access 
to memory. 

When BCON = 1, these pins are defined as BYTE, BU SAKO, 
and BUSRQ. The BYTE line (pin 15) is used in conjunction 
with the least significant bit of the OMA address to specify byte 
selection as whole word, lower output. If the LANCE is not 
requesting the bus and it receives HDLA BU SAKO is driven 
low. If the LANCE is requesting the bus when it receives HDLA 
BU SAKO will remain high. BUSRQ pin 17, will only be as­
serted if pin 17 is high prior to assertion when in the daisy chain 
configuration. 

The BSWP bit in CSR3 determines if the LANCE treats the 
high byte as the most significant or least significant byte when 
writing into the Silo (Bus Master Mode, read operation) or when 
reading it from the Silo (Bus Master Mode, write operation). 
This function facilitates operation with different 16-bit micropro­
cessors. When BSWP = 1, the LANCE will swap the high and 
low bytes on OMA transfers between the Silo and and bus 
memory. 
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15 2 1-0 

IADR 00 CSR1 

15 8 7 0 

RES IADR CSR2 

15 2 0 

RES I BSWP I ACON I BCON I CSR3 

06363A-2 

Figure 1-3 Control and Status Registers in LANCE 

2-7 



31-29 28-24 23 Transmit Descriptor Ring Pointer 

I TLEN I RES I TORA 000 

31-29 28-24 23 Receive Descriptor Ring Pointer 3 2-0 

I RLEN I RES I RORA 000 

63 Logical Address Filter 0 

LAD RF 

47 Physical Address 0 

PADR I o 

15 14 
Mode Register 

7 6 5 4 3 2 

IPROM I RES I INTL I DRTY I COLL I DTCR I LOOP I DTX DRX 

Initialization Block 

15 0 

I LADR I TM Do 

15 14 13 12 11 10 9 8 7 0 

I OWN I ERR RES IMOREI ONE DEF STP ENP HADR TMD1 

15 12 11 0 

1111 BCNT I TMD2 

15 14 13 12 11 10 9 

I BUFF I UFLO I RES I LCOL I LCAR I RTRY I TOR TMD3 

Transmit Message Descriptor Ring Components 

15 

LADR RM Do 

15 14 13 12 11 10 

I OWN I ERR I FRAM I OFLO I CRC I BUFF I STP ENP HADR RMD1 

15-12 11 0 

1111 BCNT I RMD2 

15-12 11 0 

RES MCNT I RMD3 

Receive Message Descriptor Ring Components 

Figure 1-4 Initialization Block and Descriptor Rings 
06363A-3 

2-8 



Table 1-1. Processor Interface Requirements 

Z8000 8086 68000 LSl-11 

Dedicated Z-bus Multibus Versabus Q-bus 
buses (multiplexed) (multiplexed) (demultiplexed) (multiplexed) 

Address 
latch enable AS ALE* ALE ALE 

polarity 

Byte Byte/Word Upper Upper and Byte/Word 
addressing signal Byte Strobe lower signal 
of memory strobes 

Even address Even address Even address Even address 
Memory accesses upper accesses lower accesses upper accesses lower 

organization byte; odd address byte; odd address byte; odd address byte; odd address 
accesses lower accesses upper accesses lower accesses upper 

byte byte 

*The Am7990 Tri-states ALE; the 8086 does not. 

Table 1-1 shows how to program CSR3 when interfaced to 
different processors. CSR1 and CSR2 are programmed to con­
tain a pointer to the Initialization Block. 

1.4.2 INITIALIZATION BLOCK 
This block contains the operating parameters necessary for 
device operation. The Initialization Block is 12 words long in 
contiguous memory starting on a word boundary (See Figure 
1-3). The Initialization Block contains: 

• Mode of operation (Mode Register) 
• Physical Address 
• Logical Address Mask 
• Location of Transmit and Receive Descriptor Rings 
• Number of entries in Transmit and Receive Descriptor 

Rings. 

1.4.3 DIAGNOSTICS 
The Mode Register in the Initialization Block is used to set up 
the LANCE for diagnostic or normal operation. There are four 
user-programmable diagnostic modes. Each mode requires 
the user to change bits in the Mode Register and reinitialize the 
LANCE. The four modes are listed as follows: 

1. Internal Loopback 
2. CRC Logic Check 
3. Collision Detection and Retry Logic 
4. External Loopback. 

The detailed description of the diagnostic functions and flow­
charts appear in a later section of this technical manual. 

1.4.4 NORMAL OPERATION 
Once the LANCE interface with the system is checked out both 
in Bus Master and Bus Slave Mode, and the internal logic of 
the LANCE has been tested in diagnostic mode for both inter­
nal and external loopback test, the LANCE can be configured 
for normal operation via the Initialization Block. The user nor­
mally initializes the LANCE once for normal operation. Any 
change in the LANCE configuration requires the re-initialization 

byte byte 

of the LANCE. The user must make sure to process all the 
transmitted or received packets and rearrange the packets 
queued for transmission in the Transmit Ring before re­
initializing the LANCE. This is necessary since, upon re­
initialization, the LANCE sets its pointers to the beginning of 
the Transmit and Receive Rings. 

1.5 BUS MASTER OPERATION 
The LANCE must be in Bus Master mode to access the exter­
nal memory. Local memory external to the LANCE is used for 
the Initialization Block, transmit/receive rings, and 
transmit/receive buffers. HOLD and HLDA of the LANCE both 
active indicate that the LANCE is a Bus Master. The HLDA 
input to the LANCE may be directly connected to the HOLD 
output from the LANCE. This is desirable in some applications. 

To guarantee that the LANCE is not switched into Slave Mode 
inadvertently, CS must not be asserted when the LANCE in 
Bus Master Mode (HLDA active). This is usually guaranteed by 
design when the LANCE and CPU share the same bus. 
However, in a dual port RAM design in which the LANCE is not 
on the same bus with the CPU, some external logic is required 
to monitor and control HOLD and HLDA before a CS is as­
serted. 

Each OMA cycle initiated by the LANCE consists of 6 T-states 
(600 ns) plus any additional wait states (Tw) which is required 
for slower memories. Wait states may be added between T4 
and TS of the LANCE OMA cycle. The READY input to the 
LANCE inserts wait states in 100 ns increments. To guarantee 
that no Wait State is added to the bus cycle, the READY signal 
input to the LANCE must be asserted within 80 ns (max), fol­
lowing the falling edge of the ALE signal. Memory chips with 
600 ns (max) cycles time and an access time of 280 ns from 
ALE falling edge, or 355 ns from Address Valid, can be used 
without adding any Wait States to the LANCE OMA cycles. 

It is possible for one or more wait states to be added to the 
LANCE OMA cycle even with fast memory chips if the timing 
specification of the LANCE is not met. It is recommended that 
the memory cycle sequencer be synchronized with the falling 
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edge of DAS and that READY be asserted within 80 ns follow­
ing the falling edge of ALE in order to assure that no wait states 
are added. 

In the Bus Master Mode, the LANCE has two types of OMA 
transfers: burst or single OMA cycle. Each burst transfer uses 
eight OMA cycles and transfers eight 16-bit words unless fewer 
than eight words remain to be transferred. Separate single 
word OMA cycles are used to access the transmit/receive rings 
and the Initialization Block. 

The LANCE is equipped with some additional features, includ­
ing two transceiver control signals, DALI (DAL In) and DALO 
(DAL Out). When in Bus Master Mode, the LANCE asserts 
DALI and DALO to enable the data transceivers for Read and 
Write operations. DALI is asserted only during the data portion 
of a read transfer. DALO is asserted during the write operation 
to enable the transceiver for both address and data 
(multiplexed Address/Data), and also during the read operation 
to transfer the address (refer to the LANCE Data Sheet). It is 
important to note that, during the read operation, there is a 
delay from deassertion of DALO to assertion of DALI or vice 
versa. This is to prevent bus contention which would cause 
electromagnetic interlerence (EMI). 

1.6 GENERAL DESCRIPTION 
The Am7990 (LANCE) is designed to operate in an environ­
ment that includes close coupling with a local memory and a 
microprocessor (HOST). The Am7990 LANCE is programmed 
by a combination of registers and data structures resident 
within the chip and in memory. There are four Control and 
Status Registers (CSRs) within the chip which are 
programmed by the HOST device. Once enabled, the chip has 
the ability to access memory locations to acquire additional 
operating parameters. 

The Am7990 has the ability to do independent buffer manage­
ment as well as transfer data packets to and from the Ethernet 
There are three memory structures accessed by the Chip: 

1. Initialization Block-12 words in contiguous memory start­
ing on a word boundary. It also contains the operating pa­
rameters necessary for device operation. The Initialization 
Block is comprised of: 

• Mode of Operation 
• Physical Address 
• Logical Address Mask 
• Location of Receive and Transmit Descriptor Rings 
• Number of Entries in Receive and Transmit Descriptor 

Rings 

2. Receive and Transmit Descriptor Rings-Two ring 
structures, one each for incoming and outgoing packets. 
Each entry in the rings is 4 words long and each entry must 
start on a quadword boundary. The Descriptor Rings are 
comprised of: 

• The address of a data buffer. 
• The length of that data buffer. 
• Status information associated with the buffer. 

3. Data Buffers-Contiguous portions of memory reserved for 
packet buffering. Data buffers may begin on arbitrary byte 
boundaries. 
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In general, the programming sequence of the chip may be 
summarized as: 

1. Programming the chip's CSRs by a host device to locate an 
Initialization Block in memory. The byte control, byte 
addressing, and address latch enable modes are defined 
here also. 

2. The chip loads itself with the information contained within 
the Initialization Block. 

3. The chip accesses the descriptor rings for packet handling. 

The parallel interlace of the Local Area Network Controller for 
Ethernet (LANCE) has been designed to be "friendly" or easy 
to interlace to a variety of popular 16-bit microprocessors. 
These microprocessors include the following: Z8000, 8086, 
68000 and LSl-11. The LANCE has a 24-bit wide linear ad­
dress space when it is in the Bus Master Mode allowing it to 
OMA directly into the entire address space of the above micro­
processors. 

A programmable mode of operation allows byte addressing in 
one of two ways: A Byte/Word control signal compatible with 
the 8086 and Z8000, or an Upper Data Strobe and Lower Data 
Strobe signal compatible with microprocessors such as the 
68000. A programmable polarity on the Address Strobe signal 
eliminates the need for external logic. The LANCE interlaces 
with both multiplexed and demultiplexed data buses and 
features control signals for address/data bus transceivers. See 
Figure 1-5. 

During initialization, the CPU loads the starting address of the 
Initialization Block into two internal control registers. The 
LANCE has four internal control and status registers (CSRo 1 
2, 3) which are used for various functions such as the loading 
of the Initialization Block address, different programming 
modes and status conditions. The host processor commun­
icates with the LANCE during the initialization phase-for 
demand transmission and periodically to re.ad the status bits 
following interrupts. All other transfers to and from the memory 
are handled as OMA under microword control. 

Interrupts to the microprocessor are generated by the LANCE 
upon: 1) completion of its initialization routine, 2) the reception 
of a packet, 3) the transmission of a packet, 4) transmitter 
timeout error, 5) a missed packet and 6) memory error. 

The cause of the interrupt is ascertained by reading CSR0. Bit 
(06) of CSR0, (INEA) enables or disables interrupts to the 
microprocessor. In systems where polling is used in place of 
interrupts, bit (07) of CSRo (INTR) indicates an interrupt condi­
tion. 

The basic operation of the LANCE consists of two, distinct 
modes: transmit and receive. In the transmit mode, the LANCE 
chip directly accesses data (in a transmit buffer) in memory. It 
prefaces the data with a preamble, sync pattern, and calc­
ulates and appends a 32-bit CRC. This packet is then ready for 
transmission to the Am7992A SIA. On transmission, the first 
byte of data loads into the 48-byte FIFO. The LANCE then 
begins to transmit preamble while simultaneously loading the 
rest of the packet into FIFO for trans.mission. 
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ADDRESS BITS 
BITS 0-15 16-23 CONTROL 

DATA BITS 
0-15 

BUFFER 

LATCH 

ALE 

b. Demultiplexed Bus 

ADDRESS BITS 
0-23 

Ao-A1s 

A15-A23 

Ao-A23 

LATCH 

DATA/ADDRESS 
BITS 0-15 

LANCE 

1---r~----, ALE 

BUFFER 

DECODE 

/L----t ADDRESS 
,.-----t BITS 16-23 

1----•ICS 

Figure 1-5 LANCE/CPU Interfacing 

LANCE 

DF000390 

DF000140 

2-11 



In the receive mode, packets are sent via the SIA ·_to the 
LANCE. The packets are loaded into the 48-byte FIFO for 
preparation of automatic downloading into buffer memory. A 
CRC is calculated and compared with the CRC appended to 
the data packet. If the calculated CRC checksum doesn't agree 
with the packet CRC, an error bit is set. 

1.7 PIN DESCRIPTION 
DALoo­
DAL1s 

READ 

BMo/ 
BYTE 
BM1i 
BU SAKO 
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Data/Address Lines (Input/Output 3-State) 
The time multiplexed Address/Data bus. During 
the address portion of a memory transfer, 
DALoo-DAL1s contains the lower 16 bits of the 
memory address. The upper 8 bits of address 
are contained in Ais-A23. 

During the data portion of a memory transfer, 
DALoo-DAL1 s contains the read or write data, 
depending on the type of transfer. 

The LANCE drives these lines as a Bus Master 
and as a Bus Slave. 

High Order Address Bus (Output 3-State) 
Additional address bits that access a 24-bit ad­
dress space. These lines are driven as a Bus 
Master only. 

(Input/Output 3-State) 
Indicated the type of operation to be performed 
in the current bus cycle. This signal is an output 
when the LANCE is a Bus Master. 

High - Data is taken off the DAL by the 
LANCE. 

·Low - Data is placed on the DAL by the 
LANCE. 

The signal is an input when the LANCE is a Bus 
Slave. 

High - Data is placed on the DAL by the 
LANCE. 

Low - Data is taken off the DAL by the 
LANCE. 

1/0 pins 15 and 16 are programmable through 
bit (00) of CSR3 

BMo, BM1 

If CSR3 (00) BCON = 0, 
1/0 Pin 15 = BMo (Output 3-state) 
110 Pin 16 = BM1 (Output 3-state) 

BMo, BM1 (Byte Mask). This indicates the 
byte(s) on the DAL are to be read or written 
during this bus transaction. The LANCE/ drives 
these lines only as a Bus Master. It ignores the 
Byte Mask lines when it is a Bus Slave and 
assumes word transfers. 

Byte selection using Byte Mask is done as 
described by the following table. 

BM1 BMo 

LOW LOW Whole Word 
LOW HIGH Upper Byte 
HIGH LOW Lower Byte 
HIGH HIGH None 

BYTE, BUSAKO 

If CSR3 (00) BCON = 1, 
110 Pin 15 = BYTE (Output 3-state) 
110 Pin 16 = BUSAKO(Output) 

Byte selection may also be done using the 
BYTE line and DALoo line, latched during the 
address portion of the ·bus cycle. The LANCE 
drives BYTE only as a Bus Master and ignores it 
when ·a Bus Slave selection is done (similar to 
BM0,BM1. 

Byte selection is done as outlined in the follow­
ing table. 

BYTE DALoo 

LOW LOW Whole Word 
LOW HIGH Illegal Condition 
HIGH LOW Lower Byte 
HIGH HIGH Upper Byte 

BUSAKO isabusrequestdaisychainoutput. If 
the chip is not requesting the bus and it received 
HLDA, BUSAKO will be driven low. If the 
LANCE is requesting the bus when it received 
HLDA, BUSAKO will remain high. 

Byte Swapping 
In an effort to be compatible with the variety of 16-bit micropro­
cessors available to the designer, the LANCE may be 
programmed to swap the position of the upper and lower order 
bytes on data involved in transfers with the internal FIFO. 

Byte swapping is done when BSWP = 1. The most significant 
byte of the word in this case will appear on DAL lines 7-0 and 
the least significant byte on DAL lines 15-8. 

When BYTE = H (indicating a byte transfer) the table indicates 
on which part of the 16-bii data bus the actual data will appear. 

Whenever the byte swap is activated, the only data that is 
swapped is data traveling to and from the Silo. 

Mode Bits 

BSWP = 0 BSWP = 1 
Signal Line and BCON = 1 and BCON = 1 

BYTE= Land Word Word 
DALoo = L 

BYTE= Land Illegal Illegal 
DAloo = H 

BYTE= Hand Upper Byte Lower Byte 
DALoo = H 

BYTE= Hand Lower Byte Upper Byte 
DALoo = L 

Chip Select {Input) 
.Indicates, when asserted, that the LANCE is the 
slave device of the data transfer. CS must be 
valid throughout the data portion of the bus 
cycle. CS must not be asserted when HLDA is 
LOW. 



ADR 

ALE/AS 

DAS 

DALI 

HOLD 
BUSRQ 

Register Address Port Select (Input) 
When LANCE is slave, ADR indicates which of 
the two register ports is selected. ADR LOW 
selects register data port; ADR HIGH selects 
register address port, ADR must be valid 
throughout the data portion of the bus cycle and 
is only used by the LANCE when CS is low. 

Address Latch Enable (Output 3-State) 
Used to demultiplex the DAL lines and define 
the address portion of the bus cycle. This 1/0 pin 
is programmable through bit (01) of CSR3. 

As ALE (CSR3 (01 ), ACON = 0), the signal 
transitions from a HIGH to a LOW during the 
address portion of the transfer and remains low 
during the data portion. ALE can be used by a 
slave device to control a latch on the bus ad­
dress lines. When ALE is high the latch is open 
and when ALE goes low the latch is closed. 

As AS (CSR3 (01), ACON = 1), the signal 
pulses LOW during the address portion of the 
bus transaction. The low to high transition of AS 
can be used by a slave device to strobe the 
address into a register. 

The LANCE drives the ALE/AS line only as a 
Bus Master. 

Data Strobe (Input/Output 3-State) 
Defines the data portion of the bus transaction. 
DAS is high during the address portion of a bus 
transaction and low during the data portion. The 
low to high transition can be used by a slave 
device to strobe'bus data into a register. DAS is 
driven only as a Bus Master. 

Data/Address Line Out (Output 3-State) 
An external bus transceiver control line. DALO 
is asserted when the LANCE drives the DAL 
lines. DALO is low only during the address por-
tion if the transfer is a READ. It is low for the 
entire transfer if the transfer is a WRITE. DALO 
is driven only when LANCE is a Bus Master. 

Data/Address Line In (Output 3-State) 
An external bus transceiver control line. DALI is 
asserted when the LANCE reads from the DAL 
lines. It is low during the data portion of a READ 
transfer, and remain high for the entire transfer if 
it is a WRITE. DALI is driven only when LANCE 
is a Bus Master. 

HLDA 

INTR 

RX 

TX 

TENA 

RCLK 

CLSN 

RENA 

TCLK 

READY 

Bus Hold Request (Output Open Drain) RESET 
Asserted by the LANCE when it requires access 
to memory. HOLD is held LOW for the entire 
ensuing bus transaction. The function of this pin 
is programmed through bit (00) of CSR3 Bit (00) 
of CSR3 is cleared when RESET is asserted. 

When CSR3 (00) BCON = 0 

1/0 pin 17 = HOLD(Output Open Drain) 

When CSR3 (00) BCON = 1 

1/0 pin 17 = BUSRQ(Output Open Drain) 

BUSRQ will be asserted only if 1/0 pin 17 is high 
prior to assertion. 

Vee 

Vss 

Bus Hold Acknowledge (Input) 
A response to HOLD. When H LDA is low in 
response to the chip's assertion of HOLD, the 
chip is the Bus Master. HLDA deasserts upon 
the deassertion of HOLD. 

Interrupt (Output Open Drain) 
An attention signal that indicates, when active, 
that one or more of the following CSR0 status 
flags is set: BABL, MERR, MISS, RINT, TINT or 
IDON. INTR is enables by bit 06 of CSR0 (INEA 
= 1 ). INTR remains asserted until the source of 
Interrupt is removed. 

Receive (Input) 
Receive Input Bit Stream. 

Transmit Enable (Output) 
Transmit Output Bit Stream. 

Transmit (Output) 
Transmit Output Bit Stream enable. When as­
serted, it enables the external transmit output. 

Receive Clock (Input) 
A 1 OM Hz square wave synchronized to the 
Receive data and only active while receiving an 
Input Bit Stream. 

Collision (Input) 
A logical input that indicates that a collision is 
occurring on the channel. 

Receive Enable (Input) 
A logical input that indicates the presence of 
carrier on the channel. 

Transmit Clock (Input) 
1 OMHz clock. 

(Input/Output Open Drain) 
When the LANCE is a Bus Master, READY is an 
asynchronous acknowledgement from the bus 
memory that it will accept data in a WRITE cycle 
or that it has put data on the DAL lines in a 
READ cycle. 

As a Bus Slave, the LANCE asserts READY 
when it has put data on the DAL lines during a 
READ cycle or is about to take data off the DAL 
lines during a write cycle. READY is a response 
to DAS and will return HIGH after DAS has gone 
HIGH. READY is an input when the LANCE is a 
Bus Master and an output when the LANCE is a 
Bus Slave. 

(Input) 
Bus Reset Signal. Causes the LANCE to cease 
operation, clea.rs its internal logic, and enter an 
idle state. The stop bit in CSR0 is also set. 

A 3.3K pull-up resistor should be used at the 
RESET pin of the LANCE. 

Power supply pin +5 volts ±5%. 

A 0.1 µ.f and a 1 Oµ.f decoupling capacitors 
should be used for Vee to Vss. 

Ground Pins 1 and 24 should be connected 
together externally, as close to the chip as 
possible. 
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1.8 FUNCTIONAL DESCRIPTION 
1.8.1 ADDRESSING 
Packets can be received using 3 different destination 
addressing schemes: physical, logical, and promiscuous. 

The first type is a full comparison of the 48-bit destination 
address in the packet with the node address programmed into 
the LANCE during an Initialization cycle. 

There are two types of logical address. One is group type mask 
where the 48-bit address in the packet is put through a hash 
filter in order to map the 48-bit physical addresses into 1 of 64 
logical groups. If any of these 64 groups have been 
preselected as the logical address, then the 48-bit address is 
stored in main memor"Y. At this time, a look up is performed 
comparing the 48-bit incoming address with the prestored 48-
bit logical address. The mode can be useful if sending packets 
to all of a particular type of device simultaneously (i.e., send a 
packet to all file servers or all printer servers). Additional details 
on logical addressing can be found in the INITIALIZATION 
section under "Logical Address Filter". The second logical ad­
dress is a broadcast address where all nodes on the network 
receive the packet. 

The last receive mode of operation is the so-called 
"promiseuous mode" in which a node will accept all packets on 
the coax regardless of their destination address. 

1.8.2 COLLISION DETECTION AND 
IMPLEMENTATION 
The Ethernet CSMNCD network access algorithm is imple­
mented completely within the LANCE. In addition to listening 
for a clear coax before transmitting, Ethernet handles collisions 
in a predetermined way. Should two transmitters attempt to 
seize the coax at the same time, they will collide and the data 
on the coax will be garbled. The transmitting nodes listen while 
they transmit, detect the collision, then continue to transmit for 
a predetermined length of time to "jam" the network and 
ensure that all nodes have recognized the collision. The 
transmitting nodes then delay a random amount of time 
according to the Ethernet "truncated binary backoff" algorithm 
in order that the colliding nodes don't try to repeatedly access 
the network at the same time. Up to 16 attempts to access the 
network are made by the LANCE before reporting back an 
error due to excessive collisions. 

COLLISION JAM 
Collisions are detected by monitoring the CLSN 1/0 pin. If 
CLSN becomes asserted during a frame transmission, TENA 
will remain asserted for at least 32 additional bit times 
(includingCLSN synchronization). This additional transmission 
after collision .is called COLLISION JAM. If collision occurs 
during the transmission of the preamble, the LANCE continues 
to send the preamble followed by a JAM pattern. If collision 
occurs after the preamble, the LANCE sends the JAM pattern 
following the transmission of the current byte. The JAM pattern 
is any pattern except the CRC bytes. 

COLLISION DURING RECEPTION 
If CLSN becomes asserted during the reception of a packet, 
this reception is immediately terminated. The action taken 
depends on the timing of collision detection. The packet is 
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rejected and the Silo pointer is reset if the collision occurs 
within six byte times (4.8us) because of an address mismatch. 
The packet is rejected as a runt packet if the collision occurs 
within 64 byte times (51.2us). If a collision occurs after 64 byte 
times (late collision), a truncated packet is written to the 
memory buffer with the CRC error bit usually set in the Status 
Word of the receive ring. Late collision error is not recognized 
in receive mode. 

COLLISION DURING TRANSMISSION 
When a transmission is terminated due to the assertion of 
CLSN (a collision within the first 64 byte times of the packet), 
the LANCE retries it 15 times. The LANCE does not re-read the 
descriptor entries from the 'TX ring upon each collision. The 
descriptor entries for the current buffer are internally saved. 
The scheduling of the retransmissions is determined by a con­
trolled randomized process called "truncated binary exponen­
tial backoff''. Upon the completion of the COLLISION JAM 
interval, the LANCE calculates a delay before retransmitting. 
The delay is an integral multiple of the slot time. The slot time is 
64 byte times (512 bit times). The number of slot times to delay 
before the nth retransmission is chosen as a uniformly dis­
tributed random integer in the range of: 

O,,,; r < 2k 

where: k = minimum (n, 10) 

For example, if this is the third retry, 

n=3 
k = min(3, 10) = 3. 
23 = 8 
Therefore, r is a random number from zero to eight. 

If all 16 attempts fail, the LANCE sets the RTRY bit in the 
current Transmit Message Descriptor 3 (TMD3) in memory, 
gives up ownership (sets the own bit to zero) for this packet, 
and processes the next packet in transmit ring for transmis­
sion. If a late collision occurs, the LANCE does not transmit the 
same packet again. It terminates the transmission, notes the 
LCOL error in TMD3, and transmits the next packet in the ring. 

COLLISION • MICROCODE INTERACTION 
The microprogram uses the time provided by Collision Jam, 
lnterpacket Delay, and the backoff interval to restore the ad­
dress and byte counts internally and to start loading the Silo in 
anticipation of retransmission. To utilize the channel properly, it 
is important that the LANCE be ready to transmit when the 
backoff interval elapses. 

TIME DOMAIN REFLECTOMETRY 

The LANCE contains a time domain reflectometry counter 
(TOR). The TOR counter is ten bits wide. It counts at a 1 OMHz 
rate. It is cleared by the microprogram and counts upon the 
assertion of RENA during transmission. Counting stops if 
CLSN becomes true or if RENA goes inactive. The counter 
does not wrap around. When the counter reaches a value of all 
ones, that value is held until it is cleared. The value in the TOR 
is written into memory following the transmission of the packet. 
TOR is used to determine the location of suspected cable 
faults. 



COLLISION PAIR TEST (HEARTBEAT, SQE) 
An open in the cable causes a reflection which the coaxial 
cable transceiver detects as a collision. A short in the cable 
causes RENA not to become active or to drop out after becom­
ing active. During the lnterpacket Delay following the negation 
of TENA, the CLSN input is asserted (as a result of collision 
becoming active) by some transceivers as a self-test called 
Heartbeat or SOE (Signal Quality Error) test. If the CLSN input 
is not asserted within 2.0us following the completion of 
transmission (after TENA goes low), then the LANCE will set 
the CERR bit in CSR0. CERR error does not cause an interrupt 
to occur (INTR = 0). 

1.8.3 ERROR REPORTING AND 
DIAGNOSTICS 
Extensive error reporting is provided by the LANCE. Error con­
ditions reported relate to either the network as a whole or to 
data packets. Network-related errors are recorded as flags in 
the CSRs and are examined by the CPU following interrupt. 
Packet-related errors are written into descriptor entries corres­
ponding to the packet. 

System-related errors include: 
1. Babbling Transmitter - Transmitter attempting to transmit 

more than 1518 data by1es in one packet. 

2. Collision - Collision detection circuitry non-functional. 

3. Missed Packet - Insufficient buffer space. 

4. Memory Timeout - Memory response failure 

Packet-related errors include: 
1. CRC - Invalid data 

2. Framing - Packet did not end on byte boundary 

3. Overflow/Underflow - Abnormal latency in servicing a 
OMA request 

4. Buffer - Insufficient buffer space available 

The LANCE performs several diagnostic routines that enhance 
the reliability and integrity of the system. These include a CRC 
logic check and two loopback modes (internal/external). Errors 
may be introduced into the system to check error detection 
logic. A Time Domain Reflectometer is incorporated into the 
LANCE to aid system designers to locate faults in the Ethernet 
cable. Shorts and opens manifest themselves in reflections 
that are sensed by the TOR. 

CYCLIC REDUNDANCY CHECK (CRC) 
The LANCE utilizes the 32 bit CRC function used in the 
Autodin-11 network. Refer to the Ethernet specification (Section 
6.2.4 Frame Check Sequence Field and Appendix C, CRC 
Implementation) for more detail. The LANCE requirements for 
the CRC logic are: 

1. TRANSMISSION - Mode bit 2 (LOOP) = 0, Mode bit 3 
(DTCR) = 0. The LANCE calculates the CRC from the first 
bit following the Start bit to the last bit of the data field. The 
CRC value inverted is appended to the transmission in one 
unbroken bit stream. 

2. RECEPTION - Mode bit 2 (LOOP) = 0. The LANCE per­
forms a check on the input bit stream from the first bit follow­
ing the Start bit to the last bit in the frame. The LANCE 
continually samples the state of the CRC check on framed 

by1e boundaries and, when the incoming bit stream stops, 
the last sample determines the state of the CRC error. 
Framing error (FRAM) is not reported if there is no CRC 
error. 

3. LOOPBACK - Mode bit 2 (LOOP) = 1, Mode bit 3 
(DTRC) = O. The LANCE generates and appends the CRC 
value to the outgoing bit stream as in transmission but does 
not perform the CRC check of the incoming bit stream. 

4. LOOPBACK - Mode bit 2 (LOOP) = 1, Mode bit 3 
(DTRC) = 1. The LANCE performs the CRC check on the 
incoming bit stream as in reception but does not generate or 
append the CRC value to the outgoing bit stream during 
transmission. 

LOOPBACK 
The LANCE normally operates as a halt-duplex device. 
However, to provide an on-line operational test of the LANCE, 
a pseudo-full duplex mode is provided. In this mocie, simulta­
neous transmission and reception of a loopback packet are 
enabled with the following constraints: 

1. The packet length must be from eight to 32 by1es long, 
exclusive of the CRC bits. 

2. Serial transmission does not begin until the Silo contains 
the entire output packet. 

3. Moving the input packet from the Silo to the memory does 
not begin until the serial input bit stream terminates. 

4. CRC may be either generated and appended to the output 
serial bit stream or may be checked on the input serial bit 
stream but not both in the same transaction. 

5. In internal loopback, the packets should be addressed to 
the node itself. If not, the chip must be re-initialized with 
non-matching source and destination addresses after each 
test. 

6. In external loopback, multicast addressing can be used only 
when DTCR = 1 is in the mode register. In this case, the 
user needs to append the CRC by1es. 

7. In external loopback, the Silo pointers sometimes get 
misaligned with heavy traffic on the network. It is recom­
mended that the user repeats the test several times after 
the first time it fails. This can help isolate the failure to Silo 
pointer misalignment or other causes. For detail External 
Loopback Test Procedure, please refer to Appendix C. 

Loopback is controlled by the INTL, DTCR, and LOOP (bits 2, 
3,and 6) of the MODE register. 

1.8.4 BUFFER MANAGEMENT 
A key feature of the LANCE and its on-board OMA channel is 
the flexibility and speed of communication between the LANCE 
and the host microprocessor through common memory loca­
tions. The basic organization of the buffer management is a 
circular queue of tasks in memory called descriptor rings. Refer 
to Figure 1-6 and Figure 1-7. 

The transmit and receive operations are described by separate 
descriptor rings. Up to 128 tasks may be queued on a descrip­
tor ring awaiting execution by the LANCE. Each entry in a 
descriptor ring contains a pointer to a data buffer and an entry 
for the length of the buffer. 

2-15 



2-16 

TRANSMIT DESCRIPTOR FOR 2ND DATA BUFFER 

TRANSMIT DESCRIPTOR FOR 3RD DATA BUFFER 

• 

RECEIVER DESCRIPTOR FOR 2ND DATA BUFFER 

RECEIVER DESCRIPTOR FOR 3RD DATA BUFFER 

• 
• 

TRANSMIT DATA BUFFER #2 

TRANSMIT DATA BUFFER #3 

TRANSMIT DATA BUFFER #N 

RECEIVER DATA BUFFER #1 

RECEIVER DATA BUFFER #2 

RECEIVER DATA BUFFER #3 

RECEIVER DATA BUFFER #N 

Figure 1-6 LANCE/Processor Memory Interface 
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Data buffers can be chained to handle a packet that is longer 
than the buffer. The LANCE searches the descriptor rings in a 
lookahead operation to determine the next empty buffer when 
chaining is needed or when back-to-back packets are being 
received. As each buffer is filled, an OWN bit in the descriptor 
ring entry is reset, allowing the host processor to process the 
data in the buffer. 

RING ACCESS BY THE LANCE 
After the LANCE is initialized and started, the CPU and the 
LANCE communicate via transmit and receive rings (in 
memory) for packet transmission and reception. The LANCE 
contains eight 16-bit registers. The first four registers store the 
four entries in the descriptor that points to the current buffer. 
The other four registers store the same information for the 
descriptor that points to the next buffer to be processed (the 
lookahead buffer). Refer to Figure 1-2. 

TRANSMIT RING BUFFER MANAGEMENT 
After the LANCE has been initialized, whenever the Ethernet is 
inactive, the LANCE automatically polls the first transmit ring 
entry in memory. The polling occurs every 1 .6ms and consists 
of reading the status word (TMD1) of the transmit ring entry 
until it finds the OWN bit and STP bit set to one. The OWN bit 
set to one in the transmit ring indicates a buffer ready to be 
transmitted. The STP bit indicates that this is the start of a 
packet. 

When the LANCE finds that a buffer is to be transmitted, it 
transfers the low order bits of the buffer address from TMDo 
and byte count from TMD2 into the current buffer pointer in 
LANCE. Each of these memory reads is done with a separate 
arbitration cycle for each transfer. The high order bits of the 
address are in TMD1 which have already been transferred. 

If the packet is larger than the buffer, the buffers are data­
chained and the ENP (end of the packet) is zero in all of the 
buffers except the buffer containing the end of the packet. If 
ENP equals zero for the buffer being transmitted, the LANCE 
does one lookahead for the next buffer. The lookahead is done 
in between data transfers to or from the Silo. It consists of one 
single word DMA read (TMD1) to find out if it owns the buffer 
and two more reads, (TMDo and TMD2) if it does own it. 

If LANCE does own the next buffer, it transfers the address and 
byte count of this buffer into the lookahead buffer in the 
LANCE. After the LANCE completes transferring the current 
buffer into the Silo, it dears the OWN bit for this buffer and 
immediately starts loading the Silo from the next buffer. 

If the LANCE finds during the lookahead that it does not own 
the next transmit Descriptor Table Entry (DTE), it will transmit 
the current buffer and update the status of the current ring 
entry by setting the BUFF bit in TMD3. BUFF error causes the 
transmit section of the LANCE to turn off (CSRo. TXON = 0). 
The chip has to be re-initialized to turn transmitter on. 

While transmitting, if a RTRY or LCOL (late collision) occurs, 
the LANCE stops transmitting the packet. It clears the OWN bit 
in TMD1 and sets the TINT bit in CSRo causing an interrupt if 
INEA = 1 (interrupts enabled). The LANCE does not transmit 
the remainder of the buffers in this packet. Instead, it clears the 
own bit and sets the TINT bit in each Descriptor Table Entry it 
polls until it finds a buffer with both the STP bit and OWN bit set 
indicating the start of the next packet to send. 

2-18 

When the transmit buffers are not data-chained (current 
descriptor's ENP = 1 ), the LANCE does not perform any 
lookahead operation. It transmits the current buffer and 
updates the status TMD1 (and TMD3 if an error occurred) and 
then clears the OWN bit in TMD1. The LANCE immediately 
checks the next descriptor in the ring to see if another packet is 
ready to be sent. If it is ready, the LANCE proceeds to read the 
buffer address and byte count and to transmit the packet. If no 
packet is ready, it resumes polling the ring every 1.6ms. 

After each complete packet has been transmitted from the Silo 
to the cable, the LANCE updates the status in TMD1 (and 
TM D3 if an error occurred). Then it releases the last buffer of 
the packet to the CPU. It then immediately polls the transmit 
descriptor ring for another packet to send. This guarantees the 
back-to-back transmission of packets when packets are ready 
to transmit. 

RECEIVE RING BUFFER MANAGEMENT 
When the receiver is enabled, the LANCE polls the first receive 
ring entry once every 1 .6 ms for buffer ownership so that it will 
be ready for the next incoming packet. After the LANCE owns a 
buffer, it reads the remainder of the buffer address (from 
RMDo) and the byte count (from RMD2) into the current buffer 
in the LANCE. After the LANCE has filled the first buffer with 
data from a received packet, it polls the next receive descriptor 
ring entry for the next buffer to fill. 

When a packet arrives from the cable, and the LANCE does 
not own any buffer, it polls the receive ring entry once for the 
buffer. If it does not get the buffer, it sets the MISS error bit in 
CSRo and does not poll the receive ring entry again until the 
packet ends. (In the previous revision, Rev.B, the LANCE 
polled the entry every few microseconds until it either received 
the buffer or the Silo overflowed.) 

Assuming that the LANCE owns a buffer when a packet arrives 
from the cable, the LANCE does one lookahead operation in 
between periods of data transfer from the Silo. The LANCE 
needs to have a buffer ready in case the current buffer needs 
data-chaining. The lookahead operation consists of one single 
word DMA read (RMD1) to find out if it owns the buffer and two 
more reads, (RMDo and RMD2) if it does own it. 

Whether the LANCE owns the next buffer or not, it will transfer 
data from the Silo to the current buffer in burst mode (eight 
words for each DMA arbitration cycle). If the packet being 
received requires data-chaining and the LANCE does not own 
the next buffer, the LANCE updates the current buffer status by 
setting the BUFF error bit. 

If the LANCE does own the next buffer and needs data­
chaining, when the first buffer is full it releases it by clearing the 
OWN bit. It then starts filling the next buffer. In between data 
transfers from the Silo, it does one lookahead operation for 
ownership of the next buffer to be ready for more data-chaining 
if needed. 

After each complete packet has been received and transferred 
from the Silo to the buffers, the LANCE updates the status in 
RMD1 (and RMD3 if an error occurred). Then it releases the 
last buffer of the packet to the CPU. 



1.8.5 LANCE INTERFACE 
CSR bits such as ACON, BCON, and BSWP are used for pro­
gramming the pin functions used for different interfacing 
schemes. For example, ACON is used to program the polarity 
of the Address Strobe signal ALE/ AS. 

BCON is the byte control bit that redefines the BYTE MASK 1/0 
pins to handle odd address boundaries and redefines the 
HOLD 1/0 pin for daisy-chain operation when BCON = 1. In 
addressing word organized, byte addressable memories 
(BCON = 1), the BYTE signal is decoded along with the least 
significant address bit to determine odd or even (upper or lower 
byte) byte address. 

When BCON = 1 in a daisy-chain operation, the BM1 pin is 
used as BUS AKO the HOLD pin is used as BUSRQ and the 
pin HLDA is used. When a OMA controller is used for arbitra­
tion, only the HOLD and HLDA pins are used. 

When BCON = 0, the BYTE MASK pins 15 and 16 (BM o and 
BM 1) are used to specify byte selection on the DAL lines as 
whole word, upper byte, lower byte, or none. 

All data transfers from the LANCE in the Bus Master mode are 
timed by ALE, DAS, and READY . The automatic adjustment 
of the LANCE cycle by the READY signal allows synchroniza­
tion with variable cycle time memory due either to memory 
refresh or to dual port access. Bus cycles are a minimum of 
600ns duration and can be increased in 100ns increments. 

READ SEQUENCE (Master Mode) 
The read memory cycle is started by placing valid addresses 
on DAL00-DAL15 and A15-A23. The BYTE MASK signals are 
asserted to indicate a word, upper byte, or lower byte memory 
reference. READ indicates the type of cycle. ALE or AS are 
pulsed and the trailing edge of either can be used to latch 
addresses. DAL00-DAL15 go into a 3-state mode and DAS 
falls low to signal the beginning of the memory access. The 
memory responds by placing READY low to indicate that the 
DAL lines have valid data. The LANCE then latches memory 
data on the rising edge of DAS which in turn ends the memory 
cycle and READY returns to high. 

Data transfers between the bus transceivers and the LANCE 
are controlled by the DALI and DALO lines. DALI diverts data 
toward the LANCE. DALO diverts data or addresses away 
from the LANCE. During a read cycle, DALO goes inactive 
before DALI becomes active to avoid "spiking" the bus 
transceivers. 

WRITE SEQUENCE (Master Mode) 
The write to memory cycle is similar to the read cycle except 
that the DAL lines change from containing addresses to 
containing data after ALE or AS goes inactive. After data is 
valid on the bus, DAS goes active. Data to memory is held valid 
for some time after DAS goes inactive. 

1.8.6 LANCE OMA TRANSFER 
(Bus Master Mode) 
The LANCE has two types of OMA transfers: Burst Mode and 
Single Word transfers. 

BURST MODE 
Burst mode is used for the transfer of packets between the Silo 
and processor memory. Each burst transfer is eight words long 
and is done in one OMA arbitration cycle. After the LANCE 
receives the bus acknowledge (HLDA = low) signal, it does 
eight word transfers using eight OMA cycles (600 ns per cycle 
minimum) before it releases the bus request signal (HOLD = 
low). 

Burst transfers are always eight word transfers unless the buf­
fer in memory starts on an odd byte boundary or there are 
fewer than eight words remaining to be transferred. If the buffer 
starts on an odd address, one byte and seven words are trans­
ferred on the first burst transfer. If fewer than eight words 
remain to be transferred at the end of a packet, the burst 
transfer transfers as many full words as remain plus a single 
byte (if any) as the last transfer in the burst. 

SINGLE WORD OMA TRANSFERS 
The LANCE initiates single word OMA transfers to access the 
Transmit Descriptor Ring, Receive Descriptor Ring, and In­
itialization Block. The LANCE does not initiate any burst trans­
fers when it owns the descriptor and is accessing the 
descriptor entries (an average of 3 to 4 separate OMA cycles 
are required for a multi-buffer packet) or when it is reading the 
Initialization Block. 

1.8.7 SILO OPERATION 
The Silo provides temporary buffer storage for data being 
transferred between the parallel bus 1/0 pins and the serial bus 
1/0 pins in the LANCE. The capacity of the Silo is 48 bytes. It is 
a first in first out (FIFO) buffer. 

TRANSMIT 
Data is loaded into the Silo from memory under internal micro­
program control. The Silo must have more than eight words (16 
bytes) empty before .the LANCE requests the OMA bus (by 
asserting HOLD). The LANCE starts sending the preamble to 
the cable (providing the line is idle) as soon as the first byte is 
loaded into the Silo from memory. If a collision is detected 
causing the transmitter to back off, loading the Silo continues 
until it contains 32 bytes ready for transmission. Reception has 
priority over transmission during the time that the transmitter is 
backing off. 

RECEIVE 
Data from the cable is loaded into the Silo through the serial 
input shift register during reception. Data is transferred from 
the Silo into memory under internal microprogram control. The 
LANCE waits until the Silo has at least eight words (16 bytes) 
of data before initiating a OMA burst transfer. Neither the 
preamble nor the sync is loaded into the Silo during reception. 

MEMORY BYTE ALIGNMENT 
Memory buffers begin and end on arbitrary byte boundaries. 
Parallel data is byte-aligned between the Silo and DAL lines 
(DAL0-DAL15). Byte alignment can be reversed by setting the 
Byte Swap (BSWP) BIT in CSR3. Byte Swap (BSWP = 1) is 
done only on transfers between the Silo and memory. Refer to 
Table 1-2. 
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Table 1·2. Silo· Memory Byte Alignment 

Word/byte Siio 
In Memory BSWP Byte DAL Pins 

Word from· 0 n 0 - 7 
even memory 0 n + 1 8- 15 
address 1 n 8 - 15 

1 n + 1 0 - 7 

Byte from 0 n 0- 7 
even memory 1 n 8 - 15 
address 

Byte from 0 n 8 - 15 
odd memory 1 n 0-7 
address 

Word to 0 n 0-7 
even memory 1 n + 1 8- 15 
address 

Byte to 0 n 0-7 
even memory 0 x 8- 15 
address 1 n 8- 15 

1 x 0-7 

Byte to 0 x 0-7 
odd memory 0 n 8 - 15 
address 1 x 8- 15 

1 n 0-7 

1.8.8 ETHERNET/IEEE 802.3 INTERFACE 
The Ethernet (or IEEE 802.3 standard) is the data link and 
physical level in the communication system. The LANCE per­
forms the encapsulation/decapsulation function of the data link 
layer and also interfaces the Ethernet through a Serial Inter­
face Adapter (SiA) (Am7992) and a transceiver (Am7995). 

A typical Ethernet/IEEE802.3 node is shown in Figure 1-8. This 
figure also shows a Cheapernet for comparison. Cheapernet 
costs less because it does not require a drop cable to the 
transceiver. The transceiver is a part of the DTE. The bulky 
Ethernet coaxial cable and tap connection is replaced by Rg58 
cable and BNC connectors. Cheapernet runs at the same 
speed as Ethernet. 

SERIAL TRANSMISSION 
Serial transmission consists of sending an unbroken bit stream 
from the TX 1/0 pin of the LANCE. The bit stream has the 
following format: (Refer to Figure 1-9) 

1. Preamble: A stream of alternating ones and zeros 62 bits 
long supplied by LANCE. 

2. Sync.: Two successive ones following the preamble sup-
plied by LANCE. 

3. Destination Address: Six byte address supplied by user. 

4. Source Address: Six byte address supplied by user. 

5. Type: Two byte field for type or length information supplied 
by user. 

6. Data: 46 to 1500 bytes of data serialized with the LSB first 
supplied by user. 
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7. CRC: Four byte cyclic redundancy check code supplied by 
LANCE. It is an inverted 32 bit polynomial calculated from 
the address, type field, and data field. It is not transmitted if 
the transmission of the data field is truncated for any rea­
son, CLSN becomes asserted (collision detected), or 
MODE <3> DTCR = 1 in a normal or loopback transmis­
sion mode. 

The format for the IEEE 802.3 MAC Frame is shown in Figure 
1-10. It is almost identical to the Ethernet format except for the 
labeling and a pad preceding the CRC. The preamble is 
shorter and the sync is longer but the code is identical. 

Transmission is indicated at the 1/0 pin by the assertion of 
TENA with the first bit of the preamble. TENA is negated after 
the last transmitted bit. 

The LANCE starts transmitting the preamble when all of the 
following conditions are met: 
1 . There is at least one byte of data to be transmitted in the 

Silo. 

2. No carrier detected. Both RENA and CLSN are inactive. 

3. The interpacket delay has elapsed. 

4. If a retransmission, the backoff interval has elapsed. 

The lnterpacket Gap Time (IPG) for back to back transmission 
is 9.6 to 10.6 microseconds including synchronization. The 
interpacket delay interval begins immediately after the nega­
tion of the RENA signal. During the first 4.1 us of the IPG, 
RENA is masked internally. 

When the LANCE is waiting for the interpacket delay to elapse, 
it begins transmission immediately after the interpacket delay 
interval, independent of the state of RENA. However, RENA 
must be asserted during the time that TENA is high. Otherwise, 
the LCAR (loss of carrier) bit is set in TMD3 after the packet 
has been transmitted. 

SERIAL RECEPTION 
Serial reception consists of receiving an unbroken bit stream 
on the RX 1/0 pin of the LANCE. The Destination Address and 
data are framed into bytes and enter the Silo. The Source 
Address and Type field are part of the data which are transpar­
ent to the LANCE. They pass through the Silo into memory 
along with the CRC. The LANCE strips off the preamble and 
sync bits. Refer to Figure 1-9 and Figure 1-10. The format is: 

1. Preamble/Start bit: Two ones occurring a minimum of eight 
bit times after the assertion of RENA. The last one is the 
Start bit. 

2. Destination Address: The 48 bits (six bytes) following the 
start bit. 

3. Data: The serialized byte stream following the Destination 
Address. The last four complete bytes are the CRC. 

Reception is indicated at the 1/0 pin by the assertion of RENA 
and the presence of clock on RCLK while TENA is inactive. 
After the eighth RCLK, (about 800ns), after RENA is asserted 
(goes high), the LANCE samples the incoming bits looking for 
the sync bits "11" following a zero. After it finds the sync l;>its, it 
starts calculating CRC on the incoming bits and loading the 
Silo on byte boundaries. 
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The LANCE discards packets with less than 64 bytes (runt 
packet) and reuses the receive buffer for the next packet. This 
is the only case when the LANCE discards a packet. A runt 
packet is normally the result of a collision. 

If RENA is asserted and remains asserted during the first 4.1 us 
of IPG following a receive, the LANCE will not receive the 
packet. If this condition occurs following a transmit, the LANCE 
starts to look for the sync bits (011) about 800ns (8 bit times) 
after the 4.1 us window has elapsed. Therefore, the packet may 
be received correctly if at least 8 bits of the preamble are 
received after the 4.1 us window. Otherwise, the packet may 
contain a CRC error. (The LANCE may be locking to a sync 
pattern in the middle of data.) The packet may be discarded 
because the loss of data during the 4.1 us window made it a 
runt packet. 

If RENA is asserted after the 4.1 us window, the LANCE treats 
this as the start of a new packet. It starts to look for the sync 
bits 8 bit times after RENA becomes active. 

When a received packet terminates, if it does not end on a byte 
boundary, a framing error has occurred. The number of bits left 
over after the last full byte are called dribbling bits. The framing 
error is reported to the user as follows: 

1. If there is no CRC error, then no framing error is reported 
(FRAM = 0) regardless of the number of dribbling bits. 

2. If there is a CRC error, then the framing error is reported 
(FRAM = 1) if there are one or more dribbling bits. 

3. If there are no dribbling bits, there is no framing error. There 
may or may not be a CRC error. 

THE LANCE RECOVERY AND RE-INITIALIZATION 
The transmitter and receiver section of the LANCE are turned 
on via the Initialization Block, Mode Register DRX and DTX 
bits. The state of the transmitter and the receiver are monitored 
through the CSRo AXON, TXON bits). The LANCE must be 
re-initialized to transmit/receive if the transmitter and/or 
receiver has not been turned on during the original initializa­
tion. The LANCE must also be re-initialized if either section 
shuts off because of an error (MERA, UFLO, TX BUFF). 

The LANCE should be re-initialized with care. The user should 
rearrange the descriptors in the transmit and receive rings prior 
to re-initialization. This is necessary because the transmit and 
receive descriptor ring pointers are reset to the beginning of 
the rings during initialization. 

To re-initialize the LANCE, the user must stop the LANCE by 
setting the stop bit in CSR0 prior to setting the INIT bit (in 
CSR0). Because setting the stop bit clears CSR3, this register 
must be reprogrammed unless default values are used for 
BCON, ACON, and BSWP. CSR1 and CSR2 must be reloaded 
when the STOP bit is set. 

The LANCE may be restarted without initialization by setting 
the STAT bit in CSR0. The STAT bit starts the LANCE in 
accordance with the parameters setup in the Mode register. If 
DTX and DRX are set to zero in the Mode Register, the 
transmitter and the receiver will be turned on again when the 
STAT bit is set. However, this method of restart is not recom­
mended if the LANCE stopped in the middle of a transmission 
or reception or if the buffers are data-chained. 
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ETHERNET/IEEE 802.3 DIFFERENCES 
The only differences in the frame formats are: 
1 . The Ethernet labels the first 62 bits preamble and the next 

two bits sync. The IEEE 802.3 labels the first 56 bits 
preamble 'lnd the next 8 bits .sync (SFD). The coding of the 
first 64 bits is identical. 

2. The Ethernet has a two-byte type field to specify the type of 
packet. The length is not specified in the packet. The 
LANCE supplies the packet length during reception. The 
packet length consists of all the bits starting at the destina­
tion address and ending with the last byte of the packet. The 
Ethernet frame consists of the packet plus the preamble. 

3. The IEEE 802.3 has no type field but in its place is a two­
byte length field to specify the amount of data in the packet. 

4. The IEEE 802.3 has a pad field at the end of the data 
portion and preceding the CRC. The use of a pad allows the 
user to send and receive packets that have less than 64 
bytes of data. In contrast, Ethernet requires a minimum 
packet size of 64 bytes for packets that are not data­
chained and 100 bytes for packets that are data-chained. 

5. Ethernet, Version 2, specifies that the collision detect of the 
transceiver must be activated during the interpacket gap 
time. 

1.9 LANCE REGISTERS AND 
BUFFERS 
There are four Control and Status Registers (CSRs) resident 
within the chip. CSR0 contains the current status information 
during operation and the Start, Stop, and Initialize control sig­
nals. CSR1 and CSR2 contain the address in memory of the 
Initialization Block. CSR3 contains control bits for Byte Swap, 
ALE Control, and Byte Control. These registers are described 
following a description of the two ports used to access the 
CSRs. The CSRs are accessed through two bus-addressable 
ports, an address port (RAP) and a data port (RDP). 

1.9.1 ADDRESS AND DATA PORTS 
The CSRs are accessed in a two-step operation. The address 
of the CSR to be accessed is written into the address port 
(RAP) during a bus slave transaction. During a subsequent bus 
slave transaction, the data being read from (or written into) the 
data port (RDP) is read from (or written into) the CSR selected 
in the RAP. 

Once written, the address in RAP remains unchanged until 
rewritten. 

To distinguish the data port from the address port, a discrete 
1/0 pin is provided. 

ADR 1/0 Pin Port 

L 
H 

Register Data Port (RDP) 
Register Address Port (RAP) 
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REGISTER ADDRESS PORT (RAP) 

Bit Name 

0 

~SR SELECT 
~~~~~~~~~~-RESERVED 

AF001490 

Description 

15:02 RES Reserved and read as zeroes. 

01 :00 CSR(1 :0) CSR address select. READ/WRITE. 
Selects the CSR to be accessed through 
the RDP RAP is cleared by Bus RESET, 

CSR(1 :O) CSR 

00 CS Ro 
01 CSR1 
10 CSR2 
11 CSR3 

REGISTER DATA PORT (RDP) 

15 

CSR DATA 

AF001450 

Bit Name Description 

15:00 CSR Data Writing data into RDP writes the data into 
the CSR selected in RAP Reading the data 
from the RDP reads the data from the CSR 
selected in RAP CSR1, CSR2 and CSR3 
are accessible only when the STOP bit of 
CSR0 is set. 

If the STOP bit is not set while attempting 
to access CSR1, CSR2 or CSR3, the chip 
will return READY, but a READ operation 
will return undefined data. WRITE opera-
lion is ignored. 

1.9.2 CONTROL AND STATUS REGISTERS 

CONTROL AND STATUS REGISTER 0 (CSR0 ) 

ERR INIT 
BABL STAT 
CERA STOP 
MISS TDMD 

MERA TXON 
RINT AXON 
TINT INEA 

IDON INTR 

AF000860 

The LANCE updates CSR0 by logical "OR"ing the previous 
and present value of CSR0 . CSR0 is accessible when RAP = 
00, 

Bit Name 

15 ERR 

14 BABL 

13 CERR 

Description 

ERROR summary is set by the "OR" of BABL, 
CERR, MISS and MERR. ERR remains set as 
long as any of the error flags are true. 

ERR is read only; writing to it has no effect. It 
is cleared by Bus RESET, by setting the 
STOP bit, or clearing the individual error flags, 

BABBLE is a transmitter timeout error, It indi­
cates that the transmitter has been on the 
channel longer than the time required to send 
the maximum length packet. 

BABL is a flag which indicates excessive 
length in the transmit buffer. It is set after 1519 
data bytes have been transmitted; the chip 
continues to transmit until the whole packet is 
transmitted or there is a failure. When BABL 
error occurs, an interrupt is generated if INEA 
= 1. 

BABL is READ/CLEAR ONLY It is set by the 
LANCE and cleared by writing a "1" into the 
bit. Writing a "O" has no effect. It is cleared by 
RESET or by setting the STOP bit. 

COLLISION ERROR is a collision after 
transmission transceiver test feature. It indi­
cates that the collision input to the LANCE 
failed to activate within 2us after a LANCE­
initiated transmission was completed. This 
function is also known as heartbeat. 

CERR is READ/CLEAR ONLY It is set by the 
chip and cleared by writing a "1" into the bit. 
Writing a "O" has no effect. It is cleared by 
RESET or by setting the STOP bit. 
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Bit Name Description 

12 MISS MISSED PACKET is set when the receiver 
loses a packet because it does not own a 
receive buffer and the silo has overflowed, in­
dicating loss of data. 

11 

10 

09 

08 
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Silo overflow is not reported because there is 
no receive ring entry in which to write status. 

When MISS is set, an interrupt is generated if 
INEA = 1. 

MISS is READ/CLEAR ONLY. It is set by the 
LANCE and cleared by writing a "1" into the 
bit. Writing a "O" has no effect. It is cleared by 
RESET or by setting the STOP bit. 

MERR MEMORY ERROR is set when the LANCE is 
the Bus Master and has not received READY 
within 25.6us after asserting the address on 
the DAL lines. 

When a Memory Error is detected, the 
receiver and transmitter are turned 
off and an interrupt is generated if 
INEA = 1. 

MERR is READ/CLEAR ONLY. It is set by the 
LANCE and cleared by writing a "1" into the 
bit. Writing a "O" has no effect. It is cleared by 
RESET or by setting the STOP bit. 

RINT RECEIVER INTERRUPT is set when the 
LANCE updates an. entry in the Receive 
Descriptor Ring for the last buffer received 
before fall of carrier. 

When RINT is set an interrupt is generated if 
INEA = 1. 

RINT is READ/CLEAR ONLY. It is set by the 
LANCE and cleared by writing a "1" into the 
bit. Writing a "O" has no effect. It is cleared by 
RESET or by setting the STOP bit. 

TINT TRANSMITTER INTERRUPT is set when the 
LANCE updates an entry in the transmit 
descriptor ring for the last buffer sent or 
transmission is stopped due to a failure. 

When TINT is set, an interrupt is generated if 
INEA = 1. 

TINT is READ/CLEAR ONLY and is set by the 
LANCE and cleared by writing a "1" into the 
bit. Writing a "O" has no effect. It is cleared by 
RESET or by setting the STOP bit. 

IDON INITIALIZATION DONE indicates that the chip 
has completed the initialization procedure 
started by setting the INIT bit. The LANCE has 
read the Initialization Block from memory and 
stored the new parameters. 

When IDON is set, an interrupt is generated if 
INEA = 1. 

IDON is READ/CLEAR ONLY. It is set by the 
LANCE and cleared by writing a "1" into the 
bit. Writing a "O'' has no effect. It is cleared by 
RESET or by setting the STOP bit. 

Bit 

07 

06 

05 

04 

03 

Name Description 

INTR INTERRUPT FLAG is set by the "OR" of 
BABL, MISS, MERR, RINT, TINT and IDON. If 
INEA = 1, the INTR pin will be low. 

INTR is READ ONLY; writing this bit has no 
effect. INTR is cleared by RESET, by setting 
the STOP bit, or 
by clearing the condition causing the 
interrupt. 

INEA INTERRUPT ENABLE allows the INTR 1/0 pin 
to be driven low when the Interrupt Flag is set. 
If INEA = 1 and INTR = 1, the INTR 1/0 pin 
will be high, regardless of the state of the Inter­
rupt Flag. 

INEA is READ/WRITE and cleared by RESET 
or by setting the STOP bit. 

INEA cannot be set while STOP bit is set. 
INEA can be set in parallel or after INIT and/or 
STRT bit is set. 

RXON RECEIVER ON indicates that the receiver is 
enabled. RXON is set when STRT is set if 
DRX = o in the MODE register in the Initializa­
tion Block and the Initialization Block has been 
read by the LANCE by setting the INIT bit. 
RXON is cleared when IDON is set from set­
ting the INIT bit and DRX = 1 in the MODE 
register, or a memory error (MERR) has oc­
curred. RXON is READ ONLY; writing this bit 
has no effect. RXON is cleared by RESET or 
by setting the STOP bit. 

TXON TRANSMITTER ON indicates that the 
transmitter is enabled. TXON is set when 
STRT is set if DTX = O in the MODE register in 
the Initialization Block and the INIT bit has 
been set. TXON is cleared when IDON is set 
and DTX = 1 in the MODE register or an error, 
such as MERR, UFLO or BUFF, has occurred 
during transmission. 

TXON is READ ONLY; writing this bit has no 
effect. TXON is cleared by RESET or by set­
ting the STOP bit. 

TDMD TRANSMIT DEMAND - when set - causes the 
LANCE to access the Transmit Descriptor 
Ring without waiting for the polling time inter­
val to elapse. TDMD need not be set to 
transmit a packet; it merely hastens'the chip's 
response to a Transmit Descriptor Ring entry 
insertion by the host. 

TDMD is WRITE WITH ONE ONLY and is 
cleared by the microcode after it is used. It 
may read as a "1" for a short time after it is 
written because the microcode may have 
been busy when TDMD was set. It is also 
cleared by RESET or by setting the STOP bit. 
Writing a "O" in this bit has no effect. 



Bit Name Description 

02 STOP STOP disables the chip from all external ac-

01 

00 

tivity when set and clears the internal logic. 
Setting STOP is the equivalent of asserting 
RESET. The LANCE remains inactive and 
STOP remains set until the STAT or INIT bit is 
set. If STRT, INIT and STOP are all set to­
gether, STOP overrides the other bits and only 
STOP will be set. 

STOP is READ/WRITE WITH ONE ONLY 
and set by RESET. Writing a "O" to this bit has 
no effect. STOP is cleared by setting either 
INIT or STRT. 

STRT START enables the LANCE to send and 
receive packets, perform direct memory ac­
cess, and do buffer management. STOP bit 
must be set prior to setting the STRT bit. Set­
ting STAT clears the STOP bit. 

INIT and STAT must not be set in the same 
cycle. Set INIT first and wait 'for !DON 
(IDON=1) before setting STAT bit. INIT is 
READ/WRITE WITH ONE ONLY. Writing a "O" 
into this bit has no effect. STAT is cleared by 
RESET or by setting the STOP bit. 

INIT INITIALIZE, when set, causes the chip to 

CONTROL AND STATUS REGISTER 2 (CSR2) 

READ/WRITE: Accessible only when the STOP bit of CSRo is 
a ONE and RAP= 10. 

15 8 7 0 

RES IADR 

AF000920 

Bit Name Description 

15:08 RES Reserved. 

07:00 IADR The high order 8 bits of the address of the first 
word (lowest address) in the Initialization 
Block. 

CONTROL AND STATUS REGISTER 3 (CSR3) 
CSR3 allows redefinition of the Bus Master interface. 

READ/WRITE: Accessible only when the STOP bit of CSRo is 
ONE and RAP = 11. CSR3 is cleared by 
RESET or by setting the STOP bit in CSRo. 

begin the initialization procedure and access 15 3 2 1 o 

prior to setting the INIT bit. Setting INIT clears 
the STOP bit. 

the Initialization Block. STOP bit must be set ----------------1-ffl __ _ 
INIT and STRT must not be set in the same -------~------- BCON 

cycle. Set INIT first and wait for IDON ACON 

(IDON=1) before setting STRT bit. INIT is BSWP 
READ/WRITE WITH "1" ONLY. Writing a "O" '------------RES 

into this bit has no effect. INIT is cleared by 
RESET or by setting the STOP bit. 

CONTROL AND STATUS REGISTER 1 (CSR1) 

READ/WRITE: Accessible only when the STOP bit of CSRo is 
a ONE and RAP= 01. 

15 0 

IADR 

AF000970 

Bit Name Description 

15:01 IADR The low order 15 bits of the address of the first 
word (lowest address) in the Initialization 
Block. 

00 Must be zero. 

AF000900 

Bit Name Description 

15:03 RES Reserved and read as "O''. 

02 BSWP BYTE SWAP allows the LANCE to operate in 
systems that consider bits (15:08) of data to 
be at an even address and bits (07:00) to be at 
an odd address. 

When BSWP = 1, the LANCE will swap the 
high and low bytes on DMA data transfers be­
tween the silo and bus memory. Only data 
from silo transfers is swapped; the Initializa­
tion Block data and Descriptor Ring entries are 
NOT swapped. 

BSWP is READ/WRITE and cleared by 
RESET or by setting the STOP bit in CSRo. 
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Bit Name Description 

01 ACON ALE CONTROL defines the assertive state of 
ALE when the LANCE is a Bus Master. ACON 
is READ/WRITE and cleared by RESET and 
by setting the STOP bit in CSRo, 

ACON ALE 
0 Asserted High 

Asserted Low 

00 BCON BYTE CONTROL redefines the Byte Mask 
and Hold 1/0 pins. BCON is READ/WRITE and 
cleared by RESET or by setting the STOP bit 
in CSRo. 

BCON Pin 15 Pin 16 Pin 17 
0 BMo BM1 HOLD 

BYTE BU SAKO BUSRQ 

All data transfers from the LANCE in the Bus Master mode are 
in words. However, the LANCE can handle odd address 
boundaries and/or packets with an odd number of bytes. 

1.9.3 INITIALIZATION BLOCK 
The Initialization Block consists of five registers; Mode Regis­
ter, Physical Address Register, Logical Address Filter, Receive 
Descriptor Ring Pointer, and Transmit Descriptor Ring Pointer. 
Chip initialization includes the reading of the Initialization Block 
in memory to obtain the operating parameters. 

The Initialization Block is read by the chip when the INIT bit in 
CSRo is set. The INIT bit should be set before or concurrent 
with the STRT bit to insure proper parameter initialization and 
chip operation. After the chip has read the Initialization Block, 
IDON is set in CSRo and an interrupt is generated if INEA = 1. 

The following is a definition of the Initialization Block. 

Highest Address TLEN-TDRA (31 :16) IADR + 22 
TDRA (15:00) IADR + 20 
RLEN-RDRA (31:16) IADR + 18 
RORA (15:00) IADR + 16 
LADRF (63:48) IADR + 14 
LADRF (47:32) IADR + 12 
LADRF (31 :16) IADR + 10 
LADRF (15:00) IADR + 08 
PADR (47:32) IADR + 06 
FADR (31 :16) IADR + 04 
PADR (15:00) IADR + 02 

Base Address MODE IADR + 00 
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MODE REGISTER 
The Mode Register allows alteration of the chip's operating 
parameters. Normal operation is with the Mode Register clear. 

15 14 7 6 5 4 2 1 

DRX 
DTX 
LOOP 

~----DTCR 

~-----COLL 

~------ DRTY 

~------~ INTL 
'---------------RES 

~------------------- PROM 

Bit 

15 

AF000510 

Name Description 

PROM PROMISCUOUS mode. When PROM = 1, all 
incoming packets are accepted. 

14:07 RES 

06 INTL 

RESERVED. 

INTERNAL LOOPBACK is enabled when the 
LOOP bit is set. Internal loopback lets the 
LANCE receive its own transmitted packet. 
Since this represents full duplex operation, the 
packet size is 8-32 bytes. INTERNAL LOOP­
BACK operates in promiscuous mode and 
when the packets are addressed to the node 
itself. 

If the source and destination are different, the 
LANCE must be re-initialized after each test. 

The LANCE will not receive external packets 
in INTERNAL LOOPBACK mode. 

EXTERNAL LOOPBACK allows the LANCE to 
transmit a packet through the SIA transceiver 
cable out to the Ethernet coax. It is used to 
determine the operability of all circuitry and 
connections between the LANCE and the co­
axial cable. Multicast addressing in EXTER­
NAL LOOPBACK is valid only when DTCR=1 
(user needs to append the 4-byte CRC). 

In EXTERNAL LOOPBACK, the Silo READ/ 
WRITE pointers can get misaligned under 
heavy traffic. The packet may get corrupted, or 
not be received. Therefore, EXTERNAL 
LOOPBACK should be executed several 
times in order to isolate this type of error in 
receiving the lost packet. 

INTL is only valid if LOOP = 1; otherwise it is 
ignored. 

LOOP INTL LOOPBACK 
0 X No loopback, normal 
1 O External 

Internal 



Bit 

05 

04 

03 

02 

Name Description 

DRTY DISABLE RETRY. When DRTY = 1, the 
LANCE will attempt only one transmission of a 
packet. If there is a collision on the first 
transmission attempt, a Retry Error (RTRY) 
will be reported in Transmit Message Descrip­
tor 3 (TMD3). 

COLL FORCE COLLISION. This bit allows the colli­
sion logic to be tested. The LANCE must be in 
internal loopback mode of COLL to be valid. If 
COLL = 1, a collision will be forced during the 
subsequent transmission attempt. This will 
result in 16 total transmission attempts with a 
retry error reported in TMD3. 

DTCR DISABLE TRANSMIT CRC. When DTCR = 0, 
the transmitter generates and appends a CRC 
to the transmitted packet. When DTCR = 1 , 
the CRC logic is allocated to the receiver and 
no CRC is generated or sent with the transmit­
ted packet. 

During loopback, DTCR = O will cause a CRC 
to be generated on the transmitted packet, but 
no CRC check is done by the receiver since 
the CRC logic is shared and cannot generate 
and check CRC at the same time. The 
generated CRC is written into memory with the 
data and can be checked by the host software. 

If DTCR = 1 during loopback, the host soft­
ware must append a CRC value to the 
transmit data. The receiver checks the CRC 
on the received data and reports any errors. 
Since the CRC generator is used to generate 
the hash filter, the multicast addressing cannot 
be used when DTCR = 1 . 

LOOP LOOPBACK allows the LANCE to operate in 
full duplex mode for test purposes. The packet 
size is 8-32 bytes. The received packet can be 
up to 36 bytes (32 + 4 bytes CRC) when 
DTCR=O. During loopback, the runt packet fil­
ter is disabled because the packet is smaller 
than the minimum size Ethernet packet (64 
bytes). 

LOOP = 1 allows simultaneous trans­
mission and reception for a message con­
strained to fit within the Silo. The chip waits 
until the entire message is in the Silo before 
serial transmission begins. The incoming data 
stream fills the Silo from behind as it is being 
emptied. Moving the received message out of 
the Silo to memory does not begin until recep­
tion has ceased. 

In loopback mode, transmit data chaining is 
not possible. Receive data chaining is possi­
ble if receive buffers are 32 bytes long to allow 
time for lookahead. 

Bit Name Description 

01 

00 

DTX 

DRX 

DISABLE THE TRANSMITTER causes the 
LANCE to not access the Transmitter Descrip­
tor Ring and therefore no transmissions are 
attempted. DTX = 1 clears the TXON bit in 
CSR0 when initialization is complete. 

DISABLE THE RECEIVER causes the chip to 
reject all incoming packets and not access the 
Receive Descriptor Ring. DRX = 1 clears the 
RXON bit in the CSRo when initialization is 
complete. 

PHYSICAL ADDRESS REGISTER (PADR) 

47 

PADR 

AF000520 

Bit Name Description 

47:00 PADR PHYSICAL ADDRESS is the unique 48-bit 
physical address assigned to the LANCE. 
PADR (0) must be zero. 

LOGICAL ADDRESS FILTER (LADRF) 

63 0 

LAD RF 

AFOOOSOO 

Bit Name Description 

63:00 LADRF The 64-bit mask used by the LANCE to accept 
logical addresses. 

If the first bit of an incoming address is a "1" [PADR (0) = 1 ], the 
address is deemed logical and is passed through the logical 
·address filter. 

The logical address filter is a 64-bit mask that is used to accept 
incoming Logical Addresses. The incoming address is sent 
through the CRC circuit. After all 48 bits of the address have 
gone through the CRC circuit, the high order 6 bits of the 
resultant CRC are strobed into a register. This register is used 
to select one of the 64-bit positins in the Logical Address Filter. 
If the selected filter bit is a "1" the address is accepted and the 
packet is put in memory. The logical address filter only assures 
that there is a possibility that the incoming logical address 
belongs to the node. To determine if it belongs to the node, the 
incoming logical address that is stored in main memory is 
compared by software to the physical address that was loaded 
through the Initialization Block. 

The Broadcast address, which is all Ones, does not go through 
the Logical Address Filter and is always enabled. If the Logical 
Address Filter is loaded with all zeroes, all incoming logical 
addresses except broadcast will be rejected. 
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RECEIVE DESCRIPTOR RING POINTER 

31 2928 24 23 3 2 0 

RORA I 000 I 
AF000490 

Bit Name Description 

31:29 RLEN RECEIVE RING LENGTH is the number of 
entries in the receive ring expressed as a 
power of two. 

Number 
RLEN of Entries 

0 1 
2 

2 4 
3 8 
4 16 
5 32 
6 64 
7 128 

28:24 RES RESERVED 

23:03 RORA RECEIVE DESCRIPTOR RING ADDRESS is 
the base address (lowest address) of the 
Receive Descriptor Ring. 

02:00 MUST BE ZEROES. These bits are RDRA 
(02:00) and must be zeroes because the 
Receive Rings are aligned on quadword 
boundaries. 

TRANSMIT DESCRIPTOR RING POINTER 

Bit 

28:24 

23:03 

02:00 

Name Description 

RES 

TDRA 

RESERVED 

TRANSMIT DESCRIPTOR RING ADDRESS 
is the base address (lowest address) of the 
Transmit Descriptor Ring. 

MUST BE ZEROES. These bits are TDRA 
(02:00) and must be zeroes because the 
Transmit Rings are aligned on quadword 
boundaries. 

1.9.4 DESCRIPTOR RINGS 
Buffer Management is accomplished through message 
descriptors organized in ring structures in memory. Each mes· 
sage descriptor entry is four words long. There are two rings 
allocated for the device: a receive ring and a transmit ring. The 
device is capable of polling each ring for buffers to either empty 
or fill with packets to or from the channel. The device is also 
capable of entering status information in the descriptor entry. 
Chip polling is limited to looking at the descriptor entry follow­
ing the current entry. 

The location of the descriptor rings and their length are found in 
the Initialization Block, accessed during the initialization proce­
dure by the chip. Writing a "ONE" into the STRT bit of CSRo 
will cause the chip to start accessing the descriptor rings and 
enable it to send and receive packets. 

The LANCE communicates with a HOST device through the 
ring structures in memory. Each entry in the ring is either 
"owned" by the chip or the HOST. There is an ownership bit 
(OWN) in the message descriptor entry. Mutual exclusion is 
accomplished by a protocol which states that each device can 
only relinquish ownership of the descriptor entry to the other 
device; it can never take ownership, and no device can change 
the state of any field in any entry after it has relinquished 

31 29 28 24 23 3 2 0 ownership. 

I TLEN I RES TORA 

AF000480 

Bit Name Description 

31 :29 TLEN TRANSMIT RING LENGTH is the number of 
entries in the Transmit Ring expressed as a 
power of two. 

Number 
TLEN of Entries 

0 
2 

2 4 
3 8 
4 16 
5 32 
6 64 
7 128 
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Each descriptor in a ring in memory is a 4-word entry. The 
following is the format of the receive and the transmit descrip-
tors. 

RECEIVE MESSAGE DESCRIPTOR 0 (RMDo) 

15 

LAOR 

AF000940 

Bit Name Description 

15:00 LADR The LOW ORDER 16 address bits of the buf­
fer pointed to by this descriptor. LADR is 
written by ·the host and unchanged by the 
LANCE. 



RECEIVE MESSAGE DESCRIPTOR 1 (RMD1) 

15 14 13 12 11 10 9 0 

Bit Name Description 

09 STP START OF PACKET indicates that this is the 
first buffer of a packet. It is used for data chain­
ing buffers. 

'------- HADR 08 ENP END OF PACKET indicates that this is the last 
buffer of this packet. It is used for data chain­
ing buffers. If both STP and ENP are set, the 
packet fits into one buffer and there is no data 
chaining. See Note 1. 

"---------~ENP 

'-----------~STP 

'--------------BUFF 
"-------------~CRC 

'----------------OFLO 
"---------------~FRAM 

~-----------------ERR 

"-----------------~OWN 

AF000870 

Bit Name Description 

15 OWN 

14 ERR 

13 FRAM 

This bit indicates that the descriptor entry is 
owned by the host (OWN = 0) or by the chip 
(OWN= 1). The LANCE clears the OWN bit 
after filling the buffer pointed to by the descrip­
tor entry. The host sets the OWN bit after 
emptying the buffer. Once the chip or host has 
relinquished ownership of a buffer, it must not 
change any field in the four words that com­
prise the descriptor entry. 

ERROR summary is the "OR" of FRAM, 
OFLO, CRC or BUFF. 

FRAMING ERROR indicates that the incom­
ing packet contains a non-integer multiple of 
eight bits and there is a CRC error. If the 
incoming packet has no CRC error, then 
FRAM will not be set even if the packet has a 
non-integer multiple of eight bits. FRAM is not 
valid in internal loopback mode. See Note 1. 

12 OFLO OVERFLOW error indicates that the Silo over-

07:00 HADA The HIGH ORDER 8 address bits of the buffer 
pointed to by this descriptor. This field is writ­
ten by the host and unchanged by the LANCE. 

RECEIVE MESSAGE DESCRIPTOR 2 (RMD2) 

15 12 11 0 

1111 

Bit Name 

15:12 

11:00 BCNT 

BCNT 

AF000930 

Description 

MUST BE ONES. This field (all Ones) is writ­
ten by the Host and unchanged by the 
LANCE. 

BUFFER BYTE COUNT is the length of the 
buffer pointed to by this descriptor, expressed 
as a two's complement number. This field is 
written by the host and unchanged by the 
LANCE. Minimum buffer size is 64 bytes for 
the first buffer packet. 

flowed and all or part of the incoming packet 
was lost because no memory buffer was avail- RECEIVE MESSAGE DESCRIPTOR 3 (RMD3) 

11 

10 

able. See Note 1. 

CRC CRC indicates that the receiver has detected 
a CRC error on the incoming packet. See 
Note 1. 

15 12 11 0 

RES MCNT 

AF000950 

BUFF BUFFER ERROR is set any time the chip 
does not wn the next buffer while data chain­
ing a received packet. This can occur in either 
of two ways: 1) the OWN bit of the next buffer 
is zero, or 2) silo overflow occurred before the 
chip received the next STATUS. Bit Name Description 

If a Buffer Error occurs, an Overflow Error _may 
also occur internally in the Silo, but is not re­
ported in the descriptor status entry unless 
both BUFF and OFLO errors occur at the 
same time. 

Note 1. Disregard the error status in RMD1 when both OVFL 
and ENP are set (no overflow error). 
ONFL is valid only when the ENP is "O''. 
CRC and FRAM are valid only when ENP is "1". 

15:12 RES 

11:00 MCNT 

RESERVED and read as zeroes. 

MESSAGE BYTE COUNT is the length in 
bytes of the received message. MCNT is valid 
only when ERR is clear and ENP is set. 
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TRANSMIT MESSAGE DESCRIPTOR 0 (TMD0) 

15 

LADA 

AF000940 

Bit Name Description 

15:00 LADR The LOW ORDER 16 address bits of the buf­
fer pointed to by this descriptor. LADR is writ­
ten by the host and unchanged by the LANCE. 

TRANSMIT MESSAGE DESCRIPTOR 1 (TMD1) 

15 14 13 12 11 10 9 8 7 

Bit Name Description 

09 STP 

08 ENP 

07:00 HADR 

START OF PACKET indicates that this is the 
first buffer of this packet. It is used for data 
chaining buffers. STP is set by the host and 
unchanged by the chip. The STP bit must be 
set in the first buffer of the packet or the 
LANCE will skip over this descriptor, poll the 
next descriptor(s) entry until the OWN and 
STP bits are set. 

END OF PACKET indicates that this is the last 
buffer to be used by the chip for this packet. It 
is used for data chaining buffers. If both STP 

, and ENP are set. the packet fits into one buffer 
and there is no data chaining. ENP is set by 
the host and unchanged by the LANCE. 

The HIGH ORDER 8 address bits of the buffer 
pointed to by this descriptor. This field is writ­
ten by the host and unchanged by the LANCE. 

'----- HADA TRANSMIT MESSAGE DESCRIPTOR 2 (TMD2) 
'-----------ENP 

'------------- STP 15 12 11 
--------------DEF 

'----------------ONE 1111 BCNT 

'-----------------MORE 
'-----------------~RES 

'--------------------ERR 
'--------------------OWN 

AF000880 

Bit Name Description 

15 

14 

13 

12 

11 

10 

2-30 

OWN This bit indicates that the descriptor entry is 
owned by the host (OWN = 0) or by the 
LANCE (OWN= 1). The host sets the OWN 
bit after filling the buffer pointed to by this 
descriptor. The chip clears the OWN bit after 
transmitting the contents of the buffer. Neither 
the host nor the chip must alter a descriptor 
entry after it has relinquished ownership. 

ERR ERROR summary is the "OR" of LCOL, 
LCAR, UFLO or RTRY 

RES RESERVED bit. The LANCE will write this bit 
with a "O". 

MORE MORE indicates that more than one retry was 
needed to transmit a packet. 

ONE 

DEF 

ONE indicates that exactly one retry was 
needed to transmit a packet. One flag is not 
valid when LCOL is set. 

DEFERRED indicates that the chip had to 
defer while trying to transmit a packet. This 
condition occurs ii the channel is busy when 
the chip is ready to transmit. 

AF000980 

Bit Name Description 

15:12 Must be ones. This field is set by the host and 
unchanged by the LANCE. 

11 :00 BCNT BUFFER BYTE COUNT is the usable length in 
bytes of the buffer pointed to by this descriptor 
expressed as a two's complement number. 
This is the number of bytes from this buffer 
that will be transmitted by the chip. This field is 
written by the host and unchanged by the 
LANCE. The first buffer of a packet has to be 
at least 100 bytes minimum when data chain­
ing and 64 bytes (DTCR=1) or 60 bytes 
(DTCR=O) when not data chaining. 

TRANSMIT MESSAGE DESCRIPTOR 3 (TMD3) 

15 14 13 12 11 10 9 0 

'------TOR 

'---------------RTRY 
'---------------LCAR 

'------------------ LCOL 
'-----------------~RES 

'--------------------UFLO 
'---------------------BUFF 

AF000890 



Bit Name Description 

15 BUFF BUFFER ERROR is set by the LANCE during 
transmission when the chip does not find the 
ENP flag in the current buffer and does not 
own the next buffer. This can occur in either of 
two ways: either the OWN bit of the next buffer 
is zero, or Silo underflow occurred before the 
LANCE received the next STATUS signal. 
BUFF is set by the chip. BUFF error disables 
the transmitter (CSRo = TXON = 0) 

If a Buffer Error occurs, an Underflow Error will 
also occur. BUFF error is not valid when 
LCOL, or RTRY errors are set. 

14 UFLO UNDERFLOW ERROR indicates that the 
transmitter has truncated a message due to 
data late from memory. UFLO indicates that 
the Silo has emptied before the end of the 
packet was reached. 

13 RES RESERVED bit. The chip will write this bit with 
a "O". 

12 LCOL LATE COLLISION indicates that a collision 
has occurred after the slot time of the channel 
has elapsed. The LANCE does not retry on 
late collisions. 

11 LCAR LOSS OF CARRIER is set when the carrier 
input (RENA) to the LANCE goes false during 
a chip-initiated transmission. The chip does 
not retry upon loss of carrier. It will continue to 
transmit the whole packet LCAR until packet is 
finished. LCAR is not valid in INTERNAL 
LOOPBACK MODE. 

1 O RTRY RETRY ERROR indicates that the transmitter 

09:00 TDR 

has failed in 16 attempts to successfully 
transmit a message due to repeated collisions 
on the medium. If DRTY = 1 in the MODE 
register, RTRY will set after 1 failed transmis­
sion attempt. 

TIME DOMAIN REFLECTOMETRY reflects 
the state of an internal LANCE counter that 
counts from the start of a transmission to the 
occurrence of a collision. This value is useful 
in determining the approximate distance to a 
cable fault. The TDR value is written by the 
chip and is valid only if RTRY is set. 
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CHAPTER 2 
BUS INTERFACE CONSIDERATIONS 

This chapter discusses the requirements of the LANCE in vari­
ous configurations relating to the bus master or masters, bus 
bandwidth, and bus latency. 

The LANCE may be required to fit into an already designed 
architecture or a new architecture may be designed around the 
LANCE. It is obvious that the latter case results in a cleaner 
design and more reliable system. The following analysis is 
being developed from a simple architecture where the LANCE 
and CPU are the only master devices in the system, to a more 
complex system with multiple master devices. 

A system may be configured with: 

The LANCE and one CPU as the only bus masters 
The LANCE in systems with multiple other masters 
The LANCE in a Daisy Chain operation 
The LANCE with 8-bit microprocessors 

Following a brief definition of bus bandwidth, bus latency, and 
LANCE DMA cycles, the LANCE bus latency and DMA opera­
tion are discussed in each of the above configurations. The bus 
bandwidth and latency are different for each of these con­
figurations. 
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2.1 BUS BANDWIDTH DEFINITION 
Bus bandwidth is defined as the percentage of the time that the 
bus is held and controlled by a device. Assuming that no wait 
states are added to the DMA cycles in a simplified system 
environment, the LANCE acquires the bus within a few cycles 
after requesting it. In order to handle the Ethernet transmission 
data rate of 1 O Megabits per second, the LANCE must request 
the bus approximately every 12.8 us. The LANCE uses the bus 
for 4.8 us for eight words of DMA transfer. Therefore, 37.5% 
(4.8/12.8) of bus bandwidth is taken by the LANCE and the 
remainder is left to the CPU to perform other tasks. Any wait 
state added to the LANCE 8-word DMA cycle increases the 
LANCE DMA cycle by 800 ns and increases the bus bandwidth 
taken by the LANCE by 6.25 percentage points (see Figure 
2-1). 

2.2 BUS LATENCY DEFINITION 
The term "bus latency" is defined as follows: 

Bus latency is the amount of time from the time that the DMA 
device requests the bus (LANCE, HOLD=L) until the time it 
acquires the bus (LANCE, HLDA= L). Allowable Bus Latency is 
the amount of time that a DMA device can wait for the bus after 
requesting it without the loss of data or other functions. 
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Figure 2-1 Bus Bandwidth Requirement 06363A-4 
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Bus latency is a limiting factor in assigning peripheral devices 
to a bus. Devices sensitive to the value of bus latency are: 
communication controllers, display memory scanners, and 
dynamic memories when a DMA approach is used. 

Communication devices require that data be transferred 
to/from memory before an overflow/underflow condition oc­
curs. The CRT controllers must scan the display memory to 
update and/or refresh the screen periodically. Each DMA 
device on a bus increases the bus latency when sharing the 
bus with other DMA devices. Therefore, the bus latency of 
each DMA device should be taken into account in designing a 
system. 

2.3 LANCE OMA CYCLE 
(BUS MASTER MODE) 
The LANCE is capable of two different types of DMA Transfers: 

- Burst mode DMA 
- Single word DMA 

Burst mode DMA is used for transmission of packets from 
memory to the Silo (read) or for reception of packets from the 
Silo to memory (write). 

The burst transfers are eight consecutive word reads (transmit) 
or writes (receive) that are done on a single bus arbitration 
cycle. In other words, after the LANCE receives the bus ac­
knowledge, (HLDA = Low), it will do eight word transfers, or 
one byte and seven word transfers, (8 DMA cycles, at a mini­
mum of 600 ns per cycle) before releasing the bus request 
signal by HOLD going high. If there are more than 8 words of 
data in the Silo in Receive Mode when the LANCE releases the 
bus (HOLD deasserted), the LANCE will request the bus again 
within 700 ns (HOLD dwell time). Burst DMAs are always eight 
cycle transfers unless there are less than eight words left to be 
transferred to/from the Silo. 

The LANCE initiates single word DMA transfers to access the 
Transmit Rings, Receive Rings, or Initialization Block. The 
LANCE will not initiate any burst DMA transfer from the time 
that it gets to own the descriptor to the time it accesses the 
descriptor entries in the ring (an average of three to four sepa­
rate DMA cycles for a multibuffer packet) or to the time it reads 
the Initialization Block. 

2.4 LANCE AND ONE CPU ON THE 
BUS MASTER 
In this configuration, the LANCE shares the bus with one mas­
ter device. A dedicated node processor may be assigned to 
service the LANCE and the host CPU, or a single processor 
may be responsible for both the LANCE and the network tasks 
management. The bus bandwidth requirement should not be 
critical with only two master devices on the bus. The LANCE 
will request the bus when there are at least 16 bytes of data 
available in the Silo (receive mode) or when there are more 
than 16 locations available in the Silo (transmit mode). The 
CPU normally acknowledges the bus request within two to four 
cycles. 

Once the LANCE acquires the bus, it will transfer eight words 
to/from the Silo before it relinquishes the bus. The transfer time 
is equivalent to about 4.8 us without any wait states. With 8.0 
us Dwell time, the LANCE requests the bus every 12.8 us (8.0 

+ 4.8) until the whole packet is transmitted or received. The 
ring access is done with a single DMA arbitration cycle, either 
between the time that the LANCE is transferring data to/from 
the Silo (data chaining) or when the last buffer of a packet 
(receive or transmit) has been relinquished to the LANCE. 
When the LANCE owns the buffer, it does three to four sepa­
rate DMA cycles, with 1.0 to 2.0 us dwell time for every buffer. 
The LANCE does not perform any OMA burst between ring 
access time. 

2.4.1 BUS LATENCY WITH ONE OTHER 
MASTER 
The above discussion assumes that the LANCE receives the 
bus acknowledge (HLDA) fast enough (within a few cycles). 
The large Silo size (48 bytes) allows the LANCE to tolerate a 
longer bus latency. When the LANCE is in receive mode and 
there are eight words in the Silo, the time required for the 
LANCE to receive the bus acknowledge can be stretched to 
nearly 25.6 us (16 words) before the Silo overflows. However, 
the very next bus request (HOLD) from the LANCE should be 
acknowledged within 8.0 us because there are already about 
19 words in the Silo. The LANCE always releases the bus after 
eight word transfers, even if there are already eight or more 
words residing in the Silo. The second bus request will be 
asserted within 700 ns, when there are eight or more words in 
the Silo (dwell time). 

2.5 LANCE WITH MULTIPLE MASTER 
DEVICES ON THE BUS 
The LANCE is flexible when it is integrated with other master 
devices on the bus. A large FIFO (also referred to as Silo) 48 
bytes deep, and a unique programmable interface make 
LANCE versatile in a multimaster environment. 

The impact of integrating a master device onto an existing bus 
system requires careful investigation at the start of system 
d(lvelopment. The following discussion summarizes the areas 
of concern to the user when designing the LANCE into a multi­
master bus. 

In designing a bus with multiple master devices, some restric­
tions are imposed on the master devices. These requirements 
allow the bus to be utilized efficiently, and each device gets a 
fair share of the bus without degrading the bus bandwidth. 

Some typical system bus requirements are: 

1 . Each device on the bus is allowed to hold the bus for only a 
limited time, once it has acquired it. There are many system 
requirements which must be considered to determine the maxi­
mum time any bus master is allowed to remain on the bus. If 
this time is exceeded, some type of monitoring device gener­
ates a bus error and forces the device off the bus. 

The LANCE holds the bus for a minimum of 4.8 us during the 
DMA burst and a minimum of 600 ns when accessing the rings 
or the Initialization Block. If the memory access time is longer 
than the LANCE DMA cycle, the LANCE DMA cycle period can 
be stretched (wait states being added to the LANCE DMA 
cycle) by the use of some external logic and by controlling the 
READY inputtothe LANCE. Eventually, the READY should be 
granted to the LANCE before the occurrence of either an over­
flow or underflow error condition, or a 25.6 usec memory 
timeout error (MERR). 
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2. Any device on the bus may be kicked off the bus 
(preemptive OMA) at any time. This is usually enforced by a 
bus arbiter when a higher priority device needs to acquire the 
bus. Refer to Figure 2-2. 

The HLDA to the LANCE cannot be deasserted while the 
HOLD from the LANCE is active. Once the LANCE has ac­
quired the bus, it will not release the bus until it has finished its 
8 OMA cycles (or less, if it happens to be the last few bytes of 
the packet) while transferring data to/from the Silo. However, 
the external logic pointed out previously may be used to add 
wait states to the LANCE OMA cycle and to isolate its ad­
dress/data bus, through buffers or transceivers, from the sys­
tem bus. Thus preemptive OMA can be supported by the use of 
external logic. 
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3. Within an existing bus, the master devices already on the 
bus may not have enough bus bandwidth left to allow for any 
new device to be added. The new device may be required to 
stay off the bus and provide its own dedicated dual port 
memory. 

The LANCE supports a dual port RAM architecture with some 
external logic. The external logic is needed to allow access to 
the LANCE internal register, CSR0 , during the normal opera­
tion. This register contains the interrupt/control status register 
bits. The external logic must monitor and control HOLD, HLDA 
of the LANCE so that the CPU can access the CSR0 when the 
LANCE is not in the middle of a series of OMA accesses. 
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2.5.1 BUS LATENCY FOR MULTIMASTER 
ENVIRONMENT 
The amount of allowable bus latency for a master device must 
be evaluated prior to adding a new device into a multimaster 
environment. We will study the allowable bus latency for the 
LANCE under two different cases: a single buffer per packet 
(no data-chaining) and multiple buffer segments per packet 
(data-chaining). The main difference is that, in data-chaining, 
the LANCE does a separate lookahead operation (requiring 
three OMA accesses for each buffer segment) to access the 
ring between the periods it is doing OMA burst. Therefore, this 
additional time overhead reduces the allowable bus latency. 
This is especially significant when short buffer sizes are as­
signed and long packets are in process. 

NO DATA-CHAINING 
When the buffers are not data-chained, the single OMA access 
to the ring per packet may be disregarded especially for large 
packets. In the receive mode, words enter the Silo from the 
Ethernet at the rate of eight words every 12.8 microseconds. 
The LANCE transfers words from the Silo is 8-word bursts 
requiring 4.8 microseconds per burst. 

Therefore the allowable bus latency for LANCE is 12.8 minus 
4.8 or 8 microseconds disregarding the single OMA access to 
the descriptor ring per packet. 

The size of the Silo provides some protection against a one 
time unusual delay in granting the bus after a LANCE bus 
request. The LANCE automatically requests the OMA bus as 
soon as eight words are in the Silo. The Silo may accumulate 
an additional sixteen words (32 bytes) on a one time basis 
before the LANCE becomes the bus master. This means that 
the bus latency is 25.6 us (32 x .8) for the first time that the 
LANCE requests the bus. However, subsequent bus requests 
must be granted within 8 us without fail to prevent a Silo over­
flow. The 25.6 us bus latency can apply for one bus access at 
any time that the Silo has eight or fewer words in it. 

The eight microsecond bus latency corresponds to an ac­
cumulation of five words in the Silo. The bus latency may be 
stretched by some amount when the packets are shorter. 

WITH DATA-CHAINING 
When the buffers are data-chained, the overhead caused by the 
lookahead operation in accessing the ring must be taken into 
consideration in calculating the bus latency. This lookahead is 
performed between the periods in which the LANCE is doing 
OMA bursts. It consists of three separate single OMA reads 
when the LANCE owns the buffer. The LANCE does not initiate 
any OMA burst (8 OMA cycles) between the three single OMA 
reads. 

The lookahead operation may take as long as 5.8 
microseconds plus three times the bus latency of a single OMA 
read. This is calculated as follows: The dwell time (the time 
interval between the LANCE's request to the bus to access the 
ring and the acquisition of the bus) is approximately 1.0 to 2.0 
us for each access. Two ring accesses are required. Three ring 
access transfers at .6 microseconds each are required. 

The following calculation leads to the worst case allowable bus 
latency for the LANCE, for large packet (1518 bytes) and small 
buffer sizes (64 bytes), when the buffers are data-chained. 

Assume: 

- No wait state is added to the LANCE OMA cycle. 

- HLDA assertion to bus driver enable delay is not in-
cluded in the calculation. 

64-byte transfer (1 buffer) time = 
4 x 4.8 = 19.2 us (4 bus requests) 

Ring access transfer (3 single OMA) = 

3 x 0.6 = 1.8 us (3 bus requests) 

Ring access dwell time = 
2 x 2.0 = 4.0 us 

64-byte transfer time from/to Ethernet cable to/from 
Silo = 64 x 0.8 = 51.2 us 

ALLOWABLE 
BUS LATENCY 

51.2 - (19.2 + 1.8 + 4.0) 

7 = 3.74 us 

Because of the lookahead overhead, the data-chained buffer 
mode has less allowable bus latency than the single buffer 
mode which does not require data-chaining. 

2.6 LANCE IN A DAISY-CHAIN 
CONFIGURATION 
It may be desirable to integrate the LANCE into a daisy­
chained environment (for example, Z-BUS). The BCON bit in 
CSR3 can be programmed for daisy-chain operation. As a 
result, Pins 15, 16, and 17 (BMo, BM 1· HOLD) will function as 
BYTE, BU SAKO, and BUSRQ respectively. In a daisy chain 
environment with pre-emption, the LANCE should be assigned 
to a high priority slot. This is necessary to meet the bus latency 
requirement under the worst case conditions. 

In a daisy-chain environment without pre-emption (Zilog daisy­
chain), it is possible for a device, independent of slot position, 
to wait for the remainder of the devices in the chain to finish 
their bus accesses before it can request the bus again. (This 
can occur when the other devices request the bus at the same 
time.) The impact to the LANCE is an underflow or overflow 
error condition if the LANCE bus latency requirement is not 
met. The addition of hardware, to provide preemptive OMA 
capability and/or to enforce a bus time limit to the devices on 
the bus, may not be worthwhile if the probability of this happen­
ing in a normal system environment is reasonably low. 

2.7 LANCE WITH 8-BIT 
MICROPROCESSORS 
Although the LANCE is a 16-bit device that interfaces easily to 
16-bit microprocessors, it can also be interfaced to 8-bit micro­
processors with some external logic. 

In integrating the LANCE with 8-bit microprocessors, there are 
two possible configurations: 16-bit memory and 8-bit memory. 
Each solution has trade-offs in cost, performance, and com­
plexity of implementation. Each approach is considered below. 
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2.7.1 8-BIT MICROPROCESSORS WITH 
8-BIT MEMORY 
At a glance, this seems to be a simple and not too costly 
implementation because it requires fewer memory chips. 
However, as we will see later, the implementation can be quite 
complex. 

For this interface to work properly, it takes twice as long to do 
the data transfers as with 16-bit memories and a 16-bit micro­
processor. The data transfers are between the LANCE and 
CPU (LANCE in Slave Mode), or the LANCE and 8-bit 
memories (LANCE in Master Mode). The interface to the 
LANCE should look like a 16-bit interface. The OMA word 
transfer cycle between the LANCE and the CPU or memory 
must be converted to two separate byte transfers. This type of 
architecture degrades the system performance by one-half. 

For some lower cost applications, this may not be a bottleneck. 
However, it is important to note that the LANCE OMA transfer 
cycles take twice as long. Therefore, the potential of the 
LANCE getting into an overflow or underflow error condition is 
increased, especially if the LANCE bus requests are not ac­
knowledged promptly. 

Bus latency for a 16-bit microprocessor interface is based on a 
4.8 us OMA cycle. The 8-bit microprocessors must perform 
twice as many OMA cycles as the 16-bit microprocessor, 
therefore, the bus latency for the 8-bit microprocessors is 
based on 9.6 us OMA cycles (assuming that an 8-bit micropro­
cessor runs as fast as a 16-bit which is not a safe assumption). 
The allowable bus latency for an 8-bit microprocessor is 
therefore less than for a 16-bit microprocessor and the bus 
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bandwidth is almost doubled. The LANCE must request the 
bus once every 12.8 us, and since it takes 9.6 us to do an 
8-word transfer, the LANCE thus takes up 75% of the bus 
bandwidth and the allowable bus latency is 3.2 usec. 

The bus latency and bandwidth limitations can be overcome by 
designing a dual-port RAM shared by the 8-bit processor and 
the LANCE. Some additional logic may be required to provide 
an 8-bit channel for use by the 8-bit processor, and a 16-bit 
channel to be used by the LANCE and any other 16-bit control­
lers. 

2.7.2 8-BIT MICROPROCESSORS WITH 
16-BIT MEMORY 
Using a 16-bit memory is equivalent to having an 8-bit proces­
sor on a 16-bit bus. The memory is normally organized into 
lower and upper bytes. Although this approach is costly in 
terms of using twice as many memory chips, it is a better 
solution in terms of performance and ease of implementation. 

This architecture is nearly equivalent to the LANCE being in­
terfaced to a 16-bit processor. The LANCE OMA cycles, bus 
latency, and the bus bandwidth analysis are the same as those 
discussed involving 16-bit microprocessors. There is still a 
drawback in the area where the CPU has to access the 
LANCE. The CPU must go through two separate consecutive 
cycles for every word transferred to the LANCE; however, this 
is not significant since the LANCE to CPU interface does not 
require a fast response time. With enough receive buffers allo­
cated to the LANCE, the packets are received independently of 
the CPU's interrupt response time. 



CHAPTER 3 
LANCE-CPU INTERFACE CONSIDERATIONS 

3.1 GENERAL LANCE INTERFACE 
REQUIREMENTS 
The following is a list of key points to be considered in designs 
using the LANCE: 

• There are three open drain outputs on the LANCE. They are 
INTR (Pin 11 ), HOLD (Pin 17), and READY (Pin 22). These 
signals must be pulled up external to the LANCE chip by 3.3k 
or larger resistors. 

• DAS and ALE are usually used as strobe signals. It would 
therefore be a good idea to pull them up to insure that a floating 
level will not affect other circuits. 

• Decoupling capacitors with values of 0.1 and 5.0 uf are con­
nected, in parallel, from the Vee Pin of the LANCE to Ground. 

• Voltage level on the RESET Pin of the LANCE should be 
maintained at above 3.4 volts with a pull-up resistor. 

3.1.1 LANCE INTERFACE TO POPULAR 
MICROPROCESSORS 
Several problems are associated with interfacing a peripheral 
device to a CPU. One major problem involves the various con­
trol signals that each chip uses. Unless the two families are 
designed to be pin-for-pin compatible, there are always going 
to be minor variations between them. Part of the pin incom­
patibility involves genuine signal differences while other pins 
only require name changes. Another problem with interfacing a 
general purpose peripheral to a CPU is the timing differences. 

Most of these timing differences can be resolved by adding 
external logic. The Am7990 LANCE has been designed to be 
interfaced easily with the popular 16-bit microprocessors 
(8086/80186, 68000, Z8ooo*, LSI-II**). Most of the interface 
logic is embedded in the chip and is program selectable. 

Although the LANCE itself has a multiplexed bus, it can easily 
be interfaced to demultiplexed buses with a minimal amount of 
effort. This chapter discusses the interfaces to four popular 
16-bit microprocessors (68000, Z8001, 80186, and 8086). 
These designs assume that the processor and the LANCE 
reside on the same board. Address buffers and data 
transceivers are set up to be shared by the processor and the 
LANCE. All of these designs use PAL*** devices to reduce the 
parts count. 

Z8000 is a trademark of Zilog, Inc. 
LSI-II is a registered trademark of Digital Equipment Corp. 

*** PAL is a registered trademark of Monolithic Memories, Inc. 

3.2 68000 TO LANCE INTERFACE 
The versatility of the LANCE makes it easier for the user to 
interface with demultiplexed buses. Figure 3-1 is an example of 
how to interface the 68000 to the LANCE. The goal of this 
interface is compatibility with 8-MHz and faster 68000s while 
minimizing parts count. The two flip-flops are needed to adapt 
the LANCE bus request handshake to the 68000. 

Auto-vectoring is used since the Am7990 does not return a 
vector during Interrupt Acknowledge cycles. The BYTE and 
DAS signals of LANCE are used to generate U DS and LDS 
when LANCE is in Bus Master Mode. It takes two latches to 
demultiplex the LANCE Address/Data Lines (DAL0-DAL1 5) to 
adapt it to the 68000 Address Bus. The user should program 
the BSWP, BCON to "1 ", and ACON to "O" in CSR3 when 
initializing the LANCE. The AmPAL22V10 device could also be 
used to eliminate the two flip-flops shown in Figure 3-1. 

3.2.1 68000 TO LANCE INTERFACE PAL 
PAL 16L8 JOE BRCICH 
PAT002 2 FEB 84 
File: 68K90.PAL 

63000 TO LANCE INTERFACE 
ADVANCED MICRO DEVICES 

I AS RW BYTE /HOLD NC /BG AO NC /BGACK GND 

I CS /TB IUDS I DAS /CLR 1 BR /CLR2 I LDS I RB VCC 

IF C/BGACKJ RB= CS•RW•UDS + CS•RW•LDS; 68000 Master 

IF C/BGACKJ TB= CS•/RW; 68000 Master 

IF (BGACK) UDS = DA5*/AO*BYTE + /BYTE*DA5 

IF (BGACK) LDS = DAS*AO*BYTE + /BYTE*DAS 

IF (/BGACK) DAS = UDS'LDS 

CLR 1 I AS1 BG 

CLR2 BGACK 

/BR = /HOLD 
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3.3 Z8001 TO LANCE INTERFACE 
The Z8001 interface to the LANCE is easily accomplished 
since both have a multiplexed bus and most of the control 
signals can be directly connected (see Figure 3-2). This design 
also uses the PAL device, Am PAL 16L8, to reduce the parts 
count. The INTR pin of the LANCE is connected to the NVI pin 
of Z8001, since LANCE does not return a vector during the 

Interrupt Acknowledge cycle. The PAL device uses the status 
lines ST 3-ST 0 (when Z8001 is the Bus Master) or HLDA from 
the LANCE (when LANCE is the Bus Master) to generate M, 
the memory request signal. The user should program the 
ACON, BCON, and BSWP to "1" prior to initializing the 
LANCE. When the LANCE is Bus Master, DALI and DALO 
control the transceiver. When the CPU is Bus Master, T and R 
are generated from RNV and DS to control the transceiver. 
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;.. "" r 

l Am29841 

LE 
Am29841] 

LE 

DATA BUS 

r 

i=[;Am29863 J 
A ._______..._..........._~ L.___---'.J'\ ADA 

AD15-AD0 ~v-"l"---,,---,-------,--,-------yy' 

SN0-sN6 o------. I -----~--------..--.-----------.. A22-A1s 

Z8001 

""' TOSYSTEM .__--------t DALI 

l L • DALO 
29806 r,._+--+--j-~t---4 ,,._+-~-+-+------...... cs 
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/CE LE /M /AS /OS READ IT IA 
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ST 3 1---------. .. ST3 
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Figure 3-2 Z8001 to LANCE Interface 
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3.3.1 Z8001 TO LANCE INTERFACE PAL 
AMPAL 16L8 
PAT001 

RASOUL M. OSKOUY 
MARCH 13, 1984 

File: Z8K90.PAL 

28001 TO LANCE ItlTERFACE 
ADVANCED MICRO DEVICES 

I AS /HLDA READ /CS /DS /READY ST3 ST2 ST1 GND 

STO /T /M /'dAIT LE /R tlC tlC NC VCC 

IF /(HLDA) T , /READ*/CS 

IF (/llLDA) R , READ*DS*/CS 

M ' /HLDA*ST3*/ST2*/ST1*/STO + 

/HLDA*/ST2*/ST1*STO + 

/llLDA*ST3*ST2*/ST1 + 

HLDA 

WAIT , /READY 

/LE , AS 

3.3.2 DESCRIPTION 
Most of the Z8001 and Am7990 control signals can directly be 
connected. The Z8001 status lines outputs, STO-ST3, and 
LANCE (Am7990) HLDA input are used to indicate whether 
the cycle is a memory or non-memory cycle. The INTR pin of 
LANCE is connected to NVI pin of Z8001, since the LANCE 
does not return a vector during the interrupt acknowledge 
cycle. 

Note: Program ACON. BCON, BSWP to ""t"' in CSR3 Reg. 

3.4 80186 TO LANCE INTERFACE 
This interface also uses a PAL design to reduce the parts 
count. The 80186/LANCE address and data buses can be con­
nected directly together since they both have multiplexed 
buses. It seems natural to program the LANCE for ALE output. 
However, the PAL equations or a discrete design are easier if 
AS (CSR3, ACON=1) is used. This is because the LANCE 
three-states ALE, the 186 does not. The INTR, READY, and 
HOLD signals from the LANCE are open-drain and should be 
pulled up. The BM 1 signal from the LANCE or BHE from the 
186 along with Ao can be used to decode the data transfer type 
(Word/Byte). The external address buffers and data 
transceivers are enabled by the LANCE and the 186. The buf­
fers and transceivers are enabled by whichever device is the 
master. The user should program the BCON, BSWP to "O," 
and ACON to "1" in CSR3. Figure 3-3 shows the 80186 to 
LANCE interlace connections. 

3.4.1 LANCE IN BUS SLAVE MODE 
The LANCE enters the Bus Slave Mode whenever the CS is 
active. In this example, the 186 becomes the master. RD or 
WR of the 186 can be used to generate DAS which can be 
deasserted after the LANCE asserts its READY output. The 
DTR and DEN of the 186 are used to control the data 
transceivers. When the LANCE is not selected, the DTR of 186 
is used to generate the READ signal to the LANCE since DTR 
stays valid (High for Read, Low for Write operation) during the 
whole cycle. 
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3.4.2 LANCE IN BUS MASTER MODE 
The LANCE enters the Bus Master Mode whenever the HOLD 
and HLDA signals are both active. The READ and DAS out­
puts are used to generate separate RDand WR signals to meet 
the 186 system requirements. The DALI and the DALO out­
puts of the LANCE are used to control the data transceivers. 
The DAS signal asserted by the LANCE remains asserted until 
either the READY input is received or 25.6 us has elapsed 
from the time DAS was asserted. The time-out error is noted in 
CSRo (MERR=1) and the 186 is notified via interrupt. 

3.4.3 186 TO LANCE INTERFACE PAL 
PAL 16L8 
PAT001 
File: 186-90.PAL 

JOE BRCICH 
1 OCT 83 

80186 TO LANCE INTERFACE 
ADVANCED MICRO DEVICES 

ALE I AS DTR NC NC DEN NC /READY HLDA GND 
/CS ARDY READ /R IT /DAS /;./R /RD LE VCC 

IF (/HLDA) DAS ' RD + ~IR 

IF {!HLDA) /READ ' DTR 

IF {!HLDA) T ' DTR * /CS 

IF {!HLDA) R ' /DTR"DEN*/CS 

IF (HLDA) RD READ* DAS 

IF OILDA) riR /READ' DAS 

/LE /ALE + I AS 

I ARDY /READY 

3.4.4 DESCRIPTION 
This PAL design assumes that the 186 and LANCE are on the 
same board. The data bus buffer is only enabled if the LANCE 
is not selected. It seems natural to program the LANCE for ALE 
output. However, the PAL equations or indeed a discrete 
design is easier if AS is used. This is because the LANCE 
three-states ALE while the 186 does not. Note that data is valid 
on the falling edge of WR in min mode meeting the apparent 
requirement of the LANCE in early data sheets. Data set up 
time is specified with respect to the rising edge of DAS in later 
data sheets giving the designer more flexibility. All transfers to 
or from the LANCE must be word transfers. 

Note: Program ACON to "'1."' and BCON. BSWP to "'O"' in CSR3 REG. 

3.5 8086 TO LANCE INTERFACE 
The LANCE interlace to the 8086 and to the 80186 is quite 
similar, except that the bus request handshake is different 
when 8086 is configured in maximum mode. The 8086 has a 
bidirectional signal for both bus request and bus grant 
(RO/GT). Both the bus request (RO), and bus grant (GT) 
to/from 8086 are one CPU-clock wide and are synchronous to 
the CPU clock. Figure 3-4 shows a PAL design to do this 
conversion. Figure 3-5 shows the interface timing for this PAL. 
This PAL design could also be utilized to include other external 
logic requirements for interlacing the LANCE to 8086. 
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8086 CLK -----t ><>----. 

(8086) RQ/GT --o-----~ GT 

(QC) 

CLK 

AmPAL16R4 
86/90.PAL 

HOLi5 .... !------ HOLD (LANCE) 

HLDA ---~ HLDA (LANCE) 

Figure 3-4 8086 RQ /GT, Am7990 HOLD/HLDA Conversion PAL 

Figure 3-5 AmPAL16R4, 8086 (max. mode)/LANCE Interface Timing Diagram 
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3.5.1 8086 RQ/GT CONVERSION TO 
LANCE HOLD/HLDA PAL 

AMPAL 16R4 
PAT001 

RASOUL OSKOUY 
MARCH 20, 1984 

8086 RQ/GT CONVERSION TO LANCE llOLD/HLDA 
ADVANCED MICRO DEVICES 

CLK NC HOLD GT NC llC NC NC NC GND 
NC NC NC HLDA 152 R2 RT NC NC V CC 

R1 : HOLD 
D2 = RT 
R2 ~ R 1*02 + R 1 • 02 

HLDA = GT 1 R°2 + llLDA*iJ2 

3.5.2 DESCRIPTION 
This PAL converts the request and grant (RQ/GT) of 8086, 
when configured in maximum mode, to the LANCE Am7990 
HOLD/HLDA. Both request (input to 8086) and grant (output 
from 8086) are one clock wide and are synchronous to the 
CPU clock. 
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CHAPTER 4 
SOFTWARE CONSIDERATIONS 

4.1 SOFTWARE TASKS 
First the LANCE interface with the system is checked out both 
in Bus Master and Bus Slave Mode, and the internal logic of 
the LANCE is tested in diagnostic mode for both internal and 
external loopback test. Then, the LANCE is configured for nor­
mal operation via the Initialization Block. The user normally 
initializes the LANCE once for normal operation. Any changes 
in LANCE configuration require re-initialization. 

The data handling tasks include assigning and chaining data 
buffers and checking the format rings for format errors. 
Transmit and receive drivers are required to set up the transmit 
and receive descriptors, buffer pointers, and related tasks. 
Status monitoring routines are also required. If re-initialization 
is necessary, the user must first process all the transmitted or 
received packets and to rearrange the packets queued for 
transmission in the Transmit Ring. This is necessary since the 
LANCE sets its pointers to the beginning of the Transmit and 
Receive Rings upon initialization. 

The user must also process the interrupts and report the er­
rors. 

These tasks and the software support required are discussed 
in the following order: 

Initialization 
Diagnostics 
Main Program 
Descriptors and Buffers 
Interrupts 
Transmit Drivers 
Receive Drivers 
Status Monitoring and Error Processing 

The flow charts and discussion outlined below examine one 
approach to typical driver routines which may be used to oper­
ate the LANCE. They are designed to guide the user in pro­
gramming the LANCE within a typical application. However, 
the flowcharts are not intended as a direct implementation, 
which is system dependent. 

4.2 INITIALIZATION 
The LANCE is initialized (configured) for a desired operation by 
programming the CSR registers (CSRo-3) and providing the 
parameters required by the LANCE in the Initialization Block. 
Refer to Chapter 1 for an overview of the system including the 
Initialization Block. For detailed information, refer to the 
LANCE data sheet. Initialization is a prerequisite for the 
LANCE operation in Bus Master mode. 

Upon power-up or hardware reset, the internal logic of the 
LANCE is cleared, and the Stop bit in CSR0 gets set. Once the 
Stop bit is set, either by a hardware reset or by software, all the 
activity in the LANCE stops. The Stop bit in CSR0 must be set 
prior to any access to CSR1-CSR3. ACON, BCON and BSWP 
bits in the CSR3 are programmed for the desired hardware 
interface. CSR1 and CSR2 get updated to contain the pointer 
to Initialization Block. (Refer to LANCE data sheet for more 
description on CSR registers.) 
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CSR1 and CSR2 are normally not affected when the Stop bit is 
set in CSRo. (When the Stop bit is set, CSR3 is cleared and 
CSRo is set to 0004 Hex, Stop bit set.) However, it is recom­
mended to reload CSR1 and CSR2 whenever the Stop bit is 
set. 

The Initialization Block contains the parameters (Mode Regis­
ter, Node Address, Logical Address Filter, Receive, and 
Transmit Descriptor Ring Pointers) needed for normal or diag­
nostic operation. 

The flow chart shown in Figure 4-1 shows a typical initialization 
routine which starts by invoking the diagnostic operation with 
error loop capabilities and if the diagnostic passes are suc­
cessful, it initializes the LANCE for normal operation. 

4.3 DIAGNOSTICS 
The Mode Register Initialization Block can be used to set up 
the LANCE for diagnostic or normal operation. There are four 
user-programmable diagnostic modes. Each mode requires 
the user to change bits in the Mode Register and re-initialize 
the LANCE. The four modes are discussed in the following 
order: 

1. Internal Loopback 
2. External Loopback. 
3. CRC Logic Check. 
4. Collision Detection and Retry Logic. 

4.3.1 INTERNAL LOOPBACK 
Although Ethernet is half-duplex, when in Loopback Mode the 
LANCE can operate in full-duplex by limiting the packet size to 
8-32 bytes. The LANCE will not start the transmission of the 
loopback packet unless the whole packet (up to 32 bytes) is in 
the SILO. All the logic and data paths are tested in internal 
loopback except the transmit/receive drivers and receivers for 
the transmit data and receive data. 

The LCAR bit should not be set in internal loopback mode 
since the LANCE does not monitor the RENA signal input to 
the LANCE. The LCAR bit is set when the sequence described 
below happens: 

a) The LANCE is initialized in internal loopback mode. The 
loopback test can transmit and receive normally, as long as the 
transmit address matches the node address. 

b) If at some point the LANCE transmits a non-matching 
packet, the packet will be sent but it will not be received. LCAR 
(lost carrier) will be set. 

c) After transmitting a non-matching packet, the LANCE will no 
longer transmit in internal loopback mode, even if the matching 
address is put back. If the LANCE is then set-up to send a 
matching or a non-matching packet, the LANCE reads the 
descriptors from the Transmit Ring and relinquishes the 
descriptor to the CPU with LCAR bit set. It never DMAs data 
into the SILO. It does not actually transmit the packet out. 
Therefore, it does not receive the packet. 
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In the internal loopback mode, when a packet is transmitted 
that is not addressed to the node itself, LCAR is set and indi­
cates this condition. If the address detection logic of the 
LANCE is being tested for a non-matching test in internal loop­
back mode, the first non-matching transmit packet always gets 
transmitted. Only the packets following the transmission of the 
non-matching packet fall into this condition and never get 
transmitted. Re-initializing the LANCE is the only option when 
this problem occurs. This problem will not occur as long as the 
LANCE is transmitting packets to itself (matching addresses) in 
internal loopback mode. The external loopback can be used for 
testing the packets with non-matching addresses. 

4.3.2 EXTERNAL LOOPBACK 
External Loopback operates in much the same fashion as Inter­
nal Loopback, except that the test packet is actually transmit­
ted out, starting from the LANCE to the SIA, to the transceiver, 
and finally to the coaxial cable. The transmitted data wraps 
around, in the same fashion, from the coaxial cable to the 
LANCE. External Loopback test will not interfere with any other 
node attached to the Ethernet cable, since the packet is nor­
mally addressed to the node itself or gets discarded as a runt 
packet (loopback packet size max= 32 bytes). 

The multicast addressing is not operational in External Loop­
back Mode. The LANCE transmits the packet but it will not 
receive it. However, DTCR (Disable Transmit CRC) in the 
Mode Register can be set to "1" when multicast addressing in 
External Loopback Mode is desired. In this case, the user has 
to append the correct four bY1e CRC when transmitting a 
packet or there will be a CRC error when the packet is 
received. The multicast addressing can be tested in Internal 
Loopback Mode, or Receive Mode when another node is 
transmitting. 

4.3.3 CRC GENERATOR/CHECKER LOGIC 
TEST 
During the loopback test (internal or external), the CRC logic 
may be tested. Since the LANCE operates in half-duplex 
mode, the CRC generator or checker must be tested sepa­
rately as follows. The Transmit CRC Generator is tested by 
programming DTCR=O in the Mode Register. This enables the 
transmit CRC generation and disables the Receive CRC 
Checker. Assuming the test packet is 32 bY1es, the LANCE will 
transmit 32 bY1es and store 36 bY1es of data in the receive 
buffer. The extra four bytes are the CRC generated by Transmit 
CRC Generator. The received CRC bY1es are compared 
against the software generated CRC. 

The Receive CRC Checker is tested by setting the DTCR bit in 
the Mode Register. The user then calculates the CRC for the 
test packet and appends it to the end of the test packet for 
transmission (test packet max size = 32 + 4 bY1es CRC). The 
Receive CRC Checker checks the last four bY1es of the packet 
for CRC error and updates the receive descriptors accordingly. 
The CRC logic may be tested in either External or Internal 
Loopback Mode. 

4.3.4 COLLISION DETECTION/RETRY 
LOGIC TEST 
The collision detection can be tested by forcing collision, set­
ting the COLL, LOOP, and INTL bits of the Mode Register) to 
"1." The LANCE is then initialized and started (CSRo: 
INIT,STRT,INEA=1). The collision bit, COLL, being set will 
cause the LANCE to detect a collision on each loopback at­
tempt. The result is 16 total transmission attempts with a retry 
error reported in TMD3. 

The SIA/transceiver collision interface to the LANCE is 
checked by placing the LANCE in External Loopback. The 
LANCE will look for a collision detection within 2 us following 
the completion of a transmission. This is a transceiver self test 
feature which is known as SOE (Signal Quality Error) test or 
"Heartbeat." The CERR bit gets set if the Heartbeat is missing 
within the specified time. The failure can be caused by the 
external collision path (transceiver-to-SIA-to-LANCE) and/or 
the transceiver itself. 

4.4 MAIN PROGRAM 
The LANCE is configured for normal operation via the Initializa­
tion Block. LANCE is inililized once for normal operation. 
However, any configuration change requires re-initialization. 
Figure 4-2 shows a flow diagram of the main program for nor­
mal operation. 

4.5 DESCRIPTOR AND BUFFER 
PITFALLS 
4.5.1 TRANSMIT MESSAGE DESCRIPTORS, 
TMD1 AND TMD3 
"One" flag in TMD1 is not valid when "LCOL" is set in TMD3. 

4.5.2 TRANSMIT DESCRIPTOR RING 
FORMAT 
When the LANCE is polling the Transmit Ring, it will skip over 
Transmit Ring entries having a bad format. For the first buffer in 
a packet, when the LANCE owns the buffer and STP (Start of 
Packet) is not set, it will simply turn the ownership back over to 
the host. The LANCE will then generate a TINT interrupt and 
go on to the next buffer. The LANCE continues to skip over 
transmit buffers (by clearing the OWN bit and setting TINT bit) 
until it finds a buffer with a good format (both STP and OWN bit 
set) to transmit. When the LANCE finds a transmit buffer 
owned by the host (OWN = 0), it means that there are no more 
buffers to transmit. 

4.5.3 DATA CHAINING 
During either a receive or a transmit with data chaining, the 
LANCE generates a done flag (RINT or TINT) and interrupt 
only at the end of ihe chain. It will not generate any interrupt 
flags whenever a buffer of the chain is filled or transmitted, 
unless there is an error. The ownership bits, however, are 
turned over to the host as each buffer .is completed. This can 
cause a problem if the first transmit buffer is short as explained 
below. 
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Figure 4-2 Main Program for the LANCE in Normal Operation 
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4.5.4 TRANSMIT BUFFERS 
When in Transmit Mode, the LANCE can transfer up to 32 bytes 
of data into the Silo before transmission is started if the cable is 
busy at the time. A collision could occur at any time during the 
transmission of the first 64 bytes (first slot time). During this 
transmission, 64 additional bytes could be read from the buffer. 
Therefore, the first transmit buffer must be at least 96 bytes 
long to ensure that the LANCE does not relinquish the first 
buffer before it has sent the first 64 bytes of the packet over the 
Ethernet cable. Including a small extra margin, 100 bytes was 
chosen as the minimum size required for the first buffer when 
data chaining to ensure proper handling of collisions. 

At the beginning of a transmission, the LANCE internally stores 
the address and byte count of the first transmit ring entry, in 
case a retransmission is required. In data-chaining, after each 
buffer is read into the Silo, the buffer is returned to the host by 
resetting the "own" bit. As explained above, if the first transmit 
buffer is too short, a collision could occur after the first buffer 
was completed and the ownership bit turned over to the host. 

Since a collision causes an automatic retry and since the 
LANCE has the address of the first buffer, the LANCE will 
attempt to retransmit the buffer that it had just given back to the 
host. This violates the mutual exclusion rule of the ring owner­
ship by accessing a ring entry that it does not own. This can 
also cause incorrect and unexpected transmit ring status 
changes as follows: if the host is polling the ownership bit, it 
would see ownership of the first transmit buffer and start to 
service it. At the same time, the LANCE may be retransmitting 
it and even updating the status for that buffer. 

When data-chaining is not used, the LANCE does not return 
the buffer to the host until the entire packet has been sent 
without collision or other error. Therefore, for buffers that are 
not data-chained, the minimum buffer size for the first buffer is 
the minimum packet size of 64 bytes required by Ethenet to 
ensure proper handling of collisions. However, the LANCE is 
capable of transmitting a packet as small as one byte. 

To summarize, when the buffers are data chained in Transmit 
Mode, the minimum size for the first transmit buffer is 100 
bytes. When the buffers are not data-chained, the minimum 
size for the transmit buffer is 64 bytes to conform to Ethernet 
standards. These minimums prevent the LANCE from violating 
the mutual exclusion principle of the ring ownership bits as a 
result of a collision. The mutual exclusion rule states that the 
LANCE must not access a ring entry it does not own. The slot 
time is the time it takes to transmit 64 bytes over Ethernet. A 
collision can occur at any time during the first slot time. 

4.5.5 RECEIVE BUFFERS 
The minimum size for the first receive buffer is specified as 64 
bytes. If this spec is not adhered to, the LANCE could cause 
the violation of the mutual exclusion principle of the ring owner­
ship bits. 

This happens if the receive buffers are less than 64 bytes each 
and a packet that is larger than the first buffer but less than 64 
bytes (a runt packet) arrives. The LANCE fills the first buffer, 
updates that buffer's status and turns over the ring ownership 
to the host. When the packet terminates as a runt, the LANCE 

discards it. The LANCE backs up its internal receive ring ad­
dress pointer and byte count registers to their values at the 
beginning of the reception so that it can use this buffer for the 
next packet. However, this buffer has already been turned over 
to the host. 

When the next packet arrives, the LANCE will reuse the buffer 
that it filled during the previous runt packet although it is now 
owned by the host. This violates the mutual exclusion rule of 
the ring ownership bits. 

If the host had been polling the ownership bits, it could have 
already used the data in that receive buffer although it was not 
valid data. The host expects the next receive packet to start at 
the next receive buffer but the LANCE starts at the previous 
buffer. If the next receive packet is a legal packet, the LANCE 
will data chain at least two buffers because the first buffer is too 
small. The host then starts looking at the second buffer of the 
chain because it has already serviced the previous buffer when 
the ownership bit was turned over during the previous runt 
packet. Under these conditions, the host will not see the ex­
pected packet format (the destination address, source ad­
dress, etc.) in the receive buffer. 

4.6 INTERRUPTS 
The interrupt pin is simply an OR of the interrupt causing 
conditions. The occurrence of another interrupt after the inter­
rupt pin is asserted does not generate another transition on the 
interrupt pin. Interfaces that require a transition per interrupt 
may use the following software routine to force a transition on 
the interrupt pin. 

READ CSRo AND STORE IN MEMORY OR A REGISTER 

CLEAR THE INTERRUPT ENABLE (BIT 06) IN THE 
STORED CSRo 

WRITE CSRo WITH THE STORED VALUE (BIT 06 IS NOW 
CLEAR) 

SET THE INTERRUPT ENABLE BIT IN CSRo 

At the time the interrupt is first serviced, this routine first reads 
CSR0 to capture the register and store its value in memory or a 
register. Then the stored value is written to CSR0 with Bit 06 
clear, clearing the interrupt-causing conditions present at the 
time the register was read. They are cleared because they are 
all "write-one-to-clear" bits. This clears out the old interrupt 
flags and preserves any new ones set after the register was 
read. It causes the LANCE to deassert the interrupt pin be­
cause interrupt enable is now clear. The last step is to set 
interrupt enable again. This must be done with a Write Only 
instruction, such as MOVE, so that any new interrupt flags are 
not cleared by a Read-Modify-Write operation. At this time, if 
there were any new interrupt flags set after CSR0 was first 
read, the· interrupt pin will be reasserted generating a new 
transition for the new interrupt flags. 

It is possible to have more than one interrupt-causing condition 
for each interrupt generated. For example, if an interrupt is 
received and the RINT bit is set, there could have been more 
than one receive buffer turned over to the host, because other 
receive buffers could have been filled before the host services 
the interrupt. This is also true for transmit interrupts. In fact, a 
receive buffer could have been turned over to the host after a 
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transmit interrupt has been generated. This happens if a 
transmit interrupt was generated, if the host software read 
CSR0, and if a receive buffer was filled before the host soft­
ware finishes the transmit routine. Therefore, it is wise to check 
both the Receive and Transmit Rings for buffers owned by the 
host whenever an interrupt occurs. 

LANCE asserts the interrupt signal (INTR) every time it 
updates the internal register, CSR0 , provided the INEA bit is 
set. Interrupt remains asserted until one of the following condi­
tions is met: 

1. Source of interrupt is removed. 
2. RESET is asserted. 
3. Stop bit gets set in CSRo. 

There are four types of interrupts noted in CSRo: 

1. Initialization done. 
2. Fatal and non-fatal errors. 
3. Receive Descriptor update. 
4. Transmit Descriptor update. 

It is important and necessary to acknowledge the interrupts in 
real time so that the segment of the LANCE status being 
updated is not lost. This also enables the processing of 
transmit and receive buffers promptly. 

There is only one interrupt condition, MISS error, which re­
quires a response. When MISS error occurs, it must be cleared 
by the user, or no more packets will be received, even if some 
receive buffers have been relinquished to the LANCE. (The 
MISS error requirement applies only to the LANCE Rev. B. The 
LANCE Rev. C does not require the MISS bit to be cleared to 
receive the following packets.) However, there is enough time 
(67.2 us) between the MISS error bit getting set and the arrival 
of another packet. The 67.2 us is measured based on back-to­
back short packets (64 bytes) addressed to this node, and the 
size of the SILO (48 bytes). 

No other interrupt bits in CSRo will result in the loss of any 
packet. If interrupt is not serviced before the next interrupt 
occurs, then the new status bits get ORed with the old ones 
before CSRo is updated. It is possible for the user to lose the 
sequence of status being updated. 

The discussion below describes one way of handling a long 
interrupt latency. Since some software overhead may be in­
volved in responding to the interrupts, a buffering scheme 
(software FIFO) may be used to ensure that all the events are 
recognized and serviced in the order of occurrence. 

A software FIFO as large as Transmit/Receive Ring size is 
allocated to store the CSRos in the order of interrupt occur­
rence. The interrupt service routine merely reads the CSRo 
and stores it for later processing by status processing routines 
thus making it as short as possible. (See Figure 4-3.) This 
approach will assure that all the events are captured in the 
order of occurrence. 

4.7 TRANSMIT DRIVER 
CONSIDERATIONS 
The host communicates with the LANCE, via the Transmit 
Ring, for packet transmission. There can be up to 128 descrip­
tor entries, four words per entry, in the Transmit Ring. 
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Figure 4-3 Interrupt Service Routine 
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The user should have two pointers associated with the 
Transmit Ring: 

1 . TXDESW - Transmit Descriptor Write Pointer 
2. TXDESR - Transmit Descriptor Read Pointer 

TXDESW points to ihe first descriptor of the packet queued for 
transmission by the host (OWN=1, STP=1). TXDESR points 
to the first descriptor of the packet just relinquished by the chip 
(OWN=O, TINT=1). 

TXDESR and TXDESW originally point to the same location, to 
the beginning of the Transmit Ring. Once the packet transmis­
sion starts, the TXDESW pointer normally leads the TXDESR 
pointer. The user sets up the descriptors by flowing/wrapping 
around the ring, and LANCE chases the user sequentially to 
send the buffers out. 

Transmit data buffers are usually scattered around in the 
memory. Before initiating a transmission, the user needs to 
invoke the lower level transmit driver routine to change the size 
of large and small buffers scheduled for transmission. One 
approach, as illustrated in Figure 4-4, is to shrink down the 
large buffers to 1500 bytes each and chain the small buffers 
together by taking advantage of LANCE's buffer management 
data chaining scheme. Three types of lists can be associated 
with transmit routines to transmit a large block of data (for 
example, 10K bytes). 

List 1: 
This list contains pointers to buffers (any location in memory), 
with different buffer sizes (no limitation in buffer sizes), to be 
transmitted as one block in the order defined sequentially in the 
list. LIST1 PTR is the pointer to this list. Each entry on the list 
designates the buffer pointer and buffer size. End of list is 
recognized by an end of list flag (for example, FFFF. .. ). 



LIST 1: 

LIST1 PTR-
FILE1 ADR 

2 ENTRIES l (24 BIT ADDRESS) 

PER FILE FILE1 SIZE 
(16 BIT ADDRESS) 

FILE2 ADR 

FILE2 SIZE 

FILE3 ADR 

FILE3 SIZE 

• • • 
FILE N ADR 

FILE N SIZE 

END OF LIST 

UST 2 

PACKET1 PTR 

PACKET2 PTR 

• • • 
PACKETM PTR 

END OF LIST 

FILE3 ADR t--.,.............,-.-......,..,..,..-,--r-1 
FILE3 (E.G., 40 BYTES) 

Figure 4-4 Transmit Block Buffer Packing 

2 ENTRIES! 
PER 

BUFFER 

LIST 3: 
PACKET1 PTR 

DESC1 BUFF PTR 

DESC1 BUFF SIZE ..... ~~~~~~~-. 
DESC2 BUFF PTR 

DESC2 BUFF SIZE 

• • • 
DESC K BUFF PTR 

DESC K BUFF SIZE 

END OF LIST 

PACKET2 PTR 

DESC1 BUFF PTR 

DESC1 BUFF SIZE 

DESC2 BUFF PTR 

DESC2 BUFF SIZE 

• • • 
DESC I BUFF PTR 

DESC I BUFF SIZE 

END OF LIST 

PACKETM PTR 

DESC1 BUFF PTR 

DESC1 BUFF SIZE 

DESC2 BUFF PTR 

DESC2 BUFF SIZE 

• • • 
DESC J BUFF PTR 

DESC J BUFF SIZE 

END OF LIST 
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List 2: 
One of the transmit routines uses List 1 to generate List 2. 
Each entry on List 2 is a pointer to a packet (List 3). List 2 is a 
translation of a block of data (List 1) with large and/or small 
buffers to one or more packets. End of list is recognized by the 
end of list flag (for example, FFFF. .. ). LIST2PTR is a pointer as 
an input to the lower level transmit driver routine to transmit the 
whole block (all the packets in List 2). 

List 3: 
Each entry on this list designates the buffer pointer and the 
buffer size (<=1514 bytes; see Note 1) for each buffer that is 
chained together to be transmitted as one packet. At the end of 
the packet, a list flag is used to designate the end of the list. 
The lower level transmit driver routine transfers both the buffer 
pointers and buffer sizes directly to the transmit ring descrip­
tors. The buffer pointed to by the first entry in list 3 must contain 
the header information (source address, destination address, 
and type (or length) field. 

NOTE 1 
The user should be cautious about add.ress and type 
field insertion for transmission of each packet. Since 
LANCE does not insert destination or source ad­
dresses or type field, the user must append the ad­
dress and type field (14 bytes) to the beginning of each 
packet. 

The transmit driver routine, TXDRIVE, shown in Figure 4-5 
uses LIST2PTR as the pointer to the packet list to set-up the 
transmit descriptors for transmission. Transmit driver routine 
(Figure 4-5) and TX_ Status routine (Figure 4-6) keep track of 
the two pointers, TXDESW and TXDESR by using a software 
FIFO. The transmit driver routine writes the pointer, TXDESW, 
to the FIFO and the TX_ Status routine reads the pointer, 
TXDESR, from the FIFO. The FIFO size should be as large as 
the transmit ring size. This approach allows the transmission 
process of the packet to be performed in the correct order and 
minimizes the software complexity of managing the Transmit 
Ring. 

As pointed out earlier, the TXDESW pointer normally leads the 
TXDESR. If these two pointers point to the same location 
(TXDESR = TXDESW), it is an indication of having either a 
small ring (much less than 128) or the LANCE transmitter has 
been turned off because of some particular error(s). Should the 
transmitter shut off, the user is notified via interrupt. CSRo 
Register, TXON Bit, may then be checked to see if the 
transmitter is on. 

The LANCE normally polls the Transmit Ring descriptor once 
every 1.6 ms until it finds a packet (defined/addressed in the 
descriptor) to be sent out. However, the user may demand 
faster polling time (every 1-2 us) by continuously setting the 
TDMD bit in CSR0, after it gets cleared by the LANCE. The 
user should normally set the TDMD bit every time it relin­
quishes (sets the OWN bit) the first descriptor of a packet to the 
LANCE. 
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NOTE 
As shown in the transmit routine flowchart, the user 
should not relinquish the descriptors (buffers) until all 
the descriptors for the packet have been set up. (ENP 
bit is set in the last descriptor.) After the descriptors are 
set up, the user should clear the OWN bit of each 
descriptor in the reverse order (last descriptor first, first 
descriptor last). This technique will prevent transmit 
buffer error (TMD3 , BUFF error). 

As shown in Figure 4-6, there are two variables, TXDESR and 
TINTCNT, used for processing the packets that LANCE has 
transmitted. TINTCNT corresponds to the number of packets 
that have been transmitted (times that the TINT bit has been 
set in CSR0) but not processed by the CPU to update their 
status. TXDESR is the pointer to the first descriptor of the 
packet relinquished by the LANCE and not processed by the 
CPU. This mechanism is used to assure servicing the packets 
in the order of transmission and to prevent TINT being set 
twice without the CPU awareness that two packets have been 
transmitted by the LANCE. 

When checking for errors, the user needs to check both the 
ERR and BUFF bits, since the ERR does not include the BUFF 
error. When processing errors, BUFF or UFLO errors should 
be treated as fatal errors since these errors are due to a mal­
function in hardware and/or software designed around the 
LANCE and it is under user's control. LCOL error should also 
be treated as a fatal error. In a maximum Ethernet configura­
tion, a collision might occur within the first 64 bytes of the 
packet but not beyond. LCOL error can also be due to a fault 
(open or short) in the coaxial cable. 

LCAR error can be due to a malfunction in the receive section 
at the transceiver or fault between transceiver and SIA 
(Receive ± pair) or SIA and LANCE (RENA input to the 
LANCE). The LANCE requires RENA to become and remain 
active before TENA is deasserted; otherwise an LCAR error 
will be set. If RENA drops out while transmitting (TENA High), 
an LCAR error will get set and the LANCE will continue to 
transmit the packet. A fault (short) in the coaxial cable can also 
cause an LCAR error. 

The RTRY error is set when the LANCE attempts 16 times to 
transmit the packet and does not succeed. This error is less 

. likely to occur. However, this error can occur in a very heavily 
loaded network, a failure of a node in the network, or an open 
in the coaxial cable. 

As shown in the flowchart in Figure 4-6, after the packet has 
been transmitted, in particular when the buffers are data 
chained, the user should check the status of all descriptors for 
errors (ERR bit). This is because RTRY error is updated in the 
first descriptor, and LCOL and UFLO can occur anywhere from 
the first descriptor to the last descriptor of the packet. When 
late collision occurs (LCOL= 1 ), the LANCE continues to 
transmit the packet. 



"SMALL TX RING OR 
BUSY NETWORK" 

2 

TX DRIVE 

INITIALIZE 

BYTEs-o 

• • • 
GETTXDESW, 

TMD1 

SET START OF PACKET 
TMD1 <STP> -1 

LOAD TMDo, TMD1 WITH 
BUFFER POINTER 

TMDo, TMD1 - LIST2 PTR (PACKET PTR(1)) 

LOAD TMD2 WITH BUFFER SIZE 
TMD2 - LIST2 PTR (PACKET PTR (2)) 

BYTES - TMD2 + 
BYTES 

NEXT DESCRIPTOR 
TXDESW - TXDESW + 4 

y 

4 

RESET TXDESW 
TXDESW - TXBEG 

Figure 4-5 Transmit Routine (TXDRIVE) to Setup Packets for Transmission (Sheet 1 of 2) 
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2~54 

GETTXDESW, 
TMD1 

NEXT BUFFER FOR THIS 
PACKET IN LIST 3 

PACKET PTR(1) -
PACKET PTR(1) + 2 

TMD1 <STP> - 0 

BYTES = No. of bytes in the packet 
TXDESW = Transmit descriptor write pointer 

TXBEG = Pointer to beginning of transmit ring 
PACKET PTR(1) = Pointer to buffer address 
PACKET PTR(2). = Pointer to buffer size 

LIST2 PTR = Pointer to a packet entry in List 2 

SAVE POINTER 
TEMP - TXDESW 

TMD1 <ENP> -1 

TMD1 <OWN> - 1 

BACKUP TO PREVIOUS 
DESCRIPTOR TO 

SET OWN BIT 
TXDESW - TXDESWSP • 4 

RESTORE POINTER 
TXDESW - TEMP 

INCREMENT/WRAPAROUND TO 
THE NEXT DESCRIPTOR 

TXDESW - TXDESW + 41 
TXDESW - TXBEG 

NEXT PACKET IN LIST 2 
LIST2 PTR - LIST2 PTR + 1 

Figure 4-5 Transmit Routine (TXDRIVE) to Setup Packets for Transmission (Sheet 2 of 2) 
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TX-STATUS 

ADJUST TXDESR PTR 
TXDESR - TXDESR + 4 

WRAPAROUND IF END OF THE RING 

TINTCNT = No. of TINT interrupts 

ADJUST TINTCNT 
TINTCNT - tlNTCNT • 1 

RETURN 

FATAL ERROR 

INVALID ERROR 
CONDITION 

STOP LANCE 
CSRo <STOP> -1 

REARRANGE TX 
AND RX RINGS 
DESCRIPTORS 

RE-INITIALIZE 
THE LANCE 

TXDESR = Pointer to the first descriptor of the packet relinquished by the LANCE and not processed by the 
CPU 

TXBOT = Pointer to the bottom of the ring 
TXBEG = Pointer to the beginning of the ring. 

Figure 4-6 Transmit Packet Status Processing (TX-STATUS) 
06363A-16 
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4.8 RECEIVE DRIVER 
CONSIDERATIONS 
The host communicates with the LANCE, via the Receive Ring, 
tor packet reception. There can be up to 128 descriptor entries, 
four words per entry, in the Receive Ring. 

The user needs to allocate some buffers through the descriptor 
entries in the Receive Ring for the arrival packets, if the 
receiver is enabled (turned on via Initialization Block). Multiple 
buffers with different sizes scattered around in the memory 
may be allocated to the LANCE for reception. Receive driver 
routines and buffer management tasks can be relatively com­
plex when the user needs to keep up with incoming back-to­
back packets. 

The user has 3 major tasks to handle at all times: 

1. Respond fast enough to LANCE's DMA requests 
2. Always have enough available receive buffers for arriving 

packets 
3. Provide fast interrupt response time and short interrupt ser­

vice routine to capture/distinguish the events in the order of 
occurrence for each packet. However, the packets will not 
be lost if interrupt processing is not in real time; CSRo 
update is an OR operation of the new CSRo and the previ­
ous CSRo. 

The user must keep track of the incoming receive packets, 
process the packets (check status and empty buffers), and 
allocate enough available receive buffers to store all incoming 
packets. A global pointer associated with the Receive Ring is 
needed to process the received packets sequentially in the 
order of arrival. This pointer, Received Descriptor Pointer 
(RXDPTR), is used in RX-Status routine (Figure 4-7) to locate 
the buffers for the received packet, check the integrity of the 
packet, and update the value of RXDPTR (pointer to the first 
descriptor of ihe next packet). 

The node processor and the host CPU software may use a 
semaphore approach to communicate with each other. This is 
accomplished by allocating a software FIFO to be a Write Only 
by the node processor, and a Read Only by the host CPU. This 
FIFO has multiple entries each of which contains two locations: 
a pointer to the first descriptor for a packet (RXDPTR) and the 
number of descriptors (buffers) for this packet (RXDPSNO). 
The host CPU is interrupted by the node processor every time 
an entry is added to the list {FIFO). The host CPU, in return, 
reads the entry from FIFO to empty the buffer{s) and relinquish 
the buffers to the LANCE using the RXDPTR and RXDESNO. 
This technique speeds up the received packet processing time 
and diminishes the probability of missing packets as a result of 
no receive buffers being available. 

The data chaining scheme in the LANCE makes efficient use of 
the memory during the packet reception. It is practical to assign 
small buffers (for example, 256 bytes) for receive buffers allo­
cated to the LANCE. With small buffers, there is less unused 
space in each buffer when storing packets that are short. For 
packets larger than the buffer, data-chaining is used. Storing 
small packets in large buffers results in large unused and un­
usable areas of memory and results in the data being in frag­
mented areas scattered around in the memory. 
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RINTCNT variable shown in Figure 4-7 contains the number of 
times that the RINT bit has been set in CSRo without being 
processed by the user. This value corresponds to the number 
of packets which have been received with or without the error 
and are awaiting processing. Figure 4-7 uses RINTCNT and 
RXDPTR to process back-to-back packets in the order of ar­
rivals. 

As it implies in Figure 4-7, the user should start checking the 
RMD1 of each descriptor until it finds either ENP or ERR bit 
set. IF ERR bit is set and ENP bit is not, it indicates that an 
error (such as BUFF or OVFL) occurred before the packet 
ended. If ENP bit is set, it indicates that the packet has ended 
(cable has gone idle) and the current descriptor is the last 
descriptor for this packet. When ENP and ERR are both set, it 
is an indication that there is a CRC or both CRC and framing 
error. 

It is important to note that the LANCE interrupts the user when 
it updates the last descriptor (clears the OWN bit) for current 
received packet. It does not interrupt (does not set RINT) for 
each descriptor update when the packet consists of multiple 
descriptors. 

When the LANCE interrupts the CPU due to RINT, packet 
reception, the user should clear the source of interrupt {here 
RINT bit) so that it can distinguish the arrival of the next packet 
from the current one when RINT bit is set again. 

The minimum time (worst case) for the RINT bit to be set again 
is as follows: At the end of a packet reception from the cable, 
the Silo has 48 bytes for the LANCE to transfer into a buffer 
before issuing a RINT. This transfer requires three DMA se­
quences of 4.8 us each plus two bus dwell times of .7 us. each 
{bus request response time, HOLD to HLDA, is ignored) for a 
total of 15.8 us. However, the transfer does not start until after 
the interpacket gap time of 9.6 us followed by 6.4 us of 
preamble time. The transfer starts just as the data from the 
next packet starts to enter the Silo. In this case, the RINT bit is 
set 15.8 us after the next packet starts to fill the Silo. If the 
worst case happens and the Silo overflows, another RINT in­
terrupt is issued for the error condition. The time required for 
the second RINT to occur is 22.6 us ( [ 48 x 0.8] - 15.8). This is 
the interrupt latency of the LANCE for RINT bit to get set again. 

This worst case interrupt latency only applies if the LANCE is 
not assured of prompt response to DMA bus requests. If the 
LANCE DMA bus latency is eight us, and the LANCE requests 
the bus as soon as eight words are in the Silo, there will be a 
maximum of thirteen words in the Silo when the end of the 
packet arrives. The LANCE takes 4.8 us to transfer the first 
eight words and 6.5 us {5 x (.6 + .7)) to transfer the remaining 
five words, one word at a time for a total of 11.3 us before the 
first RINT is set. 

The packet intergap time is 9.6 us and the preamble is 6.4 us 
for a total of 16 us before data from the next packet starts to fill 
the empty Silo. If the LANCE now fails to acquire the DMA bus, 
the Silo will overflow causing a second RINT 43.1 us after the 
first RINT {16 - 11.3 + 48 x .8). This is the interrupt latency 
under these more reasonable conditions. 

The errors associated with packet reception are BUFF, OVFL, . 
CRC, and FRAM errors. The packets are normally discarded 
when any of these errors occur. Note that there may be an 
OVFL error when there is a BUFF error. 



RX_STATUS 

FATAL ERROR 

INVALID ERROR 
CONDITION 

STOP LANCE 
CSRo <STOP> - 1 

(SOFT RESET) 

RETURN 

GET TEMPLOC < RMD1 > 

RINTCNT = No. of RINT interrupts 

RXDESNO -o 

GET RXDPTR 
TEMPLOC - RXDPTR 

GET TEMPLOC < RMD1 > 

RXDESNO - RXDESNO + 1 
TEMPLOC - TEMPLOC + 4 

WRAPAROUND IF END OF THE RING 

N 

SOFT FIFO - RXDPTR, 
RXDESNO 

NEXT FREE BUFFER 
RXDPTR - TEMPLOC 

RINTCNT - RINTCNT - 1 

PROCESS ERRORS 

BUFF, OVFL, 
FRAM, CRC 

DISCARD 

REUSE THE 
BUFFERS 

RXDPTR = Pointer to the first descriptor of the packet received by the LANCE and not processed by the CPU 
RXDESNO = No. of descriptors for the received packet 
Soft FIFO = A software FIFO shared by the host and the node processor. It contains two entries per packet, 

RXDPTR, RXDESNO has write only by the node processor and read only by the host CPU. 

Figure 4-7 Receive Packet Status Processing 06363A·17 
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4.9 STATUS MONITORING AND 
ERROR PROCESSING 
CSR0_ Status routine shown in Figure 4-8 monitors a software 
FIFO used by the interrupt handler to save the contents of 
CSRo after each interrupt (Figure 4-3). Each CSRo record is 
checked for IDON, RINT, TINT, and ERR bits. II the ERR bit is 
set, it calls another routine, ERR_CSRo (Figure 4-9), to 
process the fatal and non-fatal errors. 

The IDON bit, when set, indicates that the initialization of 
LANCE has been done. 

The counter variable, RINTCNT is incremented whenever 
RINT is set. RINTCNT is monitored by the routine, RX-Status 
(Figure 4-7). RX-Status uses RINTCNT to determine ii any 
receive packets need to be processed. The value of RINTCNT 
corresponds to the number of packets which have been 
received by the LANCE but have not been processed by the 
CPU. Similarly, TX-Status routine uses TINTCNT to be able to 
process the results of the transmitted packets in the order of 
transmission. 

TINTCNT corresponds to the number of packets to be pro­
cessed by the CPU which have been transmitted by the 
LANCE. The counter variable, TINTCNT is incremented 
whenever the TINT bit is set. TINTCNT is monitored by the 
routine, TX-Status (Figure 4-6). 

ERR_ CSRo routine shown in Figure 4-9 illustrates the typical 
actions which users would normally take when processing the 
errors. The errors, MERR and BABL should be recognized as 
fatal errors. CERR and MISS are considered non-fatal errors. 

MERR error indicates that the LANCE did not receive any 
acknowledgement from the system (READY High) 25.6 us after 
the start of the memory cycle. The problem can be the result of 
the LANCE accessing an invalid address (wrong buffer poin­
ters might have been given to the LANCE in the descriptors) or 
it may be a memory interlace problem between the LANCE, 
CPU, and memory. 

BABL error occurs alter the LANCE starts loading the 1519th 
byte to the SILO (maximum Ethernet packet is 1518 bytes). 
The LANCE continues to send the remainder of the packet 
following 1518 bytes. When this error occurs, the user should 
stop the transmission by setting the Stop bit in CSRo. It is the 
user's responsibility not to have the packet more than 1514 
bytes (1514 ii CRC is generated by the LANCE, DTCR=O; 
1518 ii CRC is to be generated by the user, DTCR=1). It is 
worthwhile to mention that the LANCE can send up to 4K bytes 
(BCNT = 12 bits in TMD2) for each packet where it sets the 
BABL error following 1518 bytes. 

CERA (collision, heartbeat, or SQE Test error) is a transceiver 
test feature. During this test, CERA is set if the LANCE does 
not see the collision within 2.0 us alter a chip initiated transmis­
sion. Most transceivers (IEEE 802.3/Ethernet compatible) 
have the SQE Test feature built in. Within some delay (less 
than 2.0 us) following a transmission, they send a 10.0 MHz 
signal on collision pair. In the LANCE/SIA application, the SIA 
translates the 10.0 MHz differential signal to a TTL signal on 
CLSN line to the LANCE. CERA error does not cause an inter­
rupt. The user can normally check CERA when the TINT bit 

2-58 

gets set following transmission of the next packet. When the 
LANCE/SIA is interlaced with a transceiver which does not 
have the SQE Test function, the user simply ignores the exis­
tence of the CERA bit. Typical application where SQE Test 
may not be desirable is in repeater designs. 

4.9.1 MISS ERROR 
In the LANCE Rev. B, when a MISS error is set in CSRo, ii 
must be cleared immediately, or the next packets addressed to 
this node will not be received, even if some receive buffers 
have been relinquished to the LANCE. The LANCE Rev. C 
does not require the MISS bit to be cleared to receive the 
following packets. 

4.9.2 RECEIVER and/or TRANSMITTER 
TURN OFF DUE to ERROR 
There are three types of error which cause the transmitter to be 
turned off (CSR0, TXON=O): 

(1) Memory error (MERA) 
(2) Underflow (UFLO) 
(3) Buller error (BUFF) 

The only type of error which causes the receiver to be turned 
off (CSR0, RXON=O) is a memory error (MERR). The chip has 
to be restarted in order to turn the transceiver and/or receiver 
back on again. The easiest way to restart the LANCE is by 
setting the Stop bit and then setting the Start bit in CSRo. This 
turns the receiver and transmitter on again because DRX and 
DTX are still cleared in the Mode Register. However, setting 
the Stop bit may cause some confusion for the user if the 
LANCE is in the middle of a transmission or reception or ii the 
buffers are data chained. 

It is recommended that the LANCE be re-initialized, rather than 
setting the Start bit when it stops. Care must be applied when 
stopping the LANCE because setting the STOP bit clears 
CSR3. CSR3 must be reprogrammed ii it contained a non-zero 
value before the LANCE was stopped. The LANCE can also be 
re-initialized by setting the IN IT bit, but this is not necessary 
unless a change of operating parameters is desired. 

4.10 PROGRAMMER ORGANIZATION 
OF THE LANCE REGISTER 
INFORMATION 
The 8086 System register organization is different than the 
organization of 68000 registers. Therefore the programmer 
needs to know the organization of the system to be used with 
the LANCE so that the Initialization Block information and the 
Descriptor Ring entries are stored correctly. 

In a 16-bit word in the 68000 system, byte O consists of bits 8 
thru 15 (the most significant bits) and byte 1 consists of bits O 
thru 7. The word, AD 80, in 68000 assembly code is stored in 
memory as AD 80. This is the correct order of bytes for the 
LANCE control registers. 



CSR0_STATUS 

y 

START THE LANCE 
IF NOT READY STARTED 

CSRo (STRn - 1 

y 

ERR_CSRo 

PROCESS ERRORS 

y 

RINT CNT - RINTCNT + 1 

RX_ STATUS 

PROCESS RECEIVED 
PACKETS 

y 

TINTCNT - TINTCNT + 1 

TX_ STATUS 

PROCESS TRANSMIT 

OR PACKETS STATUS 

t 
EXIT 
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Figure 4-8 CSRo Status Processing 
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( ERR_CSRO ) 

I 
l GETCSRo J 

MISS=1 l MERR=1 BABL=1 

CERR=1 

NOT ENOUGH RX TRANSCEIVER WITH 
FATAL ERROR FATAL ERROR 

BUFFERS, PACKET NON_SQE TEST LANCE-MEMORY 
SOFTWARE WAS LOST- OR INTERFACE 

PACKET SETUP OR ALLOCATE RX BUFFERS TRANSCEIVER/SIA PROBLEM 
LANCE FATAL COLLISION PATH 

ERROR FAILURE 

STOP LANCE 
CSRo (STOP) - 1 

l LOG ERRORS J 
( RETURN ) 
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Figure 4-9 CSRo Error Bit Processor, ERR-CSRO 

However, data must be serialized for transmission and 
serialized data is handled as bytes rather than words. Serial 
byte data in ascending order is stored in memory as byte 1 
(bytes 0-7) followed by byte O (bits 8-15). In serializing the 
data for transmission, the byte in the low-order bit positions is 
sent first. Therefore, the 68000 data being transmitted or 
received must be byte-swapped. The LANCE has a byte­
swapping mechanism to perform this function. It is a control bit 
called BSWP in the Cqntrol and Status Register 3. When it is 
set to 1, the LANCE swaps the high and low bytes on DMA 
data transfers between the Silo and memory. 

Figures 4-10, 4-11, and 4-12 show the Initialization Block and 
Descriptor Ring organization of control information required in 
a 68000 program for proper functioning in the LANCE. Figure 
4-16 shows the relationship between control data in a 68000 
register, in memory, and in a LANCE register. Figure 4-17 
shows the relationship of serialized data and memory with and 
without byte swapping. 
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The 8086 stores sixteen-bit words with the low order byte (byte 
0, bits 0-7) on an even byte boundary and byte 1 (the most 
significant eight bits) on the next higher byte address. For ex­
ample, a data word stored in an 8086 register or in a program 
as AD 80, is stored in memory as 80 AD. 

The LANCE stores word data in its control registers in the 
same order as it is stored in memory. It is the programmer's 
responsibility to store control information in the order needed 
by the LANCE. Figures 4-13, 4-14, and 4-15 give an 8086 
programmer's view of the LANCE Initialization Block and 
Descriptor Ring information. Figure 4-16 shows the relation­
ship between control data in an 8086 register, in memory, and 
in a LANCE register. 

Because of the order that the 8086 stores bytes in memory 
during word transfers, no byte swapping of transmitted or 
received data is required when an 8086 system is used with 
the LANCE. The BSWP control bit is set to zero. 



Word 
Address 

IADR + 0 

IADR + 2 

IADR + 4 

IADR + 6 

IADR + 8 

IADR + 10 

IADR + 12 

IADR + 14 

IADR + 16 

IADR + 18 

IADR + 20 

IADR + 22 

Word 
Address 

RORA+ 0 

RORA+ 2 

RORA+ 4 

RORA+ 6 

Word 
Address 

TORA+ 0 

TORA+ 2 

TORA+ 4 

TORA+ 6 

-----Byte 0------1~ ... ________ Byte 1 ----------1~1 

15 14 13 12 11 10 9 8 7 6 5 4 3 2 0 

PROM I Reserved j 1NTLj DRTYJCOLL}oTCRILOoP] DTX] DRX 

PADR (bits 15:8) PADR (bits 7:0) 

PADR (bits 31 :24) PADR (bits 23:16) 

PADR (bits 47:40) PADR (bits 39:32) 

LADRF (bits 15:8) LADRF (bits 7:0) 

LAORF (bits 31 :24) LAORF (bits 23:16) 

LAORF (bits 47:40) LADRF (bits 39:32) 

LADRF (bits 63:56) LAORF (bits 55:48) 

RORA (bits 15:8) RORA (bits 7:0) 

RLEN (31 :29) j Reserved RORA (bits 23:16) 

TORA (bits 15:8) TORA (bits 7:0) 

TLEN (31 :29) ] Reserved TORA (bits 23:16) 

Figure 4-10. Initialization Block Organization in 68000 Assembly Code 

---------Byte 0--------l~ .... 11---- Byte 1 -----

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0 

RBADR (bits 15:8) RBADR (bits 7:0) 

OWN l ERR jFRAMjOFLO CRcj BUFF l STP] ENP RBADR (bits 23:16) 

1J1J1l1 BCNT (bits 11 :8) BCNT (bits 7:0) 

Reserved MCNT (bits 11 :8) MCNT (bits 7:0) 

Figure 4-11. Receive Descriptor Ring Entry Organization in 68000 Assembly Code 

1---------Byte O --------l~ .... ----Byte 1 •I 

Bits 

Mode Word 

) 
Physical 
Address 
Register 

} 

Logical 
Address 
Filter 

~ 
Receive 
Descriptor 
Ring Pointer 

Transmit 
Descriptor 
Ring Pointer 

06363A-20 

Bits 

06363A·21 

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0 Bits 

TBADR (bits 15:8) TBAOR (bits 7:0) 

OWN ERR Res MORE ONE l DEF l STP I ENP TBADR (bits 23:16) 

1 1 1 1 BCNT (bits 11 :8) BCNT (bits 7:0) 

BUFF UFLO RES LCOL LCARl RTRYl TOR J (9:8) TOR (bits 7:0) 

06363A-22 

Figure 4-12. Transmit Descriptor Ring Entry Organization in 68000 Assembly Code 
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Word .. I • .. >---------Byte 1 ---------,~1 ... .---- Byte O • j 
Address 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0 

IADR + 0 

IADR + 2 

IADR + 4 

IADR + 6 

IADR + 8 

IADR + 10 

IADR + 12 

IADR + 14 

IADR + 16 

IADR + 18 

IADR + 20 

IADR + 22 

Word 
Address 

RORA+ 0 

RORA+ 2 

RORA+ 4 

RORA+ 6 

j 1NTLj DRTYj COLLJ DTCRjLOOP l DTX l DRxjPROMl Reserved 

PADR (bits 7:0) PADR (bits 15:8) 

PADR (bits 23:16) PADR (bits 31 :24) 

PADR (bits 39:32) PADR (bits 47:40) 

LADRF (bits 7:0) LADRF (bits 15:8) 

LADRF (bits 23:16) LADRF (bits 31 :24) 

LADRF (bits 39:32) LADRF (bits 47:40) 

LADRF (bits 55:48) LADRF (bits 63:56) 

RORA (bits 7:0) RORA (bits 15:8) 

RORA (bits 23:16) 1 ALEN (31 :29) 1 Reserved 

TORA (bits 7:0) TORA (bits 15:8) 

TORA (bits 23:16) l TLEN (31 :29) . l Reserved 

Figure 4-13. Initialization Block Organization in 8086 Assembly Code 

....... ---Byte1 I• ByteO--------.•~I 
15 14 13 12 11 10 9 8 7 6 5 4 3 2 0 

RBADR (bits 7:0) RBADR (bits 15:8) 

RBADR (bits 23:16) owNl ERRj_FRAMjOFLO CRC l BUFF I STP I ENP 

BCNT (bits 7:0) 1 1 11 1 l 1 BCNT (bits 11 :8) 

MCNT (bits 7:0) Reserved MCNT (bits 11 :8) 

Figure 4-14. Receive Descriptor Ring Entry Organization in 8086 Assembly Code 

Word I.,. Byte 1 ---~•*I .... r--------- Byte 0---------1.-

Address 15 14 13 12 11 10 9 8 7 6 5 4 3 2 0 

TORA+ 0 

TORA+ 2 

TORA+ 4 

TORA+ 6 

2--62 

TBADR (bits 7:0) TBADR (bits 15:8) 

TBADR (bits 23:16) OWN ERR RES MORE ONE I DEF I STP I ENP 

BCNT (bits 7:0) 1 1 1 1 BCNT (bits 11 :8) 

TOR (bits 7:0) BUFF UFLO RES LCOL LCAR I RTRY I TOR (9:8) 

Figure 4-15. Transmit Descriptor Ring Entry Organization in 8086 Assembly Code 

Bits 

Mode Word 
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Address 
Register 

} 
Logical 
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Filter 

} Receive 
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} Transmit 
Descriptor 
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06363A-23 

Bits 

06363A-24 

Bits 
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8086 TO THE LANCE 68000 TO THE LANCE 

I INIT TLB: OW AD75 I I INIT TBL: DC.W 75ADH I 
15 0 15 

8086 REGISTER . 68000 REGISTER I 75 

15 r 
15 68000 MEMORY 75 

8086 MEMORY I 75 AD 

r r r 
15 

15 8 7 0 LANCE REGISTER 75 

LANCE REGISTER I 75 I AD I 

Figure 4-16 Control Data Transfers Between the LANCE and CPU 

8086 MEMORY 68000 MEMORY 

NO BYTE SWAP WITH BYTE SWAP 
(BSWP = 0) (BSWP = 1) 
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m 
1'i01°l•H 

Figure 4-17 Serial Data Storage In Memory 
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ACON 

ADR 

ALE 

AS 

BABL 

BCNT 

BCON 

BMo/BYTE 

BSWP 

BUFF 

BUSAKO 

BUSRQ 

Bus 
Bandwidth 

Bus 
Latency 
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Master 

BM 

CERR 

CLSN 
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CRC 

cs 

CSR 

DAL 

DALI 

DALO 

DAS 

DEF 
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2-A-'64 

APPENDIX A 
GLOSSARY 

ALE Control bit in CSR3 OMA 

Register Data/Address Port Select Cycle 

Address Latch Enable output pin on the LANCE 

Address Strobe output for use by slave device 

Error flag in CSRo (more than 1518 bytes in one DRTY 
packet) 

Buffer Byte Count entries in RMD2 and TMD2 DRX 

Byte Control bit in CSR3 for Byte Mask and Hold DS 
1/0 pins DTCR 
Input/output select DTX 
Byte Swap bit in CSR3 Daisy-
Buffer Error flag in RMD1 and TMD3 chain 
Bus request output in daisy chain configuration of Dwell 
the LANCE. If the LANCE is requesting the bus time 
when it receives HLDA, BU SAKO remains high. 
Otherwise, BUSAKO is set low when HLDA 

ENP arrives. 

Bus Request output pin on the LANCE used in ERR 

daisy chain configuration (CSR3 BCON = 1 ). 

Percentage of time a device holds and controls 
the DMA bus. FIFO 

Allowable bus latency is the time a device can FRAM 

wait for the DMA bus after requesting it without HADR 
the loss of data or other functions. 

When a device has access to a DMA bus, it is a HLDA 
bus master. 

Byte Mask bits on the LANCE indicating which HOLD 
byte(s) on the DAL lines are to be read or written 

Collision Error flag in CSRo IADR 

Collision logical input to the LANCE indicating 
the presence of a 10.0 MHz differential signal in IDON 
the collision pairs (collision ±) at the transceiver 
interface cable INEA 
Force Collision bit in the Mode Register in the 
LANCE INIT 
Cyclic Redundancy Check flag in RMD1 INT 
Chip Select input when asserted puts the LANCE INTL 
into bus slave mode 

INTR 
Control and Status Registers in the LANCE 

Data/ Address Line pins on the LANCE 

Data/Address Lines input control ISO 

Data/ Address Lines output control LADR 

Data Strobe is an input/output pin on the LANCE 
used to distinguish the data portion of a bus LADRF 
transfer from the address portion. 

Deferred flag in TMD1. Transmission deferred LANCE 

Direct Memory Access 

The time required for the LANCE to transfer one 
word over the DMA bus (600 ns plus any wait 
states). In the burst mode, the LANCE transfers 
eight words in 4.8 us each time it acquires the 
DMA bus. 

Disable Retry flag in Moter (allows only one 
transmission attempt) 

Disable the Receiver bit in Mode Register 

Data Strobe on the Z8001 

Disable Transmit CRC bit in Mode Register 

Disable Transmitter bit in Mode Register 

A method of connecting bus master devices to 
control interrupt priorities. 

The time interval between the LANCE's release 
of the bus to the next bus request. It is the time 
interval that the HOLD line remains inactive. 

End of Packet flag in RMD1 and TMD1 

Error flag in descriptor rings, RMD1 and TMD1 
and in Am7990 Control and Status Register 
CSRo ("or" of BABL, CERA, MISS, and MERA) 

First In First Out data buffer (Silo) 

Framing Error flag in RMD1 

High Order 8 Address Bits of buffer described in 
this entry of RMD1 or TMD1 

Hold Acknowledge input to the LANCE makes it 
the bus master. 

Bus Hold Request output asserted by the LANCE 
when it requires the bus. 

Low order 16 bits of address of Initialization 
Block in CSR1, high order 8 bits in CSR2. 

Status bit in CSRo indicates initialization has 
been done 

Interrupt Enable bit in CSR0 enables the LANCE 
INTR output. 

Initialize flag in CSRo in the LANCE 

Interrupt 

Internal Loopback flag in the Mode Register 

Interrupt flag in CSRo. Active when one or more 
of the CSRo status flags, BABL, IDON, MERA, 
MISS, RINT, or TINT, are set. 

International Standards Organization 

Low Order 16 Address Bits of buffer of this 
descriptor in RMDo and TMDo 

Logical Address Filter in Initialization Block. 64-
bit mask for logical addresses 

Local Area Network Controller for Ethernet 
(Am7990) 



LCAR 
LCOL 
Latency 

LOOP 

·MCNT 
MERR 

MISS 

MORE 

OFLO 
ONE 

OWN 

PADR 

PAL 
PROM 

RAM 
RAP 

RAS 
RDP 

RORA 

READ 

RENA 

RES 
RESET 

Loss of Carrier flag in TMD3 

Late Collision flag in TMD3 

See Bus Latency 

Mode Register bit to control loopback for test 

Message Byte Count entry in RMD3 

Memory error flag in CSRo set when the LANCE 
as a bus master has not received READY within 
25.6 us after asserting the address on the DAL 
lines. 

Missed Packet flag in CSRo set when the 
receiver loses a packet because no buffers are 
available. 

More than one entry needed (to transmit packet) 
flag in TMD1 

Overflow Error flag in RMD1. Received data lost. 

Exactly One Entry Needed (to transmit packet) 
flag in TMD1 

Descriptor entry owner (host/chip) flag in RMD1 
and TMD1 

48-bit Physical Address assigned to chip (entry in 
Initialization Block) 

Programmable Array Logic 

Promiscuous mode (accepts all incoming pack­
ets) flag in Mode Register 

Random Access Memory 

Register Address Port (bus addressable register) 
in LANCE 

Register Address Select 

Data Port (bus addressable register) in the 
LANCE 

Receive Descriptor Ring base address entry in 
Initialization Block 

Input/output pin on the LANCE. High in Bus Mas­
ter mode is input to read DAL lines, low means 
the LANCE has placed data on the DAL lines. 
The meaning is reversed in the Bus Slave mode. 

Receive Enable input to the LANCE. Indicates 
presence of carrier on the channel. 

Reserved 

Reset (Am7990 input) stops the LANCE opera­
tion, clears its internal logic (CSRo and CSR3), 
and sets it into idle state with STOP bit set in 
CS Ro. 

RINT Receiver Interrupt flag in CSRo set after the 
LANCE has received a packet and updated the 
Receive Descriptor Ring. Also set if the reception 
is stopped due to a failure. 

RLEN 
RQ/GT 
RTRY 

RW 
RX 
RXON 
Runt 

RX 

SIA 
STP 
STRT 
Silo 

Slave 
Mode 

STOP 

T·state 

TDMD 

TOR 

TORA 

TENA 

TINT 

TLEN 
TMD 

TX 
TXON 
TX 

UFLO 

Receive Ring Length 

Request/Grant bus exchange handshake 

Retry Error flag in TMD3 (transmitter failed in 16 
attempts) 

Read/Write Select 

Receive Input 

Receiver On flag in CSRo 

A packet that is less than 64 bytes long 

Receive input bit stream to the LANCE 

Serial Interface Adapter 

Start of Packet flag in TMD1 and RMD1 

Start bit in CSRo 

A 48-byte FIFO memory in the LANCE used to 
transfer data between the local memory and the 
serial interface adapter 

The slave mode of the LANCE (CS asserted) is 
used to initialize the LANCE. 

Control bit in CSRo when set stops all external 
activity of the LANCE 

Timing cycle (100 ns) in the LANCE. One LANCE 
OMA cycle consists of six T-states plus any re­
quired wait states. 

Transmit Demand for OMA bus. Control bit in 
CSRo to bypass OMA wait time 

Time Domain Reflectometer flag in TMD3 in the 
LANCE 

Transmit Descriptor Ring base address in In­
itialization Block 

Transmit Enable output on the LANCE used to 
enable external transmit logic 

Transmitter Interrupt flag in CSRo set after the 
LANCE has completed sending a packet and has 
updated the Transmit Descriptor Ring. Also set if 
the transmission is stopped due to a failure. 

Transmit Ring Length 

Transmit Message Descriptor entry in Transmit 
Descriptor Ring 

Transmit (output) 

Transmitter On flag in CSR0 

Transmit output bit stream on the LANCE 

Underflow Error flag in TMD3 
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APPENDIX B 

8086 program for multicast addressing and hash filter. 

6 SUBROUTINE TO SET A BIT IN THE HASH FILTER FROM A 
7 GIVEN ETHERNET LOGICAL ADDRESS 
B ON ENTRY SI POINTS TO THE LOGICAL ADDRESS WITH LSB FIRST 
9 DI POINTS TO THE HASH FILTER WITH LSB FIRST 
10 ON RETURN SI POINTS TO THE BYTE AFTER THE LOGICAL ADDRESS 
11 ALL OTHER REGISTERS ARE UNMODIFIED 
12 
13 PUBLIC SETHASH 
14 ASSUME CS:CSE61 
15 ; 
16 = 1DB6 POLYL EQU 1DB6H ;CRC POL YNOMINAL TERMS 
17 =04C1 POLYH EQU 04C1H 
1B ; 
19 0000 CSE61 SEGMENT PUBLIC 'CODE' 
20 ; 
21 0000 SETH ASH PROC NEAR 
22 0000 50 PUSH AX ;SAVE ALL REGISTERS 
23 0001 53 PUSH BX 
24 0002 51 PUSH ex 
25 0003 52 PUSH DX 
26 0004 55 PUSH BP 
27 
2B 0005 BB FFFF MOV AX,OFFFFH ;AX,DX = CRC ACCUMULATOR 
29 OOOB BA FFFF MOV DX,OFFFFH ;PRESET CRC ACCUMULATOR TO ALL 1'S 
30 OOOB BS 03 MOV CH,3 ;CH = WORD COUNTER 
31 ; 
32 OOOD BB 2C SETH10: MOV BP,[S1] ;GET A WORD OF ADDRESS 
33 OOOF B3 C6 02 ADD Sl,2 ;POINT TO NEXT ADDRESS 
34 0012 B1 10 MOV CL,16 ;CL= BIT COUNTER 
35 ; 
36 0014 BB DA SETH20: MOV BX.DX ;GET HIGH WORD OF CRC 
37 0016 D1 C3 ROL BX,1 ;PUT CRC31 TO LSB 
3B 0018 33 DD XOR BX,BP ;COMBINE CRC31 WITH INCOMING BIT 
39 001A D1 EO SAL AX,1 ;LEFT SHIFT CRC ACCUMULATOR 
40 001C D1 D2 RCL DX,1 
41 001 E B1 E3 0001 AND BX,0001H ;BX= CONTROL BIT 
42 0022 74 07 JZ SETH30 ;DO NOT XOR IF CONTROL BIT= 0 
43 
44 PERFORM XOR OPERATION WHEN CONTROL BIT= 1 
45 
46 0024 35 1DB6 XOR AX,POLYL 
47 0027 B1 F2 04C1 XOR DX,POLYH 
4B ; 
49 002B OB C3 SETH30: OR AX,BX ;PUT CONTROL BIT IN CRCO 
50 002D D1 CD ROR BP,1 ;ROTATE ADDRESS WORD 
51 002F FE C9 DEC CL ;DECREMENT BIT COUNTER 
52 0031 75 E1 JNZ SETH20 
53 0033 FE CD DEC CH ;DECREMENT WORD COUNTER 
54 0035 75 D6 JNZ SETH10 
55 

56 
FORMATION OF CRC COMPLETE, AL CONTAINS THE REVERSED HASH 
CODE 

57 
SB 0037 B9 OOOA MOV CX,10 
49 003A DO EO SETH40: SAL AL,1 ;REVERSE THE ORDER OF BITS IN AL 
60 003C DO DC RCR AH,1 ;AND PUT IT IN AH 
61 003E E2 FA LOOP SETH40 
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62 
63 AH NOW CONTAINS THE HASH CODE 
64 
65 0040 SA DC MOV BL,AH ;BL= HASH CODE, BH IS ALREADY ZERO 
66 0042 B1 03 MOV CL,3 ;DIVIDE HASH CODE BY S 
67 0044 D2 EB SHR BL.CL ;TO GET TO THE CORRECT BYTE 
6S 0046 BO 01 MOV AL,01H ;PRESET FILTER BIT 

69 004S SO E45 07 AND AH,7H ;EXTRACT BIT COUNT 
70 004B SA CC MOV CL.AH 
71 004D D2 EO SHL AL.CL ;SHIFT BIT TO CORRECT POSITION 
72 004F OS 01 OR [DI+ BX],AL ;SET IN HASH FILTER 
73 0051 5D POP BP 
74 0052 5A POP DX 
75 0053 59 POP ex 
76 0054 5B POP BX 
77 0055 5S POP AX 
7S 0056 C3 RET 
79 
so 0057 SETH ASH ENDP 
S1 
82 0057 CSEG1 ENDS 
S3 
S4 END 

Basic computer program example to generate the hash filter, for multicast addressing, in the LANCE. 

100 REM 
110 REM PROGRAM TO GENERATE A HASH NUMBER GIVEN AN ETHERNET ADDRESS 
120 REM 
130 DEFINT A-Z 
140 DIM A(47) : REM ETHERNET ADDRESS= 4S BITS 
150 DIM C(32) : REM CRC REGISTER = 32 BITS 
160 PRINT "ENTER STARTING ADDRESS'; : INPUT A$ 
170 IF LEN (A$) < > 12 THEN 160 : REM THE INPUT ADDRESS STARTING MUST BE 12 CHARS 
1SO REM 
190 REM UNPACK STARTING ADDRESS INTO ADDRESS ARRAY 
200 REM 
210 M = 0 
220 FOR I= 0 TO 47 : A(I) = 0 : NEXT I 
230 FOR N = 12 TO 1 STEP -1 
240 Y$ =MID$ (A$,N,1) 
250 IF Y$ = "O" THEN 420 
260 IF Y$ = "1" THEN A(M) = 1 : GOTO 420 
270 IF Y$ = "2" THEN A(M + 1) = 1 : GOTO 420 
280 IF Y$ = "3" THEN A(M + 1) = 1 : A(M) = 1 : GOTO 420 
290 IF Y$ = "4" THEN A(M + 2) = 1 : GOTO 420 
300 IF Y$ = "5" THEN A(M + 2) = 1 : A(M) = 1 : GOTO 420 
310 IF Y$ = "6" THEN A(M + 2) = 1 : A(M + 1) = 1 : GOTO 420 
320 IF Y$ = "7" THEN A(M + 2) = 1 : A(M + 1) = 1 : A(M) = 1 : GOTO 420 
330 A(M + 3) = 1 
340 IF Y$ = "S" THEN 420 
350 IF Y$ = "9" THEN A(M) = 1 : GOTO 420 
360 IF Y$ ="A" THEN A(M + 1) = 1 : GOTO 420 
370 IF Y$ = "B" THEN A(M + 1) = 1 : A(M) = 1 : GOTO 420 
3SO IF Y$ = "C" THEN A(M + 2) = 1 : GOTO 420 
390 IF Y$ = "D" THEN A(M + 2) = 1 : A(M) = 1 : GOTO 420 
400 IF Y$ = "E" THEN A(M + 2) = 1 : A(M + 1) = 1 : GOTO 420 
410 IF Y$="F" THEN A(M+2)=1: A(M+1)=1: A(M)=1 
420 M=M+4 
430 NEXT N 
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440 REM 
450 REM PERFORM CRC ALGORITHM ON ARRAY A(0-47) 
460 REM 
470 FOR I= O TO 31 : C(I) = 1 : NEXT I 
480 FOR N = 0 TO 47 
490 REM LEFT CRC REGISTER BY 1 
500 FOR I= 32 TO 1 STEP -1 : C(I) = C(l -1) : NEXT I 
510 C(O) = O 
520 T = C(32) XOR A(N) : REM T =CONTROL BIT 
530 IF T < > THEN 600 : REM JUMP IF CONTROL BIT = 0 
540 C(1) = C(1) XOR 1 : C(2) = C(2) XOR 1 : C(4) = C(4) XOR 1 
550 C(5) = C(5) XOR 1 : C(7) = C(7) XOR 1 : C(8) = C(8) XOR 1 
560 C(10) = C(10) XOR 1 : C(11) = C(11) XOR 1 : C(12) = C(12) XOR 1 
570 C(16) = C(16) XOR 1 : C(22) = C(22) XOR 1 : C(23) = C(23) XOR 1 
580 C(26) = C(26) XOR 1 
590 C(O) = 1 
600 NEXT N 
610 REM 
620 REM CRC COMPUTATION COMPLETE, EXTRACT HASH NUMBER FROM C(O) TO C(5) 
630 REM 
640 HH = 32'C(O) + 16'C(1) + 8'C(2) + 4'C(3) + 2'C(4) + C(5) 
650 PRINT "THE HASH NUMBER FOR ";A$;" IS ";HH 
660 GOTO 160 

MAPPING OF LOGICAL ADDRESS TO FILTER MASK 

LAF LAF Destination LAF LAF Destination 
Reg Loe Address Accepted Reg Loe Address Accepted 
Bits Bits 
Set Dec (Hex) Set Dec (Hex) 

0 0 0000 0000 0085 0 32 0000 0000 0021 
1 0000 0000 OOA5 33 0000 0000 0001 

L 2 0000 0000 OOE5 L 34 0000 0000 0041 
A 3 0000 0000 OOC5 A 35 0000 0000 0071 
F 4 0000 0000 0045 F 36 0000 0000 OOE1 

5 0000 0000 0065 37 0000 0000 ooc 1 
0 6 0000 0000 0025 2 38 0000 0000 0081 

7 0000 0000 0005 39 0000 0000 OOA1 
8 0000 0000 002B 40 0000 0000 008 F 
9 0000 0000 OOOB 41 0000 0000 OOBF 
10 0000 0000 004 B 42 0000 0000 OOEF 
11 0000 0000 006B 43 0000 0000 OOCF 
12 0000 0000 OOEB 44 0000 0000 004F 
13 0000 0000 OOCB 45 0000 0000 006F 
14 0000 0000 008B 46 0000 0000 002F 

15 15 0000 0000 OOBB 15 47 0000 0000 OOOF 

0 16 0000 0000 OOC7 0 48 0000 0000 0063 
17 0000 0000 00 E7 49 0000 0000 0043 
18 0000 0000 OOA7 50 0000 0000 0003 
19 0000 0000 0087 51 0000 0000 0023 

L 20 0000 0000 0007 L 52 0000 0000 OOA3 
A 21 0000 0000 0027 A 53 0000 0000 0083 
F 22 0000 0000 0067 F 54 0000 0000 OOC3 

23 0000 0000 0047 55 0000 0000 OOE3 
1 24 0000 0000 0069 3 56 0000 0000 OOCO 

25 0000 0000 0049 57 0000 0000 OOEO 
26 0000 0000 0009 58 0000 0000 OOAO 
27 0000 0000 0029 59 0000 0000 0080 
28 0000 0000 OOA9 60 0000 0000 0000 
29 0000 0000 0089 61 0000 0000 0020 
30 0000 0000 OOC9 62 0000 0000 0060 

15 31 0000 0000 OOE9 15 63 0000 0000 0040 



Appendix C 

External Loopback Test Flow Chart 

No 

No 

076NW2 

i 
External Loopback 

Test 

N = Max. number of times to repeat the test. 

External Loopback Test Procedure 
Due to the problem of Silo Pointer Mis-alignment in the 
LANCE's External Loopback, the following gives the 
terminology used and procedures recommended for 
performing the External Loopback Test. 

Terminology: 
LANCE Hard Errors: 

These can be caused by External Loopback Silo Pointer 
Mis-alignment (false Hard Error), or they can be real 
Hard Errors in the network that the software can correct. 
Examples of real Hard Errors are: LCAR, RTRY, CRC, FRAM, 
BABL, MISS,OFLO, BUFF. 

LANCE Soft Error: 

This is a real error. It is not a result of External Loopback 
Silo Pointer Mis-alignment, and the software must correct. 
The Soft Error is: CERR. 

System Hard Errors: 

These errors signal a hardware failure in the system. 
Examples for this type of error are: MERR, UFLO. 
These are not caused by External Loopback Silo 
Pointer Mis-alignment. 

Testing Procedure: 
When a LANCE Hard Error occurs and the source 
cannot be determined, repeat the External Loopback 
Test until it passes; or until a real Hard Error, a Soft 
Error, or a System Hard Error is found; or until it has 
continuously failed for a predetermined number of 
times (N). The error in the last attempt is then logged. 
If a Soft error, or System Hard Error occurs, an error 
handling routine will take the proper action and the 
error is logged. 
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Modifications Needed to Port LANCE Software to 
the ILACC 32-Bit Environment 

This is a list of the modifications necessary to port a pre­
viously written Am7990 (LANCE) driver to the 
Am79C900 (ILACC) environment. The major task in 
porting the software is restructuring the data objects that 
the 32-bit oriented ILACC will access. These changes 
constitute the minimum modification for driver function­
ality and do not make use of the extended features of the 
ILACC (extended register set, additional interrupt con­
ditions, etc.): 

RAP. No modification is necessary if the reserved bit 
field (bit 2 - bit 15) was filled with zeros. 

CSRO. No modification necessary since the 16 status 
bits are mapped identically as they were in the LANCE. 

CSR1. The Initialization Block must start on an even 
word boundary. Thus, IADR should have bits 1 and 0 
equal to zero. 

CSR2. The bits 15 through 8 are no longer reserved. 
The upper 16 bits of the 32 bit IADR should be placed 
here. 

CSR3. No modification necessary if the reserved bit 
field was filled with zeros (these zeros will enable the 
new interrupt signals.) 

CSR4 Interrupt Masks. In order for the ILACC to be 
compatible with LANCE interrupt conditions, LBDM and 
TXSTRTM (Loopback Done Mask and Transmit Start 
Mask) must be set. This is done after ILACC RESET, by 
writing Ox0004 to RAP and Ox0005 (or Ox0045, see 
below) to FiDP. 

CSR4 BACON Bits. The ILACC ignores the Byte Control 
bits BCON and BSWP in CSR3. If the designed ILACC 
bus interface is for a 32 Bit 80X86 processor, the BA­
CON bits must be programmed to 00 after ILACC 
RESET, by writing Ox0004 to RAP and Ox0005 to ADP. 
For a 32 Bit 680XO processor interface, the BACON bits 
in CSR4.must be programmed to 01 (Ox0045 ADP.) 
Note that CSR4 is not cleared by CSR1 STOP, and 
needs to be written only once after RESET. 

Initialization Block. As mentioned earlier, the 28-byte 
ILACC initialization block must begin on an even word 
boundary (address bits 1 and 0 must equal zero). Con­
trast this to the 24-byte LANCE initialization block struc­
ture which starts on an even byte boundary. In addition, 
the components of the IL#\CC initialization block are 
reordered as follows: 

IADR+OxOh: Mode Register (same position as before.) 
IADR+Ox2h: ALEN byte (lower 4 bits reserved, upper 4 
indicate ALEN. See below.) 
IADR+Ox3h: TLEN byte (lower 4 bits reserved, upper 4 
indicate TLEN. See below.) 

3-2 IC> 1990 Advanced Micro Devices, Inc. 

IADR+Ox4h: 48-bit Physical Address (low to high bit 
order.) 
IADR+OxAh: 16 bits reserved. 
IADR+OxCh: 64-bit Logical Address Filter (low to high­
bit order.) 
IADR+Ox14h: 32-bit RORA (see below.) 
IADR+Ox18h: 32-bit TORA (see below.) 

ALEN and TLEN of the Initialization Block must be modi­
fied to be 4-bits wide instead of 3. The previous 3-bit 
LANCE values must be shifted one bit to the right into 
the reserved bit fields (the reserved bit fields in the 
RLENITLEN bytes for the LANCE are shortened by one 
bit for use with the ILACC.) 

RORA and TORA are now 32-bit addresses. Note that 
each descriptor ring now must start at an 8 word bound­
ary. Thus, RORA and TORA must have bits 3 through O 
equal to zero. 

Mode Register. No modification is necessary if the re­
served bit field was filled with zeros. This configuration 
selects the internal SIA. 

Descriptors. Descriptors (both RX and TX) must start at 
and be placed at 8 word (16-byte) intervals, instead of 4 
word intervals. Even though the ILACC descriptors are 6 
words wide, memory space must be allocated for 8 
words per descriptor. The descriptors are restructured 
as follows (assume RMDO and TMDO are base ad­
dresses for two descriptors): 

RMDO+Oh: 32-bit buffer address. Special address must 
be word bound 
RMD0+4h: Identical to RMD2 in LANCE 
RMD0+6h: ldenticalto RMD1 in LANCE, except that low 
byte is reserved 
RMD0+8h: Identical to RMD3 in LANCE 
RMDO+OAh: Word containing two new 8-bit status 
counters, RPC and RCC 
TMDO+Oh: 32-bit buffer address. Specified address 
must be word bound 
TMD0+4h: Identical to TMD2 in LANCE 
TMD0+6h: ldenticalto TMD1 in LANCE, except that low 
byte is reserved 
TMD0+8h: Word containing a new 4-bit status counter, 
TCC 
TMDO+OAh: Identical to TMD3 in LANCE 
The new Transmit Collision Count (TCC), Runt Packet 
Count (RPC), and Receive Collision Count (RCC) indi­
cators can be ignored for a minimum software modifica­
tion. 
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Am7996 IEEE-802.3 (ETHERNET/CHEAPERNET) 
Transceiver 

INTRODUCTION 

The Am7996 IEEE-802.3 (Ethernet/Cheapernet} 
Transceiver integrates all the transceiver func­
tions required for 10 Mbps CSMA/CD (Carrier 
Sense Multiple Access with Collision Detection} 
LANs. These functions include transmit receiver, 
collision detect, iptional signal Quality Error 
(SQE) test, Jabber timer (including the hooks for 
an external redundant jabber} and noise rejec-
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tion filters (see Figure 1.) It highly integrates the 
Ethernet/Cheapernet systems when used with 
the AM7990 LANCE (data link controller} and 
Am7992B Serial Interface Adapter (SIA} 
(Manchester encoder/decoder). 

The Am7996 is a CSMA/CD transceiver whose 
main structure consists of three functional 
blocks; transmit including jabber control, re­
ceiver, and collision detection. Each section op-
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erates independently. In the transmit section, 
data is received differently from the Data Termi­
nal Equipment (DTE) and transmitted out, sin­
gle ended, to the medium (coax cable). The 
Jabber function guards the medium from node 
transmissions that are excessive in length. The 
receive section listens to data differentially to 
the DTE. The collision detection section moni­
tors the medium for simultaneous transmis­
sions, and when that occurs it reports it to the 
DTE via a 1 O MHz differential signal. 

This application note first describes briefly the Eth­
ernet/Cheapernet standards. The use of Am7996 
with extended cable lengths is then explained. 
The three functional blocks (transmit, receive, and 
collision detection) mentioned above are then 
discussed in detail. This is followed by practical 
guidelines regarding the external components 
required. Measurement techniques are also 
discussed. Finally, application examples are given. 

IEEE-802.3 Standard (Ethernet/Cheapemet) 

The IEEE-802.3 is the existing standard for the 
bottom two layers of the 7 layer Open System 
Interconnection (OSI) which was formulated and 
adopted by the International Standards 
Organizations (ISO). The main structure of the 
specification comes from Ethernet which was 
jointly developed by XEROX, Digital Equipment 
Corporation and Intel. 

Another standard, known in the industry as 
"Cheapernet", was developed by the same 
committee at a faster pace than the 802.3 Ethernet 
standard. Cheapernet is an extension to the 
existing and proven standard, IEEE-802.3 Ether­
net. It is a CSMNCD network at 10 Mbps. Its 
network architecture is the same as Ethernet 
except it incorporates cheaper cable, connectors, 
and maintenance. Its installation consists of simply 
connecting an RG-58 cable to a BNC connector. 
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Figure 2 shows a block diagram of an Ethernet and 
a Cheapernet configuration. 

IEEE-802.3 refers to the original standard, 
Ethernet, as 1 OBASE5 or Type A applications, and 
refers to the second one, Cheapernet, as 
1 OBASE2 or Type B applications. In the IEEE-
802.3 terminology, 10BASE refers to 10 MHz 
baseband and the suffix 5 or 2 refers to 500 or 200 
meter cable segment, respectively. Note that the 
actual length of the cable segment is 185 meters in 
the Cheapernet specification. 

In an Ethernet installation, up to 100 Media Access 
Units (MAU) may be connected to one cable 
segment of 500 meters. In a Cheapernet instal­
lation, up to 30 MAUs may be connected to one 
cable segment of 185 meters. In either Ethernet 
or Cheapernet, repeaters may be used to connect 
up to five segments together into one network. 
Refer to Figure 3. 

The Am7996 has been targeted for both appli-

cations, Ethernet and Cheapernet. It offers the 
flexibility and the engineering hooks for some 
of the tight parameters, and for network protection 
which is required in Ethernet applications. This 
gives the user the flexibilty of applying the same 
chip for both applications. Most OEM boards are 
now designed to include both options, an onboard 
transceiver for cheapernet application, and an 
optional 15 pin D connector for the AUi cable to ac­
cess the Ethernet transceiver box. 

The salient features of Ethernet and Cheapernet 
are shown in Table 1. 

Am7996 Application in Extended Csble Lengths 

The Am7996 has been designed for Transmit 
Mode collision detection. (Collision detection 
methods are discussed later in this manual.) As a 
result, the Am7996 can be used in longer cable 
segments than specified in the IEEE-802.3. Table 
2 below shows the extended cable length feature 
of the Am7996. 
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The extended cable segment feature can elim­
inate the need for repeaters. This reduces the cost 
and adds flexibility in installing more nodes. Note 
that the extended cable segment support does 
not violate the IEEE-802.3 standard. It is the Trans­
mit Mode collision detection scheme, in Am7996, 
which allows this extended feature. 

TRANSMIT FUNCTION 

The Am7996 receives differential signals from the 
DTE (in the case of Am7990 family applications, 
from the Am7992B-Serial Interface Adapter-SIA). 
For IEEE-802.3 Type A (Ethernet) applications, 
this signal is received through the AUi cable and 

isolation transformer. In IEEE-802.3 Type B 
(Cheapernet) applications, the AUi cable (but 
not the isolation transformer) is optional. 

Data is received through an internal noise rejec­
tion filter that rejects signals with pulse widths 
less than 7 ns (negative going), or greater than 
160 ns (positive going) with levels less than 
-175 mV peak. Only signals greater than 
-275 mV peak from the DTE are accepted. This 
minimizes false starts due to noise and ensures 
no valid packets are missed. 

The Am7996's Tap driver provides the driving 
capability to ensure adequate signal level at the 
end of the maximum length network segment (500 

Table 1. IEEE-802.310BASE5 (Ethernet) and 10BASE2 (Cheapernet) Comparison 

Parameter IEEE-802.310BASE5 IEEE-802.3 1 OBASE2 
(Ethernet) (Cheapernet) 

Data Rate 10 Mbps 10 Mbps 

Segment Length 500 meter 185 meter 

Network Length 2500 meter 925 meter 

Nodes Per Segment 100 30 

Node Spacing (Min) 2.5 meter 0.5 meter 

Cable/Connector 0.4 in diameter, 50 Ohm 0.2 diameter, 50 Ohm 
Double shielded (RG-58 AIU type) 
shielded N-series connectors Single BNC connectors 
Rugged Flexible (thin) 

Transceiver Cable 0.38 in. diameter multiway 
(AUi interface) cable with 15 pin D connectors Optional 

(Length up to 50 meter) 

Capacitance/Node 4pF 8pF 

Installation Installer required (costly) Mainly by user (low cost) 

Table 2. Extended Cable Lengths with Am7996 

CABLE LENGTH 
Applications 

1 OBASE5, Ethernet 
(Ethernet Thick cable) 

1 OBASE2, Cheapernet 
(RG58 Thin cable) 

IEEE-802.3 

500 meter 

185 meter 

*Transmit mode collision implementation 

*Am7996 

1000 meter 

300 meter 
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meters Ethernet, or 185 meters Cheapernet) un­
der the worst case number of connections (100 
nodes Ethernet, or 30 nodes Cheapernet). Re­
quired rise and fall times of data transmitted on the 
network are maintained by the Am7996 Tap driver. 
The Tap driver's output is connected to the media 
through external isolating diodes. To safeguard 
network integrity, the driver is disabled whenever 
the operating voltage falls below the minimum. 

Signal Quality Error (SQE) Test (Heartbeat) 
A diagnostic feature has been specified for the 
MAU in the IEEE-802.3. The Signal Quality Er­
ror (SOE) Test is a self test feature in the MAU 
which is invoked after the end of each transmis­
sion by the DTE. The SOE test starts eight bit 
times after the last transition of the transmitted 
signal and lasts for a duration of eight bit times. 
The Am7996 sends a 1 o MHz differential signal 
through Cl± to the DTE when SOE TEST pin (pin 
7) is tied to VEE. This test is an indication to the 
DTE that the MAU has recognized the end of 
the transmission and the collision pair, Cl±, is 
intact and operational. 
Pin-strappable SQE Test Option: The SOE test is 
selectable via the SOE TEST pin (pin 7). It can be 
tied to VEE for SOE test or to ground (Vcc1 or 
Vcc2) for a non-SOE test MAU. The optional 
feature allows the use of the Am7996 in both 
repeater and non-repeater applications. 

Jabber Function 
Another means of protecting the network (me­
dium) is to ensure that no node, under any cir­
cumstances, hangs the network. In an 
IEEE-802.3 network, the maximum packet size 
is limited to 1518 octets which is equivalent to 
about 1.2 ms (including the 64 bit preamble). 
The Jabber timer monitors the activity on the 
DO pair and senses TXT (pin 12) faults for ex­
cessive continuous transmission. The Jabber 
goes active and inhibits transmission if the Tap 
driver is active for longer than the Jab time. The 
Jab time specified by IEEE-802.3 is from 20 to 
150 ms. In the Am7996, it is from 20 to 35 ms. 
When the Jabber goes active, it isolates the out­
put drivers at the Tap from the coax and enables 
an SOE message (10 MHz differential collision 
signal) on the Cl pair for the fault duration. 

IEEE 802.3 states that in a self-powered MAU, 
the Jabber timer and collision presence on the 
Cl pair are cleared after the fault condition goes 
away for a period of 500 ms ± 50% (250 to 750 
ms). The Jabber reset time in the Am7996 is be­
tween 340 and 500 ms. 
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Redundant Jabber: The hooks for optional 
redundant protection specified by the IEEE-802.3 

have been implemented in the Am7996. A re­
dundant Jabber sits outside the Am7996 and 
typically duplicates the Jabber internal to the 
Am7996. When the external Jabber is imple­
mented, the VTX-pin is directly controlled by the 
external Jabber circuitry. To externally disable TXT 
(and enable an SOE message on Cl pair), the volt­
age at VTX-pin should be brought to a value more 
positive than Vee+ 2V. 

Jabber Recovery Time: One of the parameters in 
the Jabber function is the Jabber recovery time 
which is significant in terms of the correct operation 
of the Jabber timer. The Jabber timer always starts 
counting from the start of each transmission and is 
reset at the end of the transmission. The time 
required for the timer to reset is called the Jabber 
recovery time. This parameter is 1 µs (max) in the 
Am7996. It is important that this time be as short as 
possible. 

Consider an IEEE-802.3 network in maximum 
configuration. There are four repeaters in such a 
configuration. Because of the nature of such 
regenerative repeaters, the lnterPacket Gap time 
(IPG) can shrink from 9.6 µsec (9.6 µsec is the IPG 
spec in IEEE-802.3 for the gap between two 
consecutive transmissions) to about 5.0 µsec in a 
normal packet transfer. The IPG can even shrink to 
less than 5.0 µsec under excessive collisions. 
Therefore, if the Jabber recovery is not short 
enough, the Jabber timer will not be cleared and 
will continue to count after the start of the next 
packet. Under the worst case condition, when back­
to-back packets are in progress with short IPG, the 
Jabber goes falsely active. The Jabber recovery 
time is 1 µsec (max) in the Am7996 insuring proper 
operation under the worst case conditions. 

Inhibit Internal Jabber: It may be desired in some 
non IEEE-802.3 applications to disable the Jabber 
function. Consider a point-to-point application 
where a continuous transmission of more than 20 
ms is desired. For such applications, the internal 
Jabber can be disabled by removing the external 
collision oscillator circuitry (R.i, C1) and connecting 
COLL OSC (pin 19) to Vcc2 (pin 20). Note that this 
will also inhibit the SOE test and any Cl pair 
message for collision presence. 

RECEIVE AND CARRIER DETECT 

The signal is acquired from the Tap through a high 
impedance (100 kOhm) resistive divider. A high in­
put-impedance (low capacitance, high bandwidth, 
low noise) DC-coupled input amplifier in the 
Am7996 receives the signal. The received signal 
passes through a high-pass filter to minimize inter­
symbol distortion, and then through a data slicer. 
The Am7996 carrier detect compares received sig-



nals to a reference. Signals meeting carrier squelch 
criteria enable data to the differential line driver 
within five bit times from the start of the packet. 

Received data is transmitted from the DI pair 
through an isolation transformer to the Ethernet 
AUi cable (IEEE-802.3-Type A). In IEEE-802.3 
Type B (Cheapernet), the AUi cable is optional. 
Following the last transition of the packet, the DI 
pair is held high for two bit times and then 
decreases to idle level within twenty bit times. 

COLLISION 

Collision occurs when two or more transceivers 
attempt simultaneous transmissions on the me­
dium. In a CSMA/CD network, a mechanism is 
needed to resolve the contention. All the intelli­
gence for collision back-offs, and the retry proc­
ess resides in the controller (Am7990}. The 
Am7996 detects a collision when the DC aver­
age of the signals on the coax crosses the colli­
sion detect threshold. The collision threshold 
window has been based on the worst case con­
ditions in the IEEE-802.3 cable segment (500 
meter Ethernet cable, or 185 meters of RG-58 
cable) when two nodes transmit at the same 
time. 

Collision Reporting 

When the Am7996 detects a collision, it generates 
a 1 O MHz differential signal at Cl± which continues 
as long as there is a collisiol') in progress. The 1 O 
MHz differential signal is normally detected by the 
Manchester Encoder/Decoder at the DTE (SIA, 
Am7992B) which translates to a TIL signal for the 
LAN controller(LANCE, Am7990). 

Collision Detection Methods 

There are two types of collision detection specified 
by the IEEE-802.3 standard: Transmit Mode and 
Receive Mode collision detection. The Am7996 
has been designed to support Transmit Mode col­
lision detection. The collision threshold window for 
Transmit Mode collision allows longer cable seg­
ment applications than what IEEE-802.3 has speci­
fied. For the Am7996 in repeater applications, 
Receive Mode collision detection can also be ac­
complished by adding two resistors, R9 and R10. 
external to the chip. Receive Mode collision detec­
tion is optional when the Media Access Unit (MAU) 
is used in non-repeater applications. 

Transmit Mode Collision Detection: While 
transmitting, the MAU must detect a collision if 
one or more other nodes are also transmitting, 
and may detect collision, while not transmitting, 
if two other nodes are transmitting. This is called 
Transmit Mode collision detection. As a result of 
this type of collision detection, longer cable seg-

ments than what IEEE-802.3 has specified can 
be used. This type of collision detection is nor­
mally used in non-repeater applications. 

Receive Mode Collision Detection: Regardless of 
whether a MAU is transmitting or not transmitting, 
the MAU must detect collision if two or more modes 
(perhaps including itself) are transmitting. This 
scheme requires a tighter threshold than Transmit 
Mode collsion detection. The Receive Mode colli­
sion detection limits the cable length to what the 
IEEE-802.3 has specified whereas transmit mode 
collision detection, due to its wider threshold 
window, allows for the extended cable segment. 

Receive Mode collision detection is not necessary 
in non-repeater applications, but, it is a must in 
repeater applications since the carrier has to be 
sensed by both sides of the repeater. Figure 4 
shows the external component configuration for 
Cheapernet Receive Mode collision detection. 

The Am7996 meets the IEEE-802.3 collision 
detect requirements (see Table 3). 

Collision Detection In Non-Repeater Applica­
tions: Receive Mode collision detection is normally 
not necessary when designing a MAU in a non­
repeater application. This is because the received 
packet, the packet participating in collision, usually 
ends up as a runt packet (a packet less than 64 
bytes long) which is normally discarded by Data Link 
layer controllers. In other cases such as late colli­
sion (collision occurring after 64 bytes), CRC error 
can be an indication that there might have been a 
collision in progress while receiving the packet. 

Collision Detection in Repeater Applica­
tions: Receive Mode collision detect is strictly 
required in Repeater design applications. A re­
peater must report all the activities of either side 
of the network to the other side. In the case of a 
collision at one side of the network, the repeater 
must create the collision environment on the 
other side. The repeater must detect a collision 
caused by two nodes that occur from the far end 
of a segment. Since cable attenuation results in 
a lower level seen by the repeater, the Receive 
Mode Collision Detection specs must be tighter. 
If a collision occurs on one segment, the re­
peater sends a collision jam signal to the other 
segment to report such activity. 

The Am7996 meets the Receive Mode collision 
detect as well, when Rg, R10, and C4 are inte­
grated into the Am7996 external component 
diagram (see Figure 4). 

EXTERNAL COMPONENT DESIGN GUIDELINES 

The design and layout choices of the compo-
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nents external to the chip in the Am7996 adds 
flexibility, network protection, and hooks for 
achieving the tight parameters specified in the 
IEEE-802.3 and Ethernet specifications. The 
following describes the design considerations 
to be aware of in choosing those external com­
ponents around the Am7996. Figure 5, the ex­
ternal components diagram, should be used in 
reference to the discussion below. 

Layout Considerations 

The Am7996 should be mounted as close as 
possible to the Tap for minimum capacitive 
loading. To minimize the capacitance at RXT 
(pin 16) between its adjacent pins (pins 15 and 
17) and the capacitance introduced by TXT 
(pin12) to the Tap through external compo­
nents, package, and PC trace, carefully layout 
the PC board as follows: 

1. It is recommended that metal feed-throughs are 
not used at pins 15 and 17. These pins are No 
Connect pins. 

2. Generally, all the PC traces between the chip 
and external components should be as short as 
possible. Additional effort should be made to 
place As. A5, AXT (pin 16) and D1, D2 A7, TXT 
(pin 12), and Am7996closeto the Tap. ' 

3. To achieve the minimum capacitive loading 
at the Tap connection, there should be no 
power, ground, or signal planes in the area of 
Tap interconnections to 7996 pins (pins 
11-18). (See also ground requirements dis­
cussed later. 

4. The 7996 should be directly soldered to the 
PC board without a socket to reduce capacitive 
loading at the Tap connection. 

5. Grounding: 

Vcc1and Vcc2 (pin 1 and 20 respectively) must 
be connected together to the positive return 
(positive polarity of power to 7996). 

The Tap shield pin (pin 14) should be 
connected directly, via a single trace, to the 
shield of the coax connector. There should not 
be any ground plane connection to the Tap 
shield which will add to Tap capacitive loading. 

The DTE ground plane should not be 
extended beyond the pulse transformer (the 
one at the Am7996 side). 

In IEEE-802.3 applications, using the AUi (At­
tachment Unit Interface) cable, the DTE logic 
ground can be extracted from any of pins 1, 4, 6, 
8, 11, or 14 of the 15 pin D connector. In Ether­
net Version 2 applications, Pins 4, 8, 11, and 14 
are No Connect (NC) pins. The DTE logic 
ground can be extracted from Pin 6 only. See 
appendices A and C for pinout details and PC 
board layout considerations. 

Tap Capacitance Loading Considerations 

The goal is to minimize the capacitive loading at the 
Tap from both the receive path (AXT, pin16) and 
the transmit path (TXT, pin 12) to achieve the input 
impedance requirements of IEEE-802.3 
specification. 

A properly compensated external 4:1 attenuator 
(75K and 25K in series) reduces any parasitic 
capacitive loading in the receive path by a factor of 
4 and ensures that the resistance presented to the 
coaxial cable will be at least 1 OOK Ohms. 

When the chip is not transmitting, the transmit path 

Table 3. IEEE-802.3 Transmit Mode and Receive Mode Collision Detection. 

TRANSMIT MODE 

MAU Number of transmitters 

Transmitting 

Not transmitting 

NO: Will not generate SOE message 
YES: Will generate SOE message 
MAY: May generate SOE message 

<2 =2 >2 

NO YES YES 

NO MAY YES 

*RECEIVE MODE 

Number of transmitters 

>2 

NO YES YES 

NO YES YES 

• Receive Mode collision detection is optional per IEEE-802.3 in non-repeater applications 
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is isolated from the Tap through a low capacitance 
switching diode. When transmitting, the additional 
diode in series reduces the capacitance loading at 
the Tap. IEEE-802.3 1 OBASE5 (Ethernet) has 
specified a limit of 2 pF for capacitive loading due 
to the MAU (Medium Attachment Unit) circuitry 
(total of 4 pF including the Tap connection). This 
tight limit is quite difficult to meet without additional 
circuitry such as the 4:1 attenuator, external to the 
Am7996. 

In the IEEE-802.3 10BASE2, (Cheapernet) appli­
cations, the capacitive loading specification, due to 
the MAU circuitry, has been relaxed to 6 pF. There­
fore, it is not as difficult to meet the capacitive 
loading requirement in Cheapernet applications. 
The external 4:1 attenuator also isolates the re­
ceive input of the integrated circuit from the Tap for 
safety and protection. 

Attachment Unit Interface (AUi) Cable Terminator 
(R1, R2) 

The DO± line receiver inputs should be terminated 
with R1 and R2, as shown in the external component 
diagram, equivalent to AUi cable impedance of 78.0 
Ohms nominal. The effective parallel combination of 
the 80.4 Ohms (R1 + R2) and the DO± input imped­
ance meets the IEEE-802.3 requirement of 78.0 ±5 
Ohms. 

Although AUi cable is not normally used in Cheaper­
net applications, R1, R2, and the terminating resis­
tors at the SIA (Am7992B) side must remain in. The 
terminating resistors are part of the load seen by the 
output drivers of the Am7996, DI±. and Transmit± of 
the Am79928. Therefore, the removal of the termi­
nating resistors will affect the differential level sig­
nals at DI± and Transmit±. Refer to the Cheapernet 
application example in the application section ap­
pearing later in this manual. 

Timing Reference Resistor (R3) 

When the resistor, R3, is connected between 
VCREF (VCREF is a compensated voltage refer­
ence input with respect to VEE) and VEE· the 
internal transmit and receive squelch timing and 
SOE oscillator frequency are set. SOE frequency 
is also determined by components connected 
between V cc2 (pin 20) and COLL OSC (pin 19). 

SQE Oscillator Control (R4, C1) 

In the Am7996, the collision oscillator frequency 
control is external to the chip. For a 10 MHz 
nominal SOE oscillator frequency, R4 should be 
1.1 K 1 %, and C1, 39pF ±5%, (including any 
parasitic capacitance). This will generate an 

SOE message with frequency of 10 MHz± 15% 
for the following three cases: 

1. SOE test 
2. Collision for multinode transmission 
3. Active Jabber 

When VCREF (pin 6) is properly set (it is set by 

placing R3 = 174n between VCREF and VEE pin 
10), the SOE oscillator period is set at 
2.331R4C1. 

4:'1 Attenuator {RS and RS, CL and CC) 

The chip acquires the signal from the Tap 
through a high impedance (100K Ohms) 4 to 1 
attenuator. For proper reception of 10.0 MHz 
Manchester bit streams, the input attenuator at 
the RXT pin should be compensated to main­
tain the 4:1 ratio. Compensation is acieved by 
making 75x Cc =25x CL(Cc= 1/3 CL). CL is the 
total effective capacitance between RXT 
(pin16) and VcoL due to the package, external 

components, and PC trace. Cc is the compen­
sation capacitance across the 75 kOhm resis­
tor. 

Cc is typically less than 2.0 pF when short PC 
traces are used around RXT's (pin 16) external 
components. A possible way of achieving the com­
pensation is by placing a PC trace at one end of R5 
to obtain the equivalent Cc. A properly compen­
sated attenuator will reduce the effective cap­
acitive loading seen at the Tap to 1/4 of that seen 
at AXT (pin 16). 

The ratio of the attenuator does not affect the 
collision detection threshold (VcoT specification in 
data sheet); it only affects the carrier threshold 
(V CAT specification in data sheet) at the coax. 

Figure 6 shows the attenuator section of the 
Am7996. At low frequencies (e.g., DC) with Rs = 
24.9K and Rs = 75K, a 4:1 attenuator is achieved 
(1/4 VcoAX is added to VRxr). With high input 
impedance at AXT, the series combination of Rs 
and Rs ensures that the resistance to the coaxial 
cable is at least 100 kOhms as specified by the 
IEEE802.3. 

At high frequencies (5 or 1 O MHz), the parasitic 
capacitance across Rs and Rs determines the 

attenuator ratio. Therefore, Rs must have a ca­

pacitance (Cc) to compensate for the effective 

capacitance (CL) across Rs. For a 4:1 at­

tenuator, Cc= 1 /3 CL (see appendix C for detail 
PC board layout considerations). 
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Let: y - CiJCc 

Then: 

Equation 1: VcoAX • VRXT(1 + y)-y(VcotJ 

For a 4:1 attenuator, y • 3 
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For: VcoAX .. o 
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Using Equation 1: 
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Figure 6. Am7996 External Attenuator 

Attenuator Tolerance 

Any deviation from the ideal compensation 
value for capacitor (Cc) will change the ratio of 
the attenuator. The attenuator ratio can deviate 
from the 4:1 ratio as long as the minimum signal 
level at the coax allowed by the standard can be 
recognized (see Table 4). Using Ohm's law for 
Figure 6, the voltage at coax (VcoAx) is ob­
tained from equation 1. 
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The minimum average DC signal at coax can 
be obtained when two nodes are attached to a 
maximum length cable segment (500 meters of 
Ethernet cable or 185 meters of Cheapernet, 
RG58A/U or RG58C/U). While on node is trans­
mitting from one end of the cable with minimum 
transmit current, the other node is measuring 
the attenuated signal received at the other end 
of the cable. 



The external attenuator scheme serves the follow­
ing two purposes: 

1. Reduces the capacitive loading, seen at the 
coax, by the attenuator ratio (by 1 /4 in a 4:1 
attenuator). This helps to achieve the tight Tap 
capacitive loading specification of 2 pF. due to 
MAU circuitry, per IEEE 802.3, 10BASE5 
(Ethernet). 

2. Isolates the receive section of the chip (RXT 
pin) from the medium. It protects the chip 
which is part of the circuitry of the MAU. 

Isolation Diodes D1, D2 

Another part of the Tap capacitive loading is intro­
duced by the transmit path. The diode D1, exter­
nal to the Am7996, is used to isolate the transmit 
path from the receive path when the chip is not 
transmitting. The second diode, D2, protects the 
first diode, and it further reduces the capacitive 
loading introduced by the first diode, D1. D1 and 
D2 are forward biased only when the chip is. 
transmitting. The insertion of the second diode 
serves two purposes: 

1. The capacitance seen at the Tap is reduced to 
the effective capacitance of the two diodes in 
series. 

2. It provides redundancy in isolating the Tap from 
TXT pin should; one diode get shorted. In 
Cheapemet applications, the 2nd diode, D2, 
may be removed. Cheapernet does not re­
quire the redundancy for protection, and the 
limit for the Tap capacitance loading is not as 
tight as Ethernet (6 pF versus 2 pF). 

The capacitance introduced by the diode 
should be as low as possible. Low capacitance 
switching diodes with adequate current han­
dling ca~ability (80.0 mA nominal) such as the 
1N4150 should be used for D1 and D2. 
Am7996 did not integrate the diodes into the 
chip because of power consideration. 

Transmit Signal Wave Shaping (C3) 

C3 provides wave-shaping for the transmitted 
signal at TXT (pin12). This 180 pF capacitance 
between the TXT and TAP SHIELD (pin 12 and 
14 includes any parasitic capacitance at the 
node. A physical capacitor of 150 pF is a nomi­
nal value in a typical PC board which takes all 
the parasitic capacitance into consideration. 

The low pass filter at the output stage of the 
Am7996 is one of fhe three poles which have 
been implemented to meet the harmonic con­
tent specification of IEEE-802.3 (two poles are 
internal to the Am 7996). The RC components of 
the low pass filter are outside the Am7996. C3, 
the combined resistance of D1 and D2, the 25 
Ohm load presented by the coax line, and R7 
form the third pole of the TXT output filter. 

The time constant for the low pass filter is: T = Rx C 
where: 

R is the total resistance seen between the 
Tap and the shield. 

R =Current limiting resistor, (R7 = 9.09) + 
Forward biased resistance of the diodes 
(about 2 Ohms)+ 25 Ohms load 

C = C3 = 180 pF (including any parasitic 
capacitance) 

T = 8 ns; Fundamental frequency of the 
filter is 20 MHz. 

c3 will have some effect on the rise and fall time of 
the transmit signals at the coax. The rise and fall 
time values can be improved (reduced) by redu­
cing c3. There is a limit to how much the capacitor 
value can be reduced without violating the harmon­
ic content specification. A 150 pF capacitor used 
for c3 in the Am7996 evaluation board meets the 
rise/fall time, and harmonic content specification. 

Some attenuation of 10 MHz signals, relative to the 
5 MHz signals, is due to the low pass filter 
implementation. The attenuation does not cause a 
problem and transmit level signals meet the IEEE-
802.3 specifications. 

Table 4. IEEE 802.3 Receive Mode Collision Detect Threshold 

Application 

10BASE5 
(Ethernet) 

10BASE2 
(Cheapernet) 

No Detect 
(Average DC) 

-1.492 v 

-1.404 v 

Must Detect 
(Average DC) 

-1.629 v 

-1.581 v 
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The harmonic content specified by IEEE-802.3 is 
as follows: 

2nd and 3rd harmonics: at least 20 db below 
fundamental 

4th and 5th harmonics: at least 30 db below 
fundamental 

6th and 7th harmonics: at least 40 db below 
fundamental 

All higher harmonics: at least 50 db below 
fundamental 

Network Protection (03 and R1) 

Am7996 offers a solution for network protection 
(see also the jabber function for protection). It is 
protected against high voltage surges when the 
clamp diode (03 ) and the resistor (R7) are placed 
external to the chip. The diode protects the chip 
and the resistor limits the current to protect the 
diode. 

If the Tap is at a positive voltage due to a fault condi­
tion, 03 protects the TXT (pin 12) from sinking high 
currents from the Tap by shunting high current into 
ground. Under this condition, R7 (9.09 Ohms, 1 /4W) 
helps limit the current through 03. 03 should have a 
rating of at least 50.0 Volts. A diode such as the 
1 N4001 can be used for D3. The capacitive effect of 
diode Ca should be taken into consideration as part 
of the total capacitance (180 pF) between TXT (pin 
12) and TAP SHIELD (pin 14). 

Set Transmit Current (Ra= 9.09 Ohm) 

This resistor is used to set the transmit output 
current at TXT (pin 12) nominally at 80.0 mA peak. 
If a redundant jabber controller is used externally, 
the supply to the current source comes from the 
jabber controller. This resistor should be placed as 
close to the chip as possible, to minimize any 
parasitic inductance. 

Coax Collision Reference Threshold 
(C2:0.1 µF) 

V COL is a DC reference for incoming signals from 

the Tap at AXT (pin 16). It is required that Vcol be a 
good analog signal ground in the presence of 1 O 
Mbps Manchester data streams. In order to 
achie-..:e that, C2 is used to by-pass all the RF sig­
nals to Tap ground. 

Additk>nal Pins 
Pins 17 and 15 on the Am 7996 have been pur­
posely allocated as No Connect pins on either 
side of the RXT Pin to give a minimum adja­
cent pin capacitance. The low RXT input ca­
pacitance, combined with any parasitic ca­
pacitance due to the resistor and PC trace, is 
reduced to 1/4 when measured at the Tap. 
This feature makes it feasible to meet the low 
input Tap capacitance required by the Ether­
net specification. The input Tap capacitance 
in the Am7996 at RXT (pin 16) is 1.1 pF (typi­
cal) for plastic packages, and 1. 7 pF (typical) 
for ceramic packages. Note that the input ca­
pacitance at RXT seen at the coax Tap is re­
duced to 1/4 th through the 4:1 attenuater, ex­
ternal to the chip. 

Power (VEE) Requirements 

The Am7996 requires a single power supply 
at -9 ± 10% V. The IEEE-802.3 requires that 
the power to the MAU must be isolated from 
DTE. This indicates either the use of a dedi­
cated power supply or isolating the power 
from DTE through a discrete or commercially 
available DC-DC converter. In summary, the 
power requirements are as follows: 

• Power to the chip must be isolated from 
DTE to meet the high voltage Isolation 
required by IEEE-802.3, 10Base5 (2000 
VRMS) and 10Base2 (500 VRMS). 

• VEE=-9.0V±10% 
• Not more than 100 mV (P-P) ripple. 
• Ripple frequency less thari 100 KHz. 

DC-DC Converter Recommendations: Re­
fer to Table 5 for the DC-DC converters (or 
equivalents) that can be used with the 
Am7996.) 

Isolation Transformers 

The AUi transmit, receive, and collision signal pairs 

Table 5. DC-DC Converters for Am7996 

Manufacturer 

Reliability Inc. 
Pulse Engineering Inc. 
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IEEE-802.3, 10BASE2 
(Cheapernet) 

2VP5U9 
PE64381 

APPLICATION 

IEEE-802.3, 1 OBASE5 
(Ethernet) 

2E12R9 
PE64430 



(DO±, DI±, and Cl±) must be isolated through 
transformer coupling from the AUi cable. The isola­
tion at the MAU side is required for two reasons: 

1. To eliminate the common mode difference be­
tween the signals from the Am7996 and the DTE. 

2. To protect the MAU from the fault conditions at 
the AUi cable. 

In the Am7996, the inductance of the transformers 
for the AUi differential pairs DI±, DO±, and Cl± 
should not be less than 75 µH. 

The pin assignments for the transceiver cable are 
given in Appendix A. 

Pulse Transformer Recommendations: 

PE64102 (75 µH with 500 VRMS, IEEE-802.3, 
10BASE2). 
PE64107 (75 µH with 2000 VRMS, IEEE-802.3, 
1 OBASE5) or equivalent. 

MEASUREMENT TECHNIQUES 

The following are guidelines for measuring some 
of the key parameters. For the actual test measure­
ments and conditions, refer to the Am7996 data 
sheet and pertinent test documentation. 

4:1 Attenuator Compensation 

There are two ways to compensate for the 
parasitic capacitance across the 24.9 kOhm 
resistor: 

1. By directly measuring the capacitance across 
the 24.9K resistor (with all the components 

0 

--0.5 v 

-1.000 v 
-1200V 

-1.500 v 

-1.700V 

-2.000 v -----7 
AT COAX 

mounted) and inserting a capacitor whose 
value is 1/3 of that capacitance across the 75K 
resistor. The compensation capacitance may al­
so be achieved through the parallel PC traces. 
The 2nd technique eliminates the need for an 
additional capacitor across the 75K resistor. 

2. Using a high input impedance (low capaci­
tance) scope probe. This technique is ac­
complished through the observation of the 
signal at the coax Tap and at AXT pin (pin 
16) as follows: Apply a square wave signal 
(0 to-2 Volts) to the coax Tap and observe 
the signal at the AXT pin. The signal at the 
RXT pin should be 1 /4 of the signal at the 
coax. The signal at RXT should be some­
what underdamped to compensate for the 
scope probe 1-2 pF capacitance loading 
(see Figure 7). 

If a high input impedance (low capacitance) 
scope probe is not available, compensate 
for the capacitance of the available probe 
(the probe used for the RXT pin, pin 16) by 
adding a capacitor across the 75 kOhm re­
sistor. For example, if the scope probe ca­
pacitance is 12 pF, place a 4 pF capacitance 
across the 75 kOhm resistor. The compen­
sation for the scope probe capacitance en­
sures that any capacitance added across 
the 75 kOhm resistor for compensation is in­
dependent of scope probe loading. 

Once the scope observation shows the cor­
rect 4:1 ratio for the attenuator (see Figure 
7), the added capacitance across the 7? 
kOhm (excluding the 4 pF added capaci­
tance in the above example) is the compen­
sation capacitance that can be added by a 
physical capacitor or through PC layout. 

08051A 8 

Figure 7. Attenuator Compensation Technique 
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NOTE. 

Once the correct compensation capa­
citance has been determined for the pro­
totype PC board, no more tuning should 
be required on the PC board when in 
production. The RXT input capacitance 
stays at what has been typically specified 
(1.7pFceramic, 1.1 pFplastic). 

Coax Rise and Fall Time Measurements 

The rise and fall times are specified at 25 ± 5 ns 
in the IEEE-802.3 standard, as well as in the 
Am7996 data sheet. The 1 O Mbps Manchester 
encoded signals carry 1 O MHz (all 1 's or O's) 
and 5 MHz (alternative 1 's and O's) signals due 
to the nature of the Manchester encoding. 
Therefore, the rise and fall time measurements 
should be performed at both 10 and 5 MHz as 
follows: 

Using an IEEE-802.3 controller (e.g., Am7990, an 
IEEE-802.3 packet generator), send a packet 
which contains a series of 1 's or O's. Measure the 
rise and fall time in the data portion (all 1 's, or O's) 
for 1 O MHz signals, and use the preamble portion 
(1010 ... ) for 5 MHz signals. Adjust the maximum 
and the minimum peaks of the signal, using the ver­
tical calibrator vernier of the oscilloscope, to form a 
vertical Oto 100 grid. Using a small scale time base 
(e.g., 5 ns/div), measure the rise time from 10% to 
90% of the signal. Note that the Am7996 transmit 
10 MHz signals are attenuated somewhat relative 
to the 5 MHz signals due to the output stage low 
pass filter (the third pole) which is designed to 
meet the harmonic content specification of the 
IEEE-802.3 standard. Before measuring the 1 O 
MHz signals, the Oto 100% levels must be readjus­
ted from the 0 to 100% levels of the 5 MHz signals. 

The output characteristic of the low pass filter is 
such that an improvement can be accomplished in 
the rise and fall time and the rise/fall time mismatch 
by reducing the margin for harmonic content 
specification. The rise and fall time and mismatch 
can be reduced (improved) in value by reducing 
the value of C3. C3 can also be totally removed if 

EYE PATTERN: 

the harmonic content specification is not a 
concern. In general, the rise and fall time mismatch 
directly affects the coax transmit jitter budget. The 
more mismatch, the more jitter will be induced on 
coax transmit signals. · 

Transmit Jitter Measurements 

Jitter is the displacement of a signal transition 
relative to where it would ideally be placed as 
defined by the clock of the encoder. This displace­
ment can be in either direction of the signal tran­
sition. The jitter can be measured for two cases: 

Bit Cell Center (BCC) 
Bit Cell Boundary (BCB) 

BCC designates where ideally a clock transition 
takes place in a Manchester bit cell. The direction 
of the clock transition represents the value of the 
data. BCB designates where ideally a signal 
transition takes place to indicate an end of a bit cell 
and start of the second bit cell whose value is the 
complement of the previous one. The transmit 
jitter is the amount of the jitter which can be 
introduced to the coaxial cable by the MAU circuitry 
when transmitting. The IEEE-802.3 ·and the 
Am7996 data sheet call for 2 ns (max) (the data 
sheet parameter is Tskew). 

One way of measuring the jitter is to produce 
an "eye pattern" for a bit cell center and bit cell 
boundary. An eye pattern can be produced (us­
ing the scope trigger control) by transmitting a 
packet which contains random data. As shown 
in Figure 8, the jitter can be measured by 
measuring the time between the 50% cross­
ings of the signals which overlap each other. 

Receive Jitter Measurements 

The Receive jitter is the amount of jitter introduced 
differentially at the AUi side of the MAU at the DI± 
pins. The same method of jitter measurements 
used for measuring transmit jitter, by producing an 
•eye pattern" differentially at DI±, can be used for 
receive jitter measurements. 

BCB 
JITTER 

BCC 
JITTER 080S1A 9 

Figure 8. Jitter Measurement 
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The jitter measurements can be performed un­
der 2 cases: jitter at near end and the jitter at far 
end. The jitter at near end is the amount of jitter 
which the MAU under test can produce differen-
tially at DI± when an adjacent MAU (at a distance 
of 0.5 meter of RG-58, or 2.5 meter of Ethernet 
cable) is transmitting. The jitter atfar end is when 
a MAU at the far end of the cable (185 meter of 
RG-58, or 500 meter of Ethernet cable) is trans­
mitting. The latter case is the jitter measurement 
under the worst case conditions. 

Collision Oscillator Frequency 

The collision oscillator frequency can be measured 
at COLL OSC pin (pin 19). R4 and c1 are the RC 
components of the oscillator. c1 can be adjusted 
for a 1 O MHz nominal frequency. In the Am7996 
evaluation board, a 39 pF capacitor was used to 
obtain a 1 O MHz frequency. 

APPLICATION EXAMPLES 

Ethernet (IEEE-802.3, 1 OBASE5) 

In an Ethernet application, the transceiver mod­
ule (MAU) resides outside the DTE. The Ether­
net coax cables run through the ceiling where 
the transceiver module is tapped on to it. The 
transceiver is linked to the DTE through a rela­
tively flexible cable. This cable is a bundle of 
twisted pair wires, shielded individually, which 
carry the differential signals to and from the DTE 
and MAU. The power to the MAU is also carried 
through this cable. In the standard, this cable is 
known as Attachment Unit Interface (AUi) cable, 
and commercially is known as transceiver (or 
drop) cable. The AUi cable can be up to 50 me­
ters long. In an Ethernet application, the 
Am7996 resides in the MAU, and 
Am7990/7992B reside in the DTE. 

In Ethernet implementations, where the trans­
ceiver section resides outside the board with up to 
50 meter AUi cable, there are two pulse trans­
formers: One at the SIA side to protect the SIA, 
and one at the transceiver side to protect the trans­
ceiver against high voltage surges. 

Cheapernet (IEEE-802.3, 1 OBASE2) 

In the Cheapernet application, the MAU nor­
mally resides within the DTE, and the AUi cable 
is optional. In a typical Cheapernet controller 
board, the chip-set (Am7990, Am7992B, and 
Am7996) resides on the same board within the 
DTE. 
Figure 9 shows a typical Cheapernet implemen­
tation using Am7990, Am7992B, and Am7996 
(also refer to AMO stand alone Ethernet/ 
Cheapernet evaluation board). For a detailed 

discussion of the external Ethernet/Cheapernet 
components to the Am 7996, refer to the External 
Component Design Guidelines presented ear­
lier in this application note. Most of the Cheaper­
net implementations also make provision for 
supporting the Ethernet connection. This is done 
by routing the ECL differential signals to the 
Ethernet D connector, bypassing the transceiver 
(Am7996), as shown in Figure 9. Note that only 
one pulse transformer per twisted pair is re­
quired between the Am7992B and Am7996 in 
Cheapernet implementations. The pulse trans­
former is needed to isolate the positive common 
mode levels of the SIA (Am7992B) from the 
Am7996 (which has negative common mode 
levels). 
The SIA external components at pin 5 should be 
configured as shown in Figure 6 for half-step 
signaling when used in IEEE-802.3 applica­
tions. Ethernet Version II specification makes it 
optional, allowing either half-step or full-step 
signaling for connection with transceivers. Most 
of the current transceiver modules support the 
half-step signaling which is recommended by 
the IEEE-802.3 standard. 

The Am7992B SIA generates negative narrow 
spikes (less than 10 ns, within 200 mV) every 
time RCLK (pin 4) is running. The spikes are due 
to the RC circuitry around TSEL (pin 5). The 
TSEL pin is an open collector output and a 
sense amplifier input. The gain of the amplifier is 
about four. The RC circuit controls the decay of 
the last positive transition (end of the packet) at 
Transmit± when half-step signaling is used 
(TSEL is grounded for full-step signaling). 

The positive transitions on RCLK couple cap­
acitively with the adjacent pin having the 510 Ohm 
pull up to Vee· This noise is then amplified and ap­
pears as spikes at Transmit±. The problem is sig­
nificant only when the SIA is receiving a packet 
(RCLK active) or when TEST is grounded (contin­
uous RCLK). Any false signals at Transmit± 
meeting the amplitude and pulse width require­
ment can wake up the transceiver causing a colli­
sion to occur. Usually, the spikes are too narrow to 
wake up the transmitter section of the transceiver. 
As an extra precaution, a 20 pF or higher (50 pF if 
spikes are more than 200mV) capacitor across 510 
Ohms can reduce the spikes significantly. 

Consider the 40.2 Ohm resistors at the SIA side 
receive± and collision±, and at the transceiver 
side DO±, (see Figure 9). One may think that 
there is no need for the terminating resistors 
since no AUi cable is normally used in Cheaper­
net applications. True, there is no AUi cable; 
however, the resistors at DO± also form part of 
the output load when the SIA is driving transmit±, 
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Figure 9. Am7996 Cheapernet Chip-set (Am7990, Am7992B, and Am7996) Interconnection Diagram 



and the resistors at collision± and receive± form part 
of the output load when the transceiver is driving its 
Cl± and DI± outputs. If these resistors are removed, 
the SIA and transceiver will still be functional; how­
ever, distortion on SIMransceiver interface is more 
likely to occur. It is recommended that the 40.20 
resistors be used as specified. 

Repeater Design 

A transceiver module is designed to drive either one 
Ethernet or one Cheapernet cable segment. There 
can be up to five cable segments as specified by the 
standard. Repeaters are used to link the cable seg­
ments together so that all the nodes attached to dif­
ferent cable segments can communicate with each 
other. The main function of the repeater is make all 
the isolated cable segments appear as one single 
cable. The repeater restores the energy of the signal 
to permit driving another cable segment. Refer to 
Figure 1 O for a block diagram of a repeater and also 
to Figure 3 for a network configuration using repeat­
ers. 

There are two sides to the repeater: One side of 
the repeater is attached to one cable segment; the 
other side is attached to another cable segment. A 
repeater should transfer the messages across re­
gardless of the address or the data contents of the 
packet. When a collision is detected on any side to 
which the repeater is transmitting, the repeater 
transmits a Jam (1010 pattern) to both sides of its 
connection. This mechanism ensures that the colli­
sion is recognized by all the nodes on both cable 
segments connected via the repeater. 

When using the Am7996 in a repeater application, 
the external component diagram, Figure 4, should 
be used. In this configuration, the collision 
detection threshold is adjusted for receive mode 
collision detection, and the SOE test is inhibited. 

Re-Generative Repeaters: There are two types of 
repeaters: re-generative and non-generative. The 
re-generative repeaters re-generate the 64 pre­
amble bits (including the sync bits) normally within 
the frame. When a packet arrives (data carrier is de­
tected), the repeater starts sending preamble bits 
to the other side while searching for the sync bits 
from the receiving end. When it finds the sync 
bits, it stores the data (the bits following the sync 
bits) until it is finished sending the preamble bits. 
Then it immediately starts sending the data. The 
preamble duplication mechanism ensures that any 
lost preamble bits, within the receiving packet, are 
restored before the data reaches the other cable 
segment. 

Non-Generative Repeaters: The non-generative 
repeaters just repeat the signals without adding 
any preamble bits to the frame .. The drawback with 
this type of repeater is that the lost preamble bits 
(due to the cables, transceivers, and other 
repeaters along the path) are not restored. Fewer 
preamble bits will leave less margin for the PLL 
decoders to lock into the Manchester data. It may 
take as many as 12 preamble bits for the PLL to 
acquire the clock in some of the VLSI decoders. 
The Am7992B (SIA) PLL acquires the clock in only 
4bittimes. 

COAX 
SEGMENT1 Am7996 

REPEATER 
UNrr 

CONTROLLER 
Am7996 COAX 

SEGMENT2 

POWER 

Figure 10. Typical Repeater Unit Block Diagram 
08031A 11 
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APPENDIX A 

TRANSCEIVER CABLE PIN ASSIGNMENTS (IEEE 802.3) 

Pin Circuit Description Use 

1 Cl-S Control In circuit Shield Coll shield 
2 Cl-A Control In circuit A Coll-
3 DO-A Data Out circuit A Xmit (DO)+ 
4 Dl-S Data In circuit Shield Rx Shield 
5 DI-A Data In circuit A Rx (DI)+ 
6 Ve Voltage Common 12 V ground 
7 CO-A Control Out circuit A -option-
8 CO-S Control Out circuit Shield -option-
9 Cl-B Control In circuit B Coll+ 
10 DO-B Data Out circuit B Xmit (DO)-
11 DO-S Data Out circuit Shield Xmit shield 
12 Dl-B Data In circuit B Rx (DI)-
13 VP Voltage Plus + 12 v 
14 vs Voltage Shield DTE ground 
15 CO-B Control Out circuit B -option-
Shell PG Protective Ground Chassis 

ETHERNET AUi CABLE 

Pin Description Use 

Shield Chassis 
2 Collision Presence Coll+ 
3 Transmit+ Xmit (DO)+ 
4 Reserved NC 
5 Receive+ Rx (DI)+ 
6 Power Return 12 V ground 
7 Reserved NC 
8 Reserved NC 
9 Collision Presence Coll-
10 Transmit- Xmit (DO)-
11 Reserved NC 
12 Receive Rx (DI)-
13 Power + 12 v 
14 Reserved NC 
15 Reserved NC 
Shell Chassis 
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APPENDIX B 

RELATED HARDWARE SUPPORT 

There are two different types of evaluation 
boards which integrate the Am7996. They are: 

• Am7996 evaluation board 
(PN Am7996EVAL) 

• Ethernet-Cheapernet Low Lost AT Board 
(PN ETHNEVAL5) 

RELATED DOCUMENTATION 

• Am7990 Family Reference Guide #03394 

• Local Area Network Controller Am7990 
(LANCE) Technical Manual #06363 

• Interfacing the Am7990 to 7422 8-bit 
Microprocessors 

• Am7990 (LANCE) Data Sheet #05698 

• Am79928 (SIA) Data Sheet #03378 

• Am7996 (Tranceiver) Data Sheet #07506 
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APPENDIXC 

PC BOARD LAYOUT CONSIDERATIONS 

To protect the transceiver from the environment 
and to achieve optimum performance, the 
Am7996 is designed to be used with two sets of 
external components: the transmitter circuit 
consisting of components 01, 02, 03, R7, Ra, 
and C3, and the receiver circuit consisting of 
components RS, R6, CL, and Cc (CL is a parasitic 
capacitance rather than a discrete component). 
These two circuits are shown in both Figure 4 
and in Figure S. The resistor tolerances for these 
circuits are specified as 1 % for temperature 
stability. 

The only layout restriction for the transmitter 
circuit is that the longest current path from the 
TXT pin (pin 12) to the coaxial cable's center 
conductor must be no longer than 4 inches. 

The layout of the receiver circuit, however, is criti­
cal. to minimize parasitic capacitance that can de­
grade the received signal, the external receiver 
circuit should be isolated from power and ground 
planes. There must be no power or ground plane 
under the area of the PC board that includes pins 
1 S through 20, RS, R6, and the connector for the 
coaxial cable. Ha power or ground plane extends 
under this area, the receiver will not function prop­
erly due to excessive crosstalk and under- or over­
compensation of the R5-R6 attenuator. Also, the 
RXT pin (Pin 16) should be as close to the coaxial 
cable connector as possible. 

.-------, 
I RS.R6,R4 
I C1,C2 I 

r -;;,,-;;;_;;; - - - I 
I R7,RB I 

..._....,,1.,.1 L~-----_J 
Area with no power or ground plane 

Coax 
Connector 

80008560 

Figure 11. PC Board Outline 
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Since there are no severe layout restrictions on 
the transmitter circuit, the layout can be simplified 
by omittiing power and ground planes from the 
whole area on the right side of the Am7996 as 
shown in Figure11. 

H the above layout rules are followed, the para­
sitic capacitance in parallel with R6 will be about 
6 pF. This parasitic capacitance is shown in the 
schematics as qL. (Note that CL is a parasitic 
capacitance. Do not add a discrete capacitor in 
parallel with R6.) The capacitor labelled Cc in the 
schematics is the total capacitance in parallel 
with RS including parasitic capacitance. The 
parasitic component of Cc will be about 1 pF. For 
optimum performance, the ratio of S to Cc should 
be the same as the ratio of RS to H6, wnich is 3 
to 1. This means that an additional 1 pF of 
capacitance must be added in parallel with RS. 

This extra 1 pF of capacitance can easily be 
added by building a parallel-plate capacitor from 
PC traces right under resistor RS. This capacitor 
can consist of a 0.200 inch by 0.200 inch square 
of conductor on each side of the board as shown 
in Figure 12. (These dimensions assume that the 
PC board is made from 0.060 inch thick G-10 
material.) The top plate of the capacitor should be 
connected to the one lead of RS, and the bottom 
plate should be connected to the other lead. 
Figure 13 shows an example of the suggested 
layout for a 4-layer printed circuit board. Note that 
the component labeling used in Figure 13 is not 
intended to correspond with the component la­
beling used in Figure 4 and Figure S. 

,-----, 
I 

07508-G03A 

80008550 

Figure 12 PC Board Trace Capacitor 
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-LANCE-AT-KT 
z:1 

Am7990 Based Ethernet/Cheapernet/Twisted Pair 
Half Card Evaluation Kit for PC/ A vu 

Advanced 
Micro 

Devices 

DISTINCTIVE CHARACTERISTICS 
• LANCE·AT·KT/x Integrated with 10BASE2 

transceiver and AUi port 

• LANCE·AT·KT/xT Integrated with 10BASE·T 
transceiver and AUi port 

• Implements a working Ethernet node using an 
IBM PC/AT or compatible as host 

• Complete solutlon utilizes Local Area Network 
Controller for Ethernet (LANCE) high 
performance, low-cost bus master architecture 

• Supports the followlng types of network 
Interface: 
- Standard AUi port for external 1 OBASE2, 

10BASE5, or 10BASE-T MAU connection 

GENERAL DESCRIPTION 
The Ethernet/CheapemeUIEEE 802.3 evaluation kit, 
called the LANCE-AT-KT, is a design evaluation vehicle 
for AM D's Ethernet chipset. It is intended for use in IBM 
PC/AT or compatible machines, and represents a low 
component count, minimum board space, low cost net­
work adapter implementation. There are two versions of 
the card available for evaluation, each optimized for a 
particular medium. The LANCE-AT-KT/x card supports 
the 10BASE2 (Cheapernet) connection, while the 
LANCE-AT-KT/xT card supports the 10BASE-T 
(Twisted Pair) connection. Both versions have a stan­
dard AUi port (fully IEEE 802.3, Section 7, compliant) for 
connecting to 1 OBASES (Ethernet) medium through an 
external MAU. The choice of network media operation 
is jumper selectable. 

Despite the card's low cost, it is still a high performance 
design that takes full advantage of the PC/AT multi­
master 1/0 bus. When installed in a host machine, the 
system becomes a platform upon which to evaluate net­
work hardware and to develop software for a complete 
node processor. The software designer can take ad­
vantage of the many tools available for the PC/AT -
compilers, assemblers, and debuggers. 

The LANCE-AT-KT comes with a floppy diskette c>f soft­
ware programs. The software includes a high-level 

I Publlcallon# 14805 Rav. B Amondmant/O I 
• loaue Dale: .ltulllliy 1t1t2 • 

- On board transceiver for Cheapemet 
connection (LANCE-AT-KT/x only) 

- On board transceiver for Twisted Pair 
connection (LANCE-AT-KT/xT only) 

• Evaluatlon software allows the system 
designer access to register level functions, 
thereby facilitating quick development of 
custom software drivers 

• 100% compatible with Novell NE2100 card 

• Includes Novell NetWare™ driver object code, 
allowing Immediate connection to a working 
LAN environment 

demonstration program, a low-level driver/monitor, 
Packet Driver (version 1.07), and Novell NetWare™ 
driver object code. The demonstration program con­
tains an ISO data link layer with a menu driven interface 
which allows the user to assign physical and logical ad­
dresses, establish connections, and send and receive 
messages. The driver/monitor lets the user view and 
change the contents of the LANCE's registers, the 
memory resident Initialization Block, and the data buffer 
Descriptor Rings. The program also allows the designer 
to establish loops for hardware data probing. The 
Packet Driver (source code and object code) is included 
as a sample LANCE driver in 80286 assembly lan­
guage. The Novell NetWare object code transforms the 
LANCE-AT-KT into a cost effective, competitive, and 
manufacturing-ready commercial board level product. 
This allows the user to evaluate the performance of the 
AMO Ethernet chipset in a real PC LAN system. The 
LANCE-AT-KT and its NetWare driver is certified by 
Novell. 

In addition to the board and the software diskette, the 
LANCE-AT-KT kit comes with a user's manual including 
device specifications, device application notes, a local 
area network controller technical manual, the AMO 
Ethernet/IEEE 802.3 Family data book, and cable hook­
up hardware. 
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-ILACC-MAC-KT 
~ 

Am79C900 Based 32-Bit NuBus™ Card Ethernet Evaluation Kit 
for Macintosh 11® 

Advanced 
Micro 

Devices 

DISTINCTIVE CHARACTERISTICS 
• Implements a working Ethernet evaluatlon 

node using a Mac II as host 

• complete solution utilizes the Am79C900 
Integrated Local Area Communications 
COntroller (ILACC) high performance 32-Blt 
Ethernet controller 

GENERAL DESCRIPTION 
The Ethernet/Cheapernet/IEEE 802.3 evaluation kit 
(ILACC-MAC-KT) is a design evaluation vehicle for 
AM D's 32-Bit ILACC Ethernet chip. It is intended for use 
in the Apple Macintosh II family of computers, and repre­
sents a highly integrated Ethernet network adapter im­
plementation. The ILACC-MAC-KT utilizes a shared 
memory architecture, and contains the Declaration 
ROM and user ROM capability. The card supports 
Ethernet and 1 OBASE-T via the AUi port and Cheaper­
net (1 OBASE2) with an onboard transceiver. The choice 
of network media operation is jumper selectable. 

When the ILACC-MAC-KT is installed in a host ma­
chine, the system becomes a platform upon which to 
evaluate network hardware and to develop software for 
the 32-bit ILACC Ethernet controller. The system de­
signer can therefore minimize the time required for 
familiarization with and prototyping of ILACC based 
Ethernet applications. 

BLOCK DIAGRAM 

ROM RAM 

Publication# 14781 Rev. B Amendment() 

Issue Date: January 1992 

• Development software allows the system 
designer access to register level functions of 
the ILACC, thereby facllltatlng quick 
development of customized software drivers 

• On-board transceiver suppons 802.3 10BASE2 
(Cheapernet) connection. Standard AUi pon 
can be connected to10BASE5 (Ethernet) or 
1 OBASE· T (Twisted Pair) media 

The ILACC-MAC-KT comes with ILACC Monitor 
(IMON) software. This software monitor allows the user 
to assign physical and logical addresses, establish con­
nections, and send and receive data packets. The moni­
tor lets the user view and change the contents of the 
ILACC's registers, the memory resident Initialization 
Block, and the data buffer Descriptor Rings. The pro­
gram also allows the designer to establish operational 
loops for hardware data probing. In the IMON environ­
ment, commands can be entered via the command line 
for single step debugging or through batch files for auto­
matic or repetitious operations. 

In addition to the the board and the software diskette, 
the ILACC-MAC-KT kit comes with a user's manual in­
cluding schematic diagrams, device specifications, and 
coaxial cable hook-up hardware. 

Cheapernet 

NuBus Interface 
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Am7996EV AL-HW 
Ethernet/Cheapernet Transceiver Evaluation Kit 

Advanced 
Micro 

Devices 

DISTINCTIVE CHARACTERISTICS 
• Connects the standard AUi port Interface to 

10BASE-2 (Cheapernet) connector. 

• Jumper selectable Signal Quality Error (SQE) 
test allows evaluation In both node and 
repeater applications. 

GENERAL DESCRIPTION 
The Am7996EVAL-HW board is a self contained mod­
ule that implements all the functions of a Medium At­
tachment Unit (MAU) for IEEE 802.3 10BASE-2 
(Cheapernet). This 3"x3" board can be used to connect 
any AUi port interface to the 'thin' coaxial cable used in 
Cheapernet networks. This system permits the network 
designer to monitor signals on the card to increase his 

BLOCK DIAGRAM 

• Self contained board facilitates rapid 
evaluation of the AUi -to-coax system block, 
and demonstrates optimal analog design 
criteria. 

understanding of IEEE 802.3 standards and conven­
tions. A jumper selectable SOE test enable/disable lets 
the board function in both user node or network repeater 
applications. In addition, optimal PC board layout is em­
ployed. The Am7996EVAL-HW kit comes complete with 
schematics, application notes, and coaxial cable con­
nection hardware. 

Am7996 ~ Cheapernet 

DC-DC 
~--.. Power 

JUMPER SETTINGS 
The jumper settings specify the type of collision detect 
that is used. 

Transmit collision detect: connect 1 & 3 

Receive collision detect: connect 1 & 2 
3&4 
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CIRCUIT DIAGRAM 

VCC1 

p -5 
4 

• 
13 

• ~-+""---------+--'-14 DI+ 

A 
m 
7 
9 
9 
6 

Receive 
5 12 --~--------t-"""15 Dl­

PE64102 
or 

PE64107 

7 10 

• Transmit 
s 9 

(fil}- n/c 

Notes: 

CL Effective Parasitic Capacitance 

C3 1 /3 CL (PC Trace was Used for C3) 

....--'llRlll.S-+-6"-I VCREF 

~ 
T0si 

'-+---+-S'"-i DO+ 

cs 

-9V 

+4.7 µF 

VCC2 

NC 

RXT 

NC 15 

RMC Receive Mode Collision Detection (R1, R2, and C2 are needed for RMC Function) 
Jumper 1 to 2 and 3 to 4 

TMC Transmit Mode Collision Detection 
Jumper 1 to 3, open 2 and 4 
RS= 0 (Short) 

DC - DC CONVERTER PINOUT 

33 pF 
C5 

DC/DC Converters Input= +12 V Output:-9V 

+IN -IN +OUT -OUT 

Reliability INC. 

2E12R9 1 2 4 5 

Pulse Engineering 

PE64540 1, 2 23, 24 11, 12 9, 10 

Am7996EVAL 

AMO~ 

CR2 CR1 
IN4001 IN4150 

R6 9.09 1% 
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Am7997EV AL-HW 
~ 

Stand-alone Ethernet/Cheapernet IEEE 802.3 Compliant Tap 
Transceiver Evaluation Board 

Advanced 
Micro 

Devices 

DISTINCTIVE CHARACTERISTICS 
• Fully compllant to the IEEE 802.3 Ethernet 

specification for both 10BASE·2 and 
10BASE·5 

• Standard version connects the standard AUi 
pon Interface to 10BASE·2 (Cheapernet) BNC 
connector. PC board can also suppon the 
10BASE·5 'vampire' connector 

GENERAL DESCRIPTION 
The Am7997EVAL-HW board is a seH contained mod­
ule that implements all the functions of a fully compliant 
Medium Attachment Unit (MAU) for IEEE 802.3 
10BASE-5 (Ethernet) or 10BASE-2 (Cheapernet). The 
evaluation board is based on the 802.3 compliant 
Am7997 coaxial tap transceiver chip. This 3"x3" board 
can be used to connect any AUi port interface to either 
the 'thin' coaxial cable used in Cheapernet networks or 
to the 'thick' cable used in 1 OBASE-5 applications. This 

BLOCK DIAGRAM 

AUi Port 

4-8 

Power 
Supply 

• Jumper selectable Signal QualHy Error (SQE) 
test allowsevaluatlon In both DTE and repeater 
applications 

• Self contained board facilitates rapid evaluation 
of the AUi-to-coax system block, and 
demonstrates optimal analog design criteria 
necessary for IEEE 802.3 compllance 

system permits the network designer to monitor signals 
on the card to increase his understanding of IEEE 802.3 
standards and conventions. A jumper selectable SOE 
test enable/disable lets the board function in both user 
node (DTE) or network repeater applications. In addi· 
lion, optimal PC board layout is employed. The 
Am7997EVAL-HW kit comes complete with the AMO 
802.3 Handbook, schematics, application note, and PC 
board layout artwork. 

Cheapernet 

15090-001A 

I Publication# 15080 Rev. B 

Issue Date: J8l1Ullry 1992 
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LAYOUT CONSIDERATIONS 
To protect the transceiver from the environment and to 
achieve optimum performance, the Am7997 is designed 
to be used with two sets of external components: the 
transmitter circuit consisting of components D1 , D2, D3, 
RS, R9, R10, C6, C7, and C12, and the receiver circuit 
consisting of components R1, R2, R3, C2, CL, and Cc 
(CL is a parasitic capacitance rather than a discrete 
component). These combined circuits are shown in the 
schematic. The resistor tolerances for these circuits are 
specified as 1%. 

The primary layout restrictionforthe transmitter circuit is 
that the longest current path from the TXT pin (PLCC pin 
17) to the coaxial cable's center conductor must be as 
short as possible. Also, the transmitter circuitry should 
be physically isolated from power and ground planes, 
i.e. no power or ground planes under the transmitter cir­
cuit components. 

The layout of the receiver circuit is even more critical. To 
minimize parasitic capacitance that can degrade the re­
ceived signal, the external receiver circuit should also 
be physically isolated from power and ground planes. 
There must be no power or ground plane under the area 
of the P .C. board that includes PLCC pins 22 through 1, 
R2, R3, and the connector for the coaxial cable. If a 
power or ground plane extends under this area, the re­
ceiver will not function properly due to excessive 
crosstalk and under- or over-compensation of the 
R2-R3 attenuator. Also, the AXT pin should be as close 
as possible to the coaxial cable connector. 

The layout of the receiver and transmitter circuits can be 
simplified by omitting power and ground planes from the 
whole area on the right side of the Am7997 as shown in 
Figure 1. Also, the TAP SHIELD pin (PLCC pin 28) 
should be connected directly to the shield of the coax 
connector without any other P.C. board ground trace 
hanging off of it. 

If the above layout rules are followed, the parasitic ca­
pacitance in parallel with R2 will be about 6pF. This 
parasitic capacitance is shown in the schematics as CL 
(Note that CL is a parasitic capacitance. Do not add a 
discrete capacitor in parallel with R2). The capacitor la-

AMO~ 

beled Cc in the schematics is the total capacitance in 
parallel with R3 including parasitic capacitance. The 
parasitic component of Cc will be about 1 pF. For opti­
mum performance, the ratio of CL to Cc should be the 
same as the ratio of R3 to R2, which is 3:1. This means 
that an additional 1 pF of capacitance must be added in 
parallel with R3. 

l l-R~~~;-----, 
,..-~-R-XT~ I C2 I 
A 7997 L __________ _J Iii\ 

m I 01. 02, 03 I ~ 
15 TXT I RS, R9, R10 I Coax l I CS, C7, C12 I Connector 

Ar~~iih-;;;~w-;;;;;;g;;;~~ plane 

15090-002A 

Figura 1. 

This extra 1 pF of capacitance can easily be added by 
building a capacitor out of P.C. board traces right under 
R3. One example of this is a 0.100 x 0.100 inch parallel 
plate capacitor on two layers of the P .C. board as shown 
in Figure 2 and Figure 3 (These dimensions assume that 
the P.C. board is made from 0.060 inch thick G-10 mate­
rial. The top plate of the capacitor should be connected 
to one lead of R3, with the bottom plate connected to the 
other lead of R3. · 

Component 
Side 

r-------
1 
I 
I 
I 
I 
I 

R3 

Figura 2. 15090-003A 
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ir1 AMO 

l 

a, 
tJ1 3a. 

n tJs 
R7 'ffs 
Rtl '51 UI 

& i "' CF 
Kie 5. L. .J 

1\~cEo MICRO CJJ €! -r1- (P 
i~ICES C7 8 R9 ~3 ... iii" C8 02 u 
~7997PLCC EVAL DI I'.] 
EV2 - ®lruT P2[ 

15090-004A 

Component Side Silkscreen 

• • 

• • • •••••••• • 

• • • • • 
15090-00SA 

Solder Side 

• • • • • • • 
• 

15090-005A 

Component Side 

C1 .001µF GAPKAP 
C2 0.1µF 
C3 1000pF 3KV 
C4 0.1µF 
cs 4.7µF 
CG 1µF 
C7 1000pF 
cg 4.7µF 
C10 0.1µF 
C11 NOT USED 
C12 180pF 
C13 0.01µF SOV 
D1 1N4153 
D2 1N4153 
D3 MUR120 
P1 1S-Pin D Connector Male 
P2 BNC Connector 
R1 1.96KQ 1% 
R2 24.9KO 1% 
R3 7S.OKO 1% 
R4 1MOS%0.SW 
RS 2.74KO 1% 
R6 23701% 
R7 40.201% 
RS 40.201% 
R9 9.0901% 
R10 27.0KO 1% 
T1 L T6031 Pulse Transformer 
U1 Am7997JC 
U2 PM700S DC-DC Converter 
W1 3-Pin Jumper Block 
(All Resistors are 1% except where noted) 

Figure 3. Suggested Printed Circuit Board Layout for a Double-Sided PCB Application 
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Am79C98EVAL-HW 
1 OBASE-T (Twisted Pair Ethernet) Transceiver Evaluation Kit 

Advanced 
Micro 

Devices 

DISTINCTIVE CHARACTERISTICS 
• Connects 10BASE·T network (using an RJ45 

connector) to Ethernet controller via the 
standard Attachment Unh Interface (AUi). 

• Jumper selectable enable/disables for the 
following functions: Signal Quality Error (SQE), 
Idle Link Test, and Link Polarity Reversal 
Detection/Correction. 

GENERAL DESCRIPTION 
The Am79C98EVAL-HW board is a self contained mod­
ule that implements all the functions of a Medium At­
tachment Unit (MAU) for the IEEE 802.3 Draft 10 for 
1 OBASE-T (Twisted Pair Ethernet). This compact board 
can be used to connect the Data Terminal Equipment 
(DTE) (via an AUi port interface) to the twisted pair wir­
ing used in 10BASE-T "Twisted Pair Ethernet" net­
works. The evaluation system contains onboard LED in­
dicators to help the designer monitor the status of the 
network interface, including transmit/receive, collision, 
Idle Link status, and Polarity Reversal Detection and 

BLOCK DIAGRAM 

• Self contained board permhs Immediate 
connection to "Twisted Pair Ethernet" network. 

Correction. A jumper selectable SOE test (Heartbeat) 
enable/disable lets the board function in both DTE 
(SOE enabled) or network repeater (SOE disabled) ap­
plications. The Idle Link Test and Polarity Reversal De­
tection/Correction functions can also be separately dis­
abled based on user configurable jumpers. In addition, 
optimal application configuration and PC board layout 
are employed. The Am79C98EVAL-HW kit comes com­
plete with schematics, PC board artwork, and twisted 
pair wiring connection hardware. 

Am79C98~ 
Twisted 
Pair 
Interface 

I Publk:allon# 14740 Rev. B Amendment/O I 
• lasua Date: ........., 1192 • 

Display 
LEDs 

* -.J.t * "" "" ~ 
** 
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IMR-VELCRO-HW 
Am79C980 Integrated Multiport Repeater Evaluation Kit 

Advanced 
Micro 

Devices 

DISTINCTIVE CHARACTERISTICS 
• Stand alone 8-port 10BASE·T hub 

• 810BASE·T ports and 1 AUi port for added 
versatility 

• Serial Management Port interface for 
monitoring and programming the board with the 
IBM PC demo software 

GENERAL DESCRIPTION 
The Twisted Pair Transceiver evaluation kit (IMR­
VELCRO-HW) is a design evaluation vehicle for AM D's 
Am79C980 Integrated Multiport Repeater (IMR™). The 
board is a self contained module that fully implements 
the Repeater functions specified by section 9 of the 
IEEE 802.3 standard and the Twisted Pair Transceiver 
functions conforming to the 1 OBASE-T standard. 

The 51/2" x 5%" board contains eight integral Twisted 
Pair Medium Attachment Units (MAUs) and an IEEE 
802.3 (section 7) compliant Attachment Unit Interface 
(AUi) to provide a simple platform to allow evaluation of 
the baseline feature set of the IMR. This system permits 
the network designer to monitor activities on the card 
through the serial Management Port. The board has an 
RS-232 interface that allows the designer to program 
the IMR and to read back the chip status with the pro­
vided software. The board also contains status LEDs for 

BLOCK DIAGRAM 

• Only a single 12 V DC power supply required 

• On-board transformer/filter modules for 
filtering and network isolation 

• Contains status LEDs for either carrier sense or 
link status 

• Expandable to a 24-port hub (plus 3 AUi ports) 

monitoring carrier sense or link status. With the on­
board expansion bus, the hub is expandable to a maxi­
mum of 24 Twisted Pair MAUs and 3 AUis. 

The kit comes with an interactive IM R Management Port 
Monitor program that runs on an IBM PC/AT or compat­
ible. This program exercises both the management port 
and the Twisted Pair ports (when used in conjunction 
with the LANCE-AT-KT card) of the repeater and moni­
tors the status of the transmission. The monitor allows 
the user to assign physical and logical addresses, es­
tablish connections, and send and receive data packets. 

In addition to the evaluation board and the software 
diskette, the IMR-VELCRO-HW kit comes complete 
with a user's manual including schematic diagrams, de­
vice specifications, device application notes, and the 
AMO EtherneVIEEE-802.3 Family data book. 

Twisted Pair Interface (8) 

AUi Port 

Serial Port 

+12VIN 

4-12 
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- SECTION 5 
Physical Dimensions* 

CD 020 20-Pin Ceramic DIP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5-3 

CD3024 24-Pin (Slim) Ceramic DIP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5-3 

PD 020 20-Pin Plastic DIP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5-4 

PD 048 48-Pin Plastic DIP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5-4 

PD3024 24-Pin (Slim) Plastic DIP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5-5 

PL 020 20-Pin Plastic Leaded Chip Carrier . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5-5 

PL 028 28-Pin Plastic Leaded Chip Carrier . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5-6 

PL 068 68-Pin Plastic Leaded Chip Carrier . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5-6 

PL 084 84-Pin Plastic Leaded Chip Carrier . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5-7 

SD 048 48-Pin Sidebrazed Ceramic DIP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5-8 

• For reference only. All dimensions are measured inches unless otherwise specified. SSC is an 
ANSI standard for Basic Space Centering. 
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Physical Dimensions 

CD020 
20-Pin Ceramic DIP 
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PD020 
20-Pln Plastic DIP 

PD048 
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Physical Dimensions 

PD3024 
24-Pin (Slim) Plastic DIP 
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PL028 
28-Pln Plastic Leaded Chip Carrier 
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TOP VIEW 
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Physical Dimensions 

PL084 
84-Pin Plastic Leaded Chip Carrier 
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50048 
48-Pin Sldebrazed Ceramic DIP 
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.,i.l!@@lll 
North American _________ _ 
ALABAMA ............................................................... (205) 882-9122 
ARIZONA ................................................................ (602) 242-4400 
CALIFORNIA, 

Culver City ......................................................... (213) 645-1524 
Newport Beach ................................................. (714) 752-6262 
Sacramento(Roseville) .................................... (916) 786-6700 
San Diego .......................................................... (619) 560-7030 
San Jose ............................................................ (408) 452-0500 
Woodland Hills .................................................. (818) 992-4155 

CANADA, Ontario, 
Kanata ................................................................ (613) 592-0060 
Willowdale ......................................................... (416) 224-5193 

COLORADO ........................................................... (303) 862-9292 
CONNECTICUT ..................................................... (203) 264-7800 
FLORIDA, 

Clearwater ......................................................... (813) 530-9971 
Ft. Lauderdale ................................................... (305) 776-2001 
Orlando (Longwood) ......................................... (407) 862-9292 

GEORGIA ............................................................... (404) 449-7920 
IDAHO ..................................................................... (208) 377-0393 
ILLINOIS, 

Chicago (Itasca) ............................................... (708) 773-4422 
Naperville ........................................................... (708) 505-9517 

MARYLAND ............................................................ (301) 381-3790 
MASSACHUSETTS ............................................... (617) 273-3970 
MINNESOTA ......................................................... (612) 938-0001 
NEW JERSEY, 

Cherry Hill .......................................................... (609) 662-2900 
Parsippany ......................................................... (201) 299-0002 

NEW YORK, 
Liverpool ............................................................ (315) 457-5400 
Brewster ............................................................. (914) 279-8323 
Rochester .......................................................... (716) 425-8050 

NORTH CAROLINA 
Charlotte ............................................................. (704) 875- 3091 
Raleigh ................................................................ (919) 878-8111 

OHIO, 
Columbus (Westerville) .................................... (614) 891-6455 
Dayton ................................................................ (513) 439-0268 

OREGON ................................................................ (503) 245-0080 
PENNSYLVANIA .................................................... (215) 398-8006 
TEXAS, 

Austin ................................................................. (512) 346-7830 
Dallas ................................................................. (214) 934-9099 
Houston .............................................................. (713) 376-8084 

UTAH ....................................................................... (801) 264-2900 

International __________ _ 
BELGIUM, Antwerpen ..... TEL ............................... (03) 248 43 00 

FAX . .. ........... (03) 248 46 42 
FRANCE, Paris ................ TEL.......... .. ........ (1) 49-75-10-10 

FAX........ .. ......... (1) 49-75-10-13 
GERMANY, 

Bad Homburg .............. TEL ........................... (49) 6172-24061 
FAX ........................... (49) 6172-23195 

MOnchen ....................... TEL .................................... (089) 4114-0 
FAX ................................. (089) 406490 

HONG KONG, .................... TEL ................................ (852) 865-4525 
Wanchai FAX . .. ........... (852) 865-114 7 

ITALY, Milano ................... TEL ................................. (02) 3390541 
FAX ................................. (02) 3498000 

JAPAN, 
Atsugi ........................... TEL .............................. (0462) 29-8460 

FAX ............................. (0462) 29-8458 
Kanagawa .................... TEL .............................. (0462) 47-2911 

FAX ............................. (0462) 47-1729 
Tokyo ............................ TEL .............................. (03) 3346-7550 

FAX ............................. (03) 3342-5196 

International {Continued) _________ _ 
Osaka ........ .. ... TEL..... .. ....... (06) 243-3250 

FAX ............................... (06) 243-3253 
KOREA, Seoul.... .. ... TEL ............................ (82) 2-784-7598 

FAX ............................ (82) 2-784-8014 
LATIN AMERICA, 

Ft. Lauderdale ............ TEL ............................. (305) 484-8600 
FAX ............................. (305) 485-9736 

NORWAY, Oslo area ....... TEL ................................. (02) 53 13 24 
(Hovik) FAX ................................ (02) 58 22 62 

SINGAPORE ..................... TEL ................................. (65) 3481188 
FAX ................................. (65) 3480161 

SWEDEN, 
Stockholm area ........... TEL ................................ (08) 98 61 80 
(Bromma) FAX ............................... (08) 98 09 06 

TAIWAN, Taipei ............... TEL ........................... (886) 2-7153536 
FAX ........................... (886) 2-7122183 

UNITED KINGDOM, 
Manchester area ......... TEL ............................... (0925) 828008 
(Warrington) FAX .............................. (0925) 827693 
London area ................ TEL ............................... (0483) 740440 
(Woking) FAX .............................. (0483) 756196 

North American Representatives __ _ 
CANADA 
Burnaby, B.C. - DAVETEK MARKETING ........... (604) 430-3680 
Kana ta, Ontario - VITEL ELECTRONICS .......... (613) 592-0060 
Mississauga, Ontario - VITEL ELECTRONICS .(416) 676-9720 
Lachine, Quebec - VITEL ELECTRONICS ........ (514) 636-5951 
ILLINOIS 

Skokie - INDUSTRIAL 
REPRESENTATIVES.INC ............................... (708) 967-8430 

IN DIANA 
Huntington - ELECTRONIC MARKETING 
CONSULTANTS, INC ....................................... (317) 921-3450 
Indianapolis - ELECTRONIC MARKETING 
CONSULTANTS, INC ....................................... (317) 921-3450 

IOWA 
LORENZ SALES ............................................... (319) 377-4666 

KANSAS 
Merriam-LORENZSALES ............................... (913) 469-1312 
Wichita-LORENZ SALES ................................. (316) 721-0500 

KENTUCKY 
ELECTRONIC MARKETING 
CONSULTANTS, INC ....................................... (317) 921-3452 

MICHIGAN 
Birmingham-MIKE RAICKASSOCIATES ........ (313) 644-5040 
Holland - COM-TEK SALES, INC ...................... (616) 392-7100 
Novi-COM-TEKSALES, INC ........................... (313) 227-0007 

MINNESOTA 
Mel Foster Tech. Sales, Inc ............................ (612) 941-9790 

MISSOURI 
LORENZ SALES ..... 

NEBRASKA 
LORENZ SALES. 

NEW MEXICO 

. .......... (314) 997-4558 

.. ................................ (402) 475-4660 

THORSON DESERT STATES ....... . (505) 883-4343 
NEW YORK 

East Syracuse - NYCOM, INC ...................... (315) 437-8343 
Hauppauge - COMPONENT 
CONSULTANTS, INC ..................................... (516) 273-5050 

OHIO 
Centerville - DOLFUSS ROOT & CO ............ (513) 433-6776 
Columbus - DOLFUSS ROOT & CO ............. (614) 885-4844 
Westlake - DOLFUSS ROOT & CO ............... (216) 899-9370 

OREGON 
ELECTRA TECHNICAL SALES, INC ............. (503) 643-5074 

PENNSYLVANIA 
RUSSELL F. CLARK CO.,INC ........................ (412) 242-9500 

PUERTO RICO 
COMP REP ASSOC, INC ................................ (809) 746-6550 

WASHINGTON 
ELECTRA TECHNICAL SALES ...................... (206) 821-7442 

WISCONSIN 
Brookfield - INDUSTRIAL 
REPRESENTATIVES.INC ................................. (414) 789-9393 

Advanced Micro Devices reserves the right to make changes in its product without notice in order to improve design or performance characteristics. 
The performance characteristics listed in this document are guaranteed by specific tests, guard banding, design and other practices common to 
the industry. For specific testing details, contact your local AMO sales representative. The company assumes no responsibility for the use of any 
circuits described herein. 
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